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Abstract
Due to the information from the multi-relationship graphs is difficult to aggregate, the graph
neural network recommendation model focuses on single-relational graphs (e.g., the user-
item rating bipartite graph and user-user social relationship graphs). However, existing graph
neural network recommendation models have insufficient flexibility. The recommendation
accuracy instead decreases when low-quality auxiliary information is aggregated in the rec-
ommendation model. This paper proposes a scalable graph neural network recommendation
model named SGNNRec. SGNNRec fuse a variety of auxiliary information (e.g., user social
information, item tag information and user-item interaction information) beside user-item rat-
ing as supplements to solve the problem of data sparsity. A tag cluster-based item-semantic
graph method and an apriori algorithm-based user-item interaction graph method are pro-
posed to realize the construction of graph relations. Furthermore, a double-layer attention
network is designed to learn the influence of latent factors. Thus, the latent factors are to
be optimized to obtain the best recommendation results. Empirical results on real-world
datasets verify the effectiveness of our model. SGNNRec can reduce the influence of poor
auxiliary information; moreover, with increasing the number of auxiliary information, the
model accuracy improves.
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1 Introduction

With the advent of big data, it is difficult to find content that meets real needs in a massive
database [1]. At present, the keyword search provided by the search engines can help people
to filter data. However, it cannot reflect the personalized needs of users because the search
results are determined by the keywords, which leads to a decline in users’ satisfaction with
the use of the search engine. Therefore, personalized recommendation has become a topic
of considerable research.

Themost traditional recommendation algorithm is collaborative filtering, which calculates
the nearest neighbors of users or items, and then uses the neighbors for recommendation.
The collaborative filtering algorithm has diverse limitations including those caused by data
sparsity and cold start; hence, over the years, the algorithm has been improved by many
researchers. To solve the problem of data sparsity and cold start, auxiliary information is
introduced into the recommendation model. Previous recommendation algorithms mainly
used auxiliary information as a supplement to determine users’ or items’ similarity. For
example, many authors [2–4] use tag information as a supplement to calculate similarity in
collaborative filtering. The inclusion of tag information can solve the problem of lack of
data. To a certain extent, it also improves the accuracy of recommendation because it fully
considers the rating relationship between users and items and other aspects of information
that traditional collaborative filtering algorithm does not consider. However, these algorithms
require complex mathematical modeling and have great difficulties in fusing multi-source
auxiliary information.

Traditional algorithms use data in Euclidean space with specific rules. For example, most
recommendation algorithms often use the user-item rating matrix, which is used as the eigen-
value matrix to calculate the similarity between vectors. In reality, items that users have not
rated should not be taken as eigenvalues. Therefore, there are numerous nulls in the fictitious
user-item rating matrix. This causes the problem of data sparsity and leads to low accuracy
of the recommendation algorithm. Moreover, most of the data are not in Euclidean space.
For example, the rating relationships between users and items resemble the structure of an
irregular graph, indicating that different users can score different items. A rating graph con-
tains a disordered node set with a variable size, and each node in the graph has a different
number of adjacent nodes, resulting in certain important operations (e.g., aggregation and
convolution) that are easy to compute on the graph. As a result, the graph neural network
(GNN) and graph convolution neural network (GCN) have attracted considerable research
attention in the field of recommendation systems.

The graph neural network recommendation models which fuse various auxiliary infor-
mation can be divided into two categories: the recommendation based on multi-relationship
graphs and the recommendation based on single-relationship graphs.

Existing researches [5, 6] adopt multi-relationship graphs recommendation. A multi-
relationship graph contains multiple entity relationships. For example, a user-movie graph
can represents rating relationship, actor relationship and direct relationship. However, the
single aggregation method in the existing learning model can not reflect the differences of
multiple entity relationships. This leads to a decrease in the accuracy of the recommenda-
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tion. Therefore, reference [7] proposed a method to transform multi-relationship graphs into
single-relationship graphs.

The Graph Convolutional Matrix Completion (GC-MC) model was proposed [8], which
constructed the bipartite graph of user-item rating relationship. Then, the prediction of user-
item rating could be obtained by aggregating the information of the neighbor nodes using
mean-pooling. However, other auxiliary information except the rating information was not
used in this model. Furthermore, the GC-MC model does not consider the difference in the
influence of neighbor nodes on users. ThenGraphRec [9], a graph neural network recommen-
dation model was proposed. It not only considers the users’ rating information but also adds
the users’ social information when learning the latent factor. Therefore, high-quality recom-
mendation results are obtained in GraphRec. However, auxiliary information is not added
to the item model in it. Furthermore, the quality of recommendation results of GraphRec
would be low when the quality of social information is poor. Reference [10] indicated that
people’s preferences are not completely static. Thus, it should not have fixed weights or fixed
restrictions. Therefore, social influence should be divided into two forms: dynamic and static.
DANSER was proposed, which used dual graph attention networks to collaboratively learn
representations for two-fold social effects. At the same time, the social effects of the user
domain are extended to the item domain, and the social effects of the item are constructed
so as to solve the problem of cold start and data sparsity caused by the lack of item auxiliary
information. However, the auxiliary information of the item is also based on the social infor-
mation of the user rather than the items. Reference [11] proposed a multi-view data method.
It is similar to a multi-source graph. However, it does not take into account the different graph
relationships have different recommendation weights. Reference [12] proposed DiffNet. It
is based on SVD++ and GCN. GCN uses the social network to obtain the user’s embed-
ding, and then the SVD++ framework is directly applied. IG-MC [13] used GraphSage in
matrix completion. In DiffNet++ [14], which is based on DiffNet, user-item bipartite graph
information is added.

Currently, more and more researchers pay attention to the social recommendation. Wei
et al. [15] proposed a fusion model of direct friends and indirect friends to discover user’s
preferences in sparse data scenarios. Moreover, a heterogeneous Trust-based Social Recom-
mendation which integrated implicit neighbors information is designed in [16]. However,
they did not fully consider that some implicit social relationships could be noise. Reference
[17] proposed a neighborhood denoising method which combines a motif-based GCN and a
fully connected multi-layer perception. GNNTSR [18] further considered the reliability of
users when assessing the importance of their social information. However, in a recommenda-
tionmodel, the user’s social information is only one of the factors, the interaction information
between the user and the item, and the characteristic of the item are also essential.

In a word, the existing researches mainly have the following deficiencies:

• The recommendation auxiliary information used by existing models has limitations. For
example, in practical applications, ratting information between users and items are often
difficult to obtain, which leads to a sparse ratting matrix, resulting in prediction errors. At
the same time, as we all know, the interaction between the user and the item also includes
the user browse the item repeatedly, add favorites, add to the shopping cart, etc. Adding
these information to the recommendation system can effectively improve the accuracy
of recommendation.

• On the other hand, existing models do not fully considered the negative effect caused by
low-quality auxiliary information. That means, adding too much low-quality auxiliary
information in the recommendation will reduce the accuracy of the result.
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Fig. 1 Auxiliary information for recommendation

In this paper, the SGNNRec is proposed as an easily extended graph neural network
recommendation model fusing multi single-relational graphs. The main contributions of this
paper are as follows:

I. An easily extended graph neural network recommendation model fusing multi single-
relational graphs is proposed. The model is constructed based on the bipartite graph of
user-item ratings, supplemented by isomorphic graphs of other auxiliary information. It can
simply and effectively fuse multi-source auxiliary information to solve data sparsity and cold
start problems. To prove, themodel fuses three kinds of auxiliary information (As shown in the
Fig. 1, user social information, item tag information and user-item interaction information).

II. This paper proposes a two-layer attention network structure. The first layer of attention
network considers the different strengths of different neighbor information, and the second
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layer of attention network considers the different qualities of different graph information.
It can reduce the influence of low-quality information on recommendation results, so as to
increase the accuracy.

2 Fundamentals

2.1 Clustering

As the saying goes, "birds of a feather flock together." Hence, objects are divided on the
basis of similarity in different categories; on this basis, multiple clusters are constructed. The
objects in the same cluster are highly similar, and the objects in different clusters are diverse.

To cluster objects effectively according to the aforementioned ideas, many algorithms
have been proposed, such as K-means [19], DB-scan [20], and spectral clustering [21].

2.2 Word2vec

Word2vec [22] is an important technology in NLP (Natural Language Processing); it is also
important for neural networks in general. The main purpose of the technology is to learn
the vector representation of different words, such that the vector distance between similarly
meaning words is close, and the vector distance between words that are different in meaning
is farther. To achieve this aim, it is often needed to establish a fake task model to train the
vector representation of thesewords. These vector representations of words are often a hidden
layer in the network model. In the beginning, the purpose of word2vec technology is to get
the matrix data of the hidden layer; the forward process of this model does not have much
practical value. Hence, the whole model training task is called fake task.

To ensure that the vector distance between words reflects the difference in meaning, it
uses the idea that the surrounding words of a word are often close to the word in semantics.
According to this idea, two models, CBOW and Skip-Gram, are proposed.

2.3 Graph Neural Network

Perozzi proposed the application of word2vec technology to graph representation learning.
Later on, DeepWalk model [23] was proposed in similar lines. With the development of
word2vec, item2vec [24] was generated. It shows that not only words can learn to express
low dimensional vectors in deep learning, but objects also can do so. Further-more, the nodes
of the graph and abstract relationships could be presented by low dimensional vectors as well.
The GraphSAGE [25] model has been proposed to turn graph neural network into inductive
learning using an aggregation function, which solves the problem of insufficient generaliza-
tion ability of direct push learning that Deepwalk faces. It also successfully promoted the
development of PinSAGE, which is the first industrial graph neural network recommendation
system.
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Fig. 2 The framework of SGNNRec model

Fig. 3 The graph spaces of user model

3 Proposed Framework

The overall framework of the SGNNRecmodel is shown in Fig. 2. The SGNNRec consists
of three sub-models, which are user model, itemmodel and rating prediction model. The user
model is based on the user-item rating graph, supplemented by other user isomorphic graphs
to obtain the user latent factors. The user isomorphism graph is obtained by some data mining
algorithms that utilize the auxiliary information. Here we construct two isomorphic graphs
which are user’s social graph and user’s interation graph. If we can get more user auxiliary
information, we can supplement the information into the SGNNRec model by constructing
the isomorphic graphs. Therefore, our model is flexible and scalable. The item model is to
obtain the item latent factors, and the method is similar to the user model, which is based
on the user-item rating graph and supplemented by the item isomorphism graph. Finally, we
input the user latent factor and item latent factor into the rating prediction, and get the user’s
predicted rating for the item.

3.1 User Model

The main purpose of the user model is to learn the user’s latent factor hi (the length of hi is
d). The key issue of user graph construction is how to integrate three different graph spaces
(shown in Fig. 3) and fully reflect the influence of different user relationships on the final
user interest degree.
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The model needs to learn the latent factors under the three graph spaces, namely the latent
factor hI

i in the item space, the latent factor hSi in the social space, and the latent factor hA
i

in the apriori space. All their length are d. The methods to obtain these latent factors are as
follows.

3.1.1 Item Aggregation

The user-item rating interaction graph is aweighted directed graph. In order to simultaneously
consider the interaction and the rating weight between nodes, a solution is proposed.

We aim to obtain a vector that represents the actions as a rating interaction between user ui
and an item ia denoted as xia . The user ui may havemany rating interactions; {xia |∀a ∈ C(i)}
represents the set of items which user ui interacted with. To obtain xia and consider both the
interaction and the rating, we use the following function:

xia = gv([qa ⊕ er ]) (1)

qa represents item ia embedding vector (length d) and er represents rating r embedding
vector (length d). ⊕ represents the concatenation operator of two vectors. gv is MLP(Multi-
Layer Perceptron).

hI
i can be obtained by the aggregation function Aggreitems :

hI
i = σ(W · Aggreitems({xia |∀a ∈ C(i)}) + b) (2)

σ is the nonlinear activation function. The common aggregation function in graph neural
networks is mean-aggregation or max-aggregation. W and b are the weight and bias of the
neural network. Because xia represents the user’s rating interaction action, and the actions
express the user’s preferences, different rating interaction actions have different strengths.
Therefore, in this study, we use attention-aggregation to incorporate such differences as
follows:

hI
i = σ

⎛
⎝W ·

⎧⎨
⎩

∑
a∈C{i}

αiaxia

⎫⎬
⎭ + b

⎞
⎠ (3)

αia represents the different strengths of xia . xia represents the user’s rating interaction
action, which express the user’s preferences. We need user ui embedding vector pi (length d).
Subsequently, we need to concatenate pi and xia and develop them into an attention network
to learn αia . The attention network is determined as follows:

α∗
ia = WT

2 · σ
(
W1 · [

xia ⊕ pi
] + b1

) + b2 (4)

αia = exp
(
α∗
ia

)
∑

a∈C(i) exp
(
α∗
ia

) (5)

3.1.2 Social Aggregation

Due to people’s preferences to a certain extent depend on their social friends, the prefer-
ences of users’ friends can be considered when recommending. In graph neural networks,
integrating the preferences of friends also needs social aggregation to aggregate the social
relationship graph followed by learning the users’ latent factors in social space. The details
are as follows:

hS
i = σ(W · Aggreneighb({hI

o |∀o ∈ N (i)}) + b) (6)
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hI
o is the latent factor of a user’s friend in the item space. Because a user’s friend is also

a user, the friends’ latent factor in the item space can also be obtained by item aggregation.
N (i) is the set of social friends. Through the social aggregation function, all the latent factors
of users’ friends in the item space are aggregated to obtain the latent factors of users in the
social space.

Different friends have different influence on users’ preferences, the attention mechanism
is embedded in the social aggregation function. The formula is defined as follows.

hS
i = σ

⎛
⎝W ·

⎧⎨
⎩

∑
o∈N {i}

βiohI
o

⎫⎬
⎭ + b

⎞
⎠ (7)

βio represents the strength of user’s friend o in the aggregation process. It can also be
obtained by the same method used in item aggregation. Because it is hI

o strength to user’s
preference, we also need user ui embedding vector pi . Concatenating pi and hI

o , and then
integrating them into an attention network, we have βio as follows:

β∗
io = WT

2 · σ
(
W1 ·

[
hI
o ⊕ pi

]
+ b1

)
+ b2 (8)

βio = exp
(
β∗
io

)
∑

o∈C(i) exp
(
β∗
io

) (9)

3.1.3 Apriori Aggregation

In real life, users often interact with items but do not rate them. For example, in e-commerce
shopping, a user purchasesmany products but rate only a few of them. Thus, a large number of
null values appear in the rating matrix, but the interaction between users and items is of great
significance to improve the recommendation accuracy. In this study, an apriori aggregation
method is proposed to mine the potential similar user group information.

An item that has been interacted with by many users can be regarded as a piece of data
ti = {u1, u3, u5...}, and all the items’ interacted information can be used as the dataset
S = {ti |∀i ∈ M} for the apriori algorithm. M is the number of items. Through the apriori
algorithm, we can determine the frequent itemsets with a length of two. A frequent itemset
with length two can be seen as a user pair; we can add a trust relationship between the two
users of the user pair. In this way, the user apriori graph is constituted.

Because this graph relationship is similar to a social relationship, we can use the method
of social aggregation to aggregate the latent factors hA

i in the apriori space.

hA
i = σ

⎛
⎝W ·

⎧⎨
⎩

∑
m∈A{i}

μimhI
m

⎫⎬
⎭ + b

⎞
⎠ (10)

A(i) is the set of users that are neighbors of user ui in the apriori graph. The attention
network to learrn μim is determined as follows:

μ∗
im = WT

2 · σ
(
W1 ·

[
hI
m ⊕ pi

]
+ b1

)
+ b2 (11)

μim = exp
(
μ∗
im

)
∑

m∈A(i) exp
(
μ∗
im

) (12)
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Fig. 4 Item model’s three kinds of graph

3.1.4 User Latent Factor

The final latent factors of users are obtained by aggregating the latent factors in the three
graph spaces. Considering that different graphs have different strength influence on users’
preferences, the latent factors in the three spaces are aggregated by the attention aggregation
function, as follows:

δ∗
in = WT

2 · σ
(
W1 · [

hni ⊕ pi
] + b1

) + b2 (13)

δin = exp
(
δ∗
in

)
∑

n∈{I ,S,A} exp
(
δ∗
in

) (14)

hi = mlpuser

⎛
⎝ ∑

n∈{I ,S,A}
δinhni

⎞
⎠ (15)

mlpuser is a MLP performed on the user latent factor.

3.2 ItemModel

The main purpose of the item model is to learn the item latent factor z j . In the same way,
first it learns the three latent factors under the three graph spaces (as shown in Fig. 4). The
latent factor zUj in user space, the latent factor zMj in semantic space and the latent factor zAj
in apriori space have d length.

3.2.1 User Aggregation

User aggregation is the same as item aggregation when only the item is considered as the
subject.

For item i j , there is a set of users who have rating interacted with it. We denote the set as
B( j). First, we need to obtain {f j t |∀t ∈ B( j)} represents the rating interaction representation
vector of user ut for item i j .

The method of obtaining f j t is similar as the method of obtaining xia . First, we need
to concatenate user ut embedding vector pt and rating r embedding vector er followed by
integrating them into MLP gu. Finally, we get f j tas follows:

f j t = gu
([
pt ⊕ er

])
(16)
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We obtain {f j t |∀t ∈ B( j)}, followed by the user aggregation to obtain latent factor zUj . It
is also the attention aggregation as follows:

zUj = σ

⎛
⎝W ·

⎧⎨
⎩

∑
t∈B{ j}

α j t f j t

⎫⎬
⎭ + b

⎞
⎠ (17)

α∗
j t = WT

2 · σ
(
W1 · [

f j t ⊕ q j
] + b1

) + b2 (18)

α j t =
exp

(
α∗
j t

)

∑
t∈B( j) exp

(
α∗
j t

) (19)

q j is the embedding vector of item i j .

3.2.2 Semantic Aggregation

Considering that people like an item, they would also like other items of a similar kind. The
items of the same kind can be considered in the recommendation. Using the tag information
of items, we can build the semantic relationship graph of the items. It can help us to find
items that are similar to the item that we like. Then, we can add the tag in-formation of items
to the model.

Inspired by the work [4], in this study, we first calculate the similarity between tags and
obtain the affinity matrix between tags. Second, we cluster the tags by the clustering method.
Finally, the clusters of tags are used to calculate the semantic similarity between items.When
the semantic similarity is higher than a certain threshold, we add a trust relationship between
the two items.

An item has several tags, which we call a resource-term. A tag may exist in multiple
resource-terms; the union of these resource-terms is the resource-set of the tag. The simi-
larity calculation of two tags is the intersection and union ratio of resource-sets of two tags.
Therefore, the similarity between tags is calculated as follows:

sim(ti , t j ) = |Ai ∩ Bj |
|Ai ∪ Bj | (20)

ti ,t j represent tag ti and tag t j . Ai is the resource-set of tag ti . Bj is the resource-set of tag
t j . The affinity matrix of tags can be obtained by calculating the similarity between all tags.
We could utilize the affinity matrix to cluster tags. Once we obtain tag clusters, we utilize
the tag clusters to calculate correlation Rik between item i and tag cluster k. The function is
as follows:

Rik = count (Ti ,Ck)

si ze (Ti )
(21)

count(Ti ,Ck) represents the size of sets where the tags of item i intersect the tags of
cluster k. si ze(Ti ) represents the number of tags of item i .

After calculating the correlation between all items and all tag clusters, a correlation matrix
with the tag clusters as columns and the items as rows can be obtained. This matrix looks
like a feature matrix, and each row represents the feature of the item. Then, two items use
cosine similarity formula to calculate the semantic similarity between the two items. When
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the similarity is larger than a certain threshold, we add a trust relationship between the two
items. In this way, the semantic graph of items is built.

The semantic graph of items is similar to the social graph of users. It can be regarded as
the social graph of the item. Then, the social aggregation in the user model can be used for
semantic aggregation of items, as follows:

zMj = σ

⎛
⎝W ·

⎧⎨
⎩

∑
o∈M{ j}

β jozUo

⎫⎬
⎭ + b

⎞
⎠ (22)

M( j) is the set of semantic neighbors of item i j . The attention network to learrn β jo is
determined as follows:

β∗
jo = WT

2 · σ
(
W1 ·

[
zUo ⊕ q j

]
+ b1

)
+ b2 (23)

β jo =
exp

(
β∗
jo

)

∑
o∈M( j) exp

(
β∗
jo

) (24)

3.2.3 Apriori Aggregation

A user that interacts with many items can be regarded as a piece of data t j = {i2, i4, i6...}.
Furthermore, all users’ interaction information can be used as the dataset S = {t j |∀ j ∈ N }
for the apriori algorithm. N is the number of users. Through the apriori algorithm, we can
determine the frequent itemsets with a length of two. A frequent itemset with length two can
be regarded as an item pair; we can then add a trust relationship between the two items of
the item pair. In this way, the item apriori graph is constituted.

The method of aggregation is as follows:

zAj = σ

⎛
⎝W ·

⎧⎨
⎩

∑
m∈A{ j}

μ jmzUm

⎫⎬
⎭ + b

⎞
⎠ (25)

A( j) is the set of items that are neighbors of item i j in the apriori graph. The attention
network to learrn μ jm is determined as follows:

μ∗
jm = WT

2 · σ
(
W1 ·

[
zUm ⊕ q j

]
+ b1

)
+ b2 (26)

μ jm =
exp

(
μ∗

jm

)

∑
m∈A( j) exp

(
μ∗

jm

) (27)
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3.2.4 Item Latent Factor

In the same way as the user latent factor, we consider the strength of the three graphs infor-
mation. We use the attention network to aggregate them as follows:

δ∗
jn = WT

2 · σ
(
W1 ·

[
znj ⊕ q j

]
+ b1

)
+ b2 (28)

δ jn =
exp

(
δ∗
jn

)

∑
n∈{U ,M,A} exp

(
δ∗
jn

) (29)

z j = mlpitem

⎛
⎝ ∑

n∈{U ,M,A}
δ jnznj

⎞
⎠ (30)

mlpuser is a MLP performed on the item latent factor.

3.3 Rating Prediction

Weconcatenatehi and z j , and then put them into aMLP. This is followed by linear prediction.
We can obtain the prediction rating r

′
i j that is given by user ui for item i j , as follows:

g1 = [
hi ⊕ z j

]
(31)

g2 = σ (W2 · g1 + b2) (32)

......

gl−1 = σ (Wl−1 · gl−2 + bl−1) (33)

r
′
i j = Wl · gl−1 (34)

4 Experiment

4.1 Dataset andMetrics

There are few public datasets in the field of recommender systems containing user-item
rating information, user social information, item tag information, and user-item interaction
information. Therefore, the experimental dataset in our study is crawled from TapTap web-
site. The TapTap dataset includes 2345 users, 12330 items, 46322 item rating information,
8095 social relationships and 5738 items which have tag information. It also has user-item
interaction information for 257586 users. For the 46322 item rating information, 80% were
used for training and 20% for verification.

The experimental software environment was as follows: Windows 10-64bits, Anaconda
3, python 3.8, and Pytorch 1.6.0. The hardware environment was as follows: CPU: Intel Core
(TM) i5-10400f @ 2.90ghz. Memory is 16 GB. GPU: NVIDIA Geforce RTX 2060 6GB.

The metrics used in this paper are MAE (mean absolute error) and RMSE (root mean
square error). MAE measures the gap between the predicted rating and the actual rating.

123



SGNNRec: A Scalable Double-Layer Attention-Based… Page 13 of 21 136

Smaller MAE represents higher accuracy. The formula is as follows:

MAE =

N∑
i=1

|Pui − Rui |
N

(35)

The RMSE is similar to MAE, which measures the gap between the predicted rating and
the actual rating. The formula is as follows:

RMSE =
√√√√ 1

N

N∑
i=1

(Pui − Rui )
2 (36)

Pui is the prediction rating of user u for item i . Rui is the real rating of user u for item i .

4.2 Experimental Settings

The gv and gu are as follow:

gv (x) = WT
2 · σ (W1 · (x) + b1) + b2 (37)

gu (x) = WT
2 · σ (W1 · (x) + b1) + b2 (38)

The mlpuser and mlpitem are as follow:

mlpuser (x) = σ (W 3 ·
(
WT

2 · σ (W1 · (x) + b1) + b2
)

+ b3
)

(39)

mlpitem (x) = σ (W 3 ·
(
WT

2 · σ (W1 · (x) + b1) + b2
)

+ b3
)

(40)

All the σ in this paper are Relu.
Because it is a linear prediction of rating, the loss function uses the mean square error:

Loss = 1

2|O|
∑
i, j∈O

(
r

′
i j − ri j

)2
(41)

In representation learning, the embedding dimension d is an important parameter. We
performed an experiment to choose the best d . The experiment results are as follows (Fig.
5).

We performed this experiment on different percentages of TapTap dataset. At 40%, the
data is sparse. Meanwhile, higher dimensions cannot receive sufficient data to learn. As the
data increases, the performance of the high-dimensional models becomes better. Hence, 64
dimensions is the optimum selection.

4.3 Model Analysis

4.3.1 The Effectiveness of the Two-Layer Attention Network

In order to prove the effectiveness of the two-layer attention network structure, we designed
the following experiments. The experiment results are as Fig. 6. The "noAttSGNNRec" rep-
resents the model structure without the second layer attention mechanism. The experimental
results show that models with the second layer attentionmechanism can obtain more accurate
recommendation results, proving the effectiveness of the double-layer attention network.
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Fig. 5 Recommendation quality of different embedding dimensions. a MAE values on different embedding
dimensions, b RMSE values on different embedding dimensions

Fig. 6 Recommendation quality of ablation model. a MAE values on ablation model, b RMSE values on
ablation model

4.3.2 Influence of the Different Number of Context Information on the Model

Decomposing our model. SGNNRec0 only utilizes the user-item rating information. Its
hi and z j are as follows:

hi = hI
i and z j = zUj (42)

SGNNRec1 utilizes the user-item rating information and user social information. Its hi
and z j are as follows:

hi = mlpuser

⎛
⎝ ∑

n∈{I ,S}
δinhni

⎞
⎠ and z j = zUj (43)
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SGNNRec2 utilizes the user–item rating information, user social information and item
tag information. Its hi and z j are as follows:

hi = mlpuser

⎛
⎝ ∑

n∈{I ,S}
δinhni

⎞
⎠ (44)

z j = mlpitem

⎛
⎝ ∑

n∈{U ,M}
δ jnznj

⎞
⎠ (45)

SGNNRec3 utilizes the user–item rating information, user social information, item tag
information, and user–item interaction information. It is the same as SGNNRec. Its hi and
z j are as follows:

hi = mlpuser

⎛
⎝ ∑

n∈{I ,S,A}
δinhni

⎞
⎠ (46)

z j = mlpitem

⎛
⎝ ∑

n∈{U ,M,A}
δ jnznj

⎞
⎠ (47)

To verify that the addition of different graph relationship information with different
strengths in the model could improve the accuracy and universality of the recommended
model, we constructed some models without second layer attention mechanisms as contrast
models, which are as follows:

NoattSGNNRec0 only utilizes the user-item rating information. Because there is no con-
text information, it is the same as SGNNRec0. Its hi and z j are as follows:

hi = hI
i and z j = zUj (48)

NoAttSGNNRec1, noAttSGNNRec2 and noAttSGNNRec3 are similar with SGNNRec1,
SGNNRec2 and SGNNRec3, while their hi and z j are different.

NoAttSGNNRec1’s hi and z j are as follows:

hi = mlpuser
(
hI
i ⊕ hS

i

)
and z j = zUj (49)

NoAttSGNNRec2’s hi and z j are as follows:

hi = mlpuser
(
hI
i ⊕ hS

i

)
(50)

z j = mlpitem
(
zUj ⊕ zMj

)
(51)

NoAttSGNNRec3’s hi and z j are as follows:

hi = mlpuser
(
hI
i ⊕ hS

i ⊕ hA
i

)
(52)

z j = mlpitem
(
zUj ⊕ zMj ⊕ zAj

)
(53)

NoAttSGNNRec is used as the baseline for comparison. The experimental results are
shown in Fig. 7.

The result shows that the quality of recommendation improves when auxiliary information
is constantly added. However, the recommendation quality of SGNNRec0 is better than that
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Fig. 7 SGNNRec’s and noAttSGNNRec’s results on different number of context information. a the dataset is
40% TapTap dataset. b The dataset is 60% TapTap dataset. c the dataset is 80% TapTap dataset. d the dataset
is 100% TapTap dataset
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Fig. 8 Performance of three models on different percentages of TapTap dataset

of SGNNRec1 and noattSGNNRec1, which indicates that the recommendation quality of
the model would be lower when poor quality social information is added. The quality of
SGNNRec1 is better than that of noattSGNNRec1, which indicates that considering the
different strengths of different auxiliary information can reduce the influence of poor quality
auxiliary information on the model and improve the recommendation quality.

With the addition of social information, the error of the model generally increases. This
shows that the quality of social information is low, which will negatively affect the rec-
ommendation results. But the error improvement of NoAttSGNNRec is more than that of
SGNNRec. It shows that low-quality social information has a greater negative impact on
NoAttSGNNRec that does not consider the different quality of different graph information.
However, considering that different graph information has different quality, SGNNRec has
little or no increase in error when social information is added. It prove that two-layer attention
network can enhance the universality of our model.

With the addition of label information and user-item interaction information, the error of
recommendation results becomes lower and lower. This proves that our proposed methods of
constructing an item isomorphic graph with item labels and constructing isomorphic graphs
of users and items with user-item interaction information to are effective.

4.3.3 The Effectiveness of Sparse Data Recommendation

We performed the experiment on different percentages of TapTap dataset. We mainly com-
pared three models. They are SREPS [26], GraphRec [9], and SGNNRec. Figure8 shows the
result of the comparison.

First, this experiment proves that our model is better than the GNN model GraphRec,
and is also better than the deep learning model SREPS. Second, it proves that the auxiliary
information is effective.When data is sparse, ourmodel is far better than the two othermodels
because it has sufficient auxiliary information as a supplement. This proves that our model
can solve the problems of data sparsity and cold start problems well.

4.4 Performance Comparison of Recommendation Systems

Five algorithms are selected for comparison:
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Table 1 Dataset information TapTap Douban

Users 2345 5416

Items 12330 15000

Rating 46322 198751

Interaction 257586 254386

Items with tags 5738 14650

Tags 811 15733

Social Link 8095 4421

Density 0.1602% 0.2446%

Table 2 Models comparison TapTap Douban
Algorithms MAE RMSE MAE RMSE

NMF 0.9017 1.1932 0.6320 0.8276

PMF 0.9127 1.1901 0.6430 0.8451

SVD 0.8362 1.1218 0.6079 0.7895

SREPS 0.8245 1.1950 0.6271 0.8378

GraphRec 0.8961 1.2472 0.6000 0.7920

ConsisRec 0.9076 1.1523 0.6124 0.7906

SGNNRec 0.7684 1.0812 0.5970 0.7844

NMF: uses Non-negative Matrix Factorization to factor the user-item rating matrix so as
to rate non-rated items.

PMF [27]: Probabilistic Matrix Factorization utilizes user-item rating matrix only and
models latent factors of users and items by Gaussian distributions.

SVD: SVD is based on Singular Value Decomposition. It obtains hidden characteristics
of users and items as feature vectors and utilizes the feature vectors to predict rating.

SREPS [26]: This is an embedded learning method based on social network that was
proposed in the 2018 AAAI conference to represent and learn social networks to make
recommendations.

GraphRec [9]: In the 2019WWW conference, a neural network recommendation system
was proposed, which utilizes the user-item rating graph and user social graph.

ConsisRec [28]: ConsisRec is a neural network recommendationmodel which uses neigh-
bor sampling to solve the social inconsistency problem. It was proposed in the 2021 SIGIR
conference.

To verify the universality of themodel, we performed experiments on two datasets. Table 1
shows the information of the two datasets.

Table 2 shows the MAE and RMSE for each model on the TapTap dataset and Douban
dataset. The experimental results show that our model is better than the traditional matrix
decomposition method, deep learning recommendation model, and graph neural network
recommendation model. The bold section in the table shows the experimental results of our
SGNNRec model. The smaller the value represented in bold, the better the recommendation
performance of the model. It can be seen that the MAEMAE (mean absolute error) and
RSME (root mean square error) of the SGNNRec model are both smaller than other models,
indicating that the recommendation accuracy of the model proposed in this paper is higher.

123



SGNNRec: A Scalable Double-Layer Attention-Based… Page 19 of 21 136

Because the quality of TapTap dataset’s social information is poor, GraphRec only uses
social relationships as a supplement, which does not consider the different strengths of differ-
ent information. Hence, its recommendation results are not as good as traditional algorithms
when the dataset has poor social information (This was proved in Sect. 4.3). However, the
model in this paper uses multiple auxiliary information and achieves good results, which
shows that a large amount of auxiliary information can improve the quality of recommenda-
tion.

Owing to the density of Douban dataset being higher than that of TapTap dataset, the
GNN model GraphRec can obtain sufficient neighbor nodes to learn. Its performance is
better than that of the traditional matrix decomposition method. However, Our model adds
more auxiliary information and considersmore comprehensive information, resulting inmore
comprehensive results. Therefore our model achieves the best accuracy.

5 Conclusion

This paper proposes a model, which can make use of different auxiliary information in an
easy and quick way. Experimental results show our model can obtain high-quality recom-
mendation results though the rating information is sparse. And ourmodel adds some auxiliary
information as a supplement, which improves the quality of recommendation. It can reduce
the impact of low-quality auxiliary informational information on the quality of recommen-
dation. In addition, we proposed methods to convert item tag information and user-item
interaction information into isomorphic graphs. In the future, we can construct other isomor-
phic graphs with additional auxiliary information such as image information (items poster)
and text information (user comment). Adding more auxiliary information as supplements
for recommendation can result in a more comprehensive and high-quality recommendation
system.
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