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Abstract
COVID-19 is a novel virus that presents challenges due to a lack of consistent and in-depth
research. The news of the COVID-19 spreads across the globe, resulting in a flood of posts
on social media sites. Apart from health, social, and economic disturbances brought by the
COVID-19 pandemic, another important consequence involves public mental health crises
which is of greater concern. Data related to COVID-19 is a valuable asset for researchers in
understandingpeople’s feelings related to the pandemic. It is thus important to extract the early
information evolvingpublic sentiments on social platformsduring the outbreakofCOVID-19.
The objective of this study is to look at people’s perceptions of the COVID-19 pandemic who
interact with each other and share tweets on the Twitter platform. COVIDSenti, a large-scale
benchmark dataset comprising 90,000 COVID-19 tweets collected from February to March
2020, during the initial phases of the outbreak served as the foundation for our experiments.
A pre-trained bidirectional encoder representations from transformers (BERT) model is fine-
tuned and embeddings generated are combinedwith two long short-termmemory networks to
propose the residual encoder transformation network model. The proposed model is used for
multiclass text classification on a large dataset labeled as positive, negative, and neutral. The
experimental outcomes validate that: (1) the proposed model is the best performing model,
with 98% accuracy and 96% F1-score; (2) It also outperforms conventional machine learning
algorithms and different variants of BERT, and (3) the approach achieves better results as
compared to state-of-the-art on different benchmark datasets.
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Abbreviations

BERT Bidirectional encoder representations from transformers
LSTM Long short-term memory network
RETN Residual encoder transformation network
SARS-CoV-2 Severe acute respiratory syndrome - Coronavirus
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WHO World Health Organization
NLP Natural language processing
RNN Recurrent neural network
NB Naïve Bayes
RCNN Recurrent convolution neural network
RF Random forest
CNN Convolutional neural network
RMSProp Mean square propagation
DL Deep learning
ML Machine learning
SVM Support vector machine
AI Artificial intelligence
DT Decision tree
HyRank Hybrid ranking
EPF Emotional proximity function
DAN Deep averaging network
ETC Extra trees classifiers
IWV Improved word vector
KNN K-nearest neighbour
LR Logistic regression
GloVe Global vectors for word representation
Bi-LSTM Bidirectional LSTM
GAME Graph attention model embedded
Acc Accuracy
Pre Precision
Adagrad Adaptive gradient
CRF Conditional random field
TN True negative
SGD Stochastic gradient descent
CGAN Conditional generative adversarial network
PV-DM Distributed memory paragraph vector
SBERT Sentence-BERT
P Actual positive
USE Universal sentence encoder
ANNs Artificial neural networks
N Actual negative
FN False negative
Adam Root adaptive moment estimation
FP False positive
MSE Mean squared error
Rec Recall
TP True positive
F1 F1-score
SA Sentiment analysis
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1 Introduction

The COVID-19 disease derived from Severe Acute Respiratory Syndrome – Coronavirus
(SARS-CoV-2) has spread across the world and have a significant impact on both popula-
tion and the global economy. It was declared a pandemic by the World Health Organization
(WHO) on January 30, 2020 [1]. In 2020, the global COVID-19 pandemic sparkled an
unprecedented public health crisis. There has been a tremendous influence on mental stress
due to the problems that the virus brought, like loss of employment, depression, loneli-
ness, lack of income, home-schooling, and many more. Therefore, the adverse effects of the
coronavirus disease have drastically impacted social, professional, and personal lives all over
the world. Additionally, there were restrictions imposed on people’s movements, which has
disrupted important day-to-day work. To control the spread of virus and to save the public
from contracting it, the governments of most of the affected nations imposed a strict quar-
antine for different periods in order to break the chain of this pandemic. This provided an
ideal opportunity for people to express and share their opinions on social networking sites.
Therefore, amid the isolation, people used to spend more time on social networking sites to
calm themselves, find information, and express their feelings [2]. In addition, they are more
likely to trust information found online, such as when to get tested, where to seek care, and
what to do with the test results. However, the social media information can often be incorrect
or misleading, which can cause stress, anxiety, and depression [3]. Therefore, people’s pain
gets worsened when they come across such misleading and depressing news on social media.
As a result, the imposed COVID-19 restrictions severely affect the population’s mental as
well as physical health [4]. Although the physical symptoms of this virus are widely known,
this study focused on some of its unfamiliar influences, such as adverse mental health effects.
The government occasionally conducts surveys to see how individuals view the pandemic
in the context of sentiments related to their mental health, but this approach is laborious,
expensive, and time-consuming. Even with the survey, a very small portion of the population
can be reached, and the sample size is too small for prediction and to aid medical profes-
sionals in making accurate diagnoses, and assist them come up with solutions for ending this
pandemic.

Social media has provided researchers access to large scale free data and has played a
significant role in motivating them to investigate public attitudes towards COVID-19 during
the pandemic. It has been observed that during the quarantine, traffic on social networking
increased tremendously [5], resulting in 3.96 billion social media users worldwide in 2021 as
shown in Fig. 1. Twitter is the most popular social media platform, where individuals reflect
real-time public sentiments via 140-character tweet. The number of daily tweets has also
increased by 23% during the COVID-19 pandemic in 2020 [6, 7]. Thus, the increased use
of Twitter by people during the lockdown period motivated us to investigate Twitter data to
assess human sentiments regarding the COVID-19 pandemic. Therefore, it becomes the most
important platform for researchers to investigate insights from an individual’s psychology,
i.e., the currentmental state, attitude, behavior, and so on.However, socialmedia posts contain
a lot of unstructured and noisy data, therefore extracting relevant information fromonline data
is a challenging task. As a result, it necessitates the study of different Deep Learning (DL),
Machine Learning (ML), and Natural Language Processing (NLP) technologies commonly
used in Artificial Intelligence (AI) applications [8].

The use of NLP and its applications in social media analysis has grown at an alarming
rate. Most of the recent NLP technologies are prone to adversarial texts [9]. Also, mining the
underlying meaning of a text using NLP techniques is challenging owing to its unstructured
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Fig. 1 Social media users in the world: 2021 [7]

form. Moreover, it has been observed that neural network models perform poorly in NLP as
compared to computer vision tasks. It is because most of the text datasets are too small to
train DL models, which contain a large number of parameters and overfit when trained on
such small datasets [10]. Another significant reason for NLP’s lag beside computer vision
is the absence of transfer learning in NLP. Further, DL in computer vision has greatly bene-
fited through transfer learning owing to the accessibility of large-scale labeled datasets, viz
ImageNet, on which DLmodels were trained and then utilized as pre-trained models for vari-
ous computer vision tasks [11]. Since Google introduced the transfer learning model in 2018,
NLP has aided in the accomplishment of a variety of tasks with cutting-edge performance.
Hence, it is crucial to understand the limitations of various text categorization approaches
as well as related ML algorithms in comparison to pre-trained transfer learning models [9].
The DL advancements have resulted in neural network models such as Recurrent Neural
Networks (RNNs), Convolutional Neural Networks (CNNs), and Long Short-Term Mem-
ory (LSTM) network showing promising improvements in tackling several NLP tasks such
as language modeling, machine translation, text classification, and so on. RNNs come in a
variety of forms, such as basic RNNs, LSTMs, and Gated Recurrent Units (GRUs). Each DL-
based architecture has a unique set of pros and cons. GRU employs gates to decide whether
or not to forward the prior input to the subsequent cell, whereas simple RNN lacks gates.
In addition, the GRU network contains a memory unit. In contrast, LSTM is more effective
since it contains two more gates, the "Forgot gate" and the "Output gate". Moreover, the
LSTM incorporates a feedback loop that aids in the processing of both sequential and single
data points [12]. Even biLSTMmodels are ineffective in capturing the real meaning of words
because the true context is lost as they learn the “right-to-left” and “left-to-right” contexts
separately before combining them. Further, biLSTM models can perform noticeably better
than Bidirectional Encoder Representations from Transformers (BERT) models for a smaller
dataset and can be trained in less time than transfer-learning-based pre-trained models [13].
However, these transfer-learning-based pre-trained models can be fine-tuned to solve deep
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learning’s shortcomings by perceiving actual context while simultaneously learning how to
tackle a specific task [14]. All these factors have been taken into considerationwhile choosing
a model because the performance of the model depends on both data and task.

In this paper, various state-of-the-art ML techniques are used to obtain appropriate results
and compared them with transfer learning techniques for COVID-19 Sentiment Analysis
(SA) using the Twitter dataset. We also developed a hybrid model namely, Residual Encoder
Transformation Network (RETN) by combining neural networks i.e., two LSTM networks,
and a transformer-based language model i.e., BERT to overcome these limitations. Among
the most significant contributions of this study is the evaluation and comparison of text
sentiment classification methods. The process has the ability to promote the use of AI in
analyzing social interaction by extracting insights from the text that can recognize public
sentiment and predict the outbreak of COVID-19 related fear.

The objective of this study is to answer three research questions:

RQ1 How to analyze people’s sentiments expressed on Twitter as a result of COVID-19?

RQ2 How do different ML and transfer learning models perform in comparison to the pro-
posed hybrid model on both individual and the combined COVIDSenti datasets?

RQ3 Is it possible to enhance the performance of sentiment classification techniques by
feature engineering and using hybrid models?

To address these questions four benchmark datasets were created by Usman Naseem et al.
[15], namely, COVIDSenti-A, COVIDSenti-B, COVIDSenti-C, andCOVIDSenti are utilized
for performing SA on COVID-19 pandemic related tweets. All of the four COVIDSenti
datasets have been categorized into three sentiment classes, negative, neutral, and positive.
Moreover, a hybrid architecture, namely, RETN is proposed in this study that uses two
strategies. Firstly, it is trained using a pre-trained transfer learning model i.e., BERT on all
the four COVIDSenti datasets. Secondly, the embeddings extracted fromBERT are combined
with neural network architectures i.e., twoLSTMnetworks. To draw a conclusive comparison
of performance for the proposed RETN model for COVID-19 sentiment classification four
commonly used state-of-the-art ML algorithms are used, namely, Support Vector Machine
(SVM) [16], Decision Tree (DT) [17], Random Forest (RF) [18], and Naïve Bayes (NB) [19].
Moreover, the final results are also compared with transformer-based language architectures
i.e., BERT [20, 21], DistilBERT [22], and RoBERTa [23].

1.1 Major Contributions

The following are the major contributions of this research:

(1) Proposed a hybrid model i.e., RETN based on multi-headed attention that uses resid-
ual connections between layers. The proposed model is a hybrid of transformer-based
language model i.e., BERT and neural network architecture i.e., two LSTMs.

(2) Performance of various state-of-the-art ML text classifiers and BERT model variants is
compared to RETN, and baseline results for each are evaluated using various perfor-
mance metrics. Moreover, the results are also validated using three benchmark datasets,
and the Friedman rank test supported the conclusions.

(3) Qualitative analysis and in-depth examination of public sentiments concerning COVID-
19 are conducted using various visualizations of the content that is present in textual
data.
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(4) The key features of the COVIDSenti dataset are examined to identify and describe the
dominant public discourse about COVID-19. Further, the study findings could assist
government all over the world in developing effective public health policies.

The remaining part of this paper is framed as follows. The related work is presented in
Sects. 2 and 3 discusses the dataset used. The proposed methodology that this paper will
use is presented in Sect. 4. In Sect. 5, the results of the experiments employed in this study
are compared and discussed in detail. The conclusion and highlights of the future work are
presented in Sect. 6.

2 RelatedWork

The coronavirus has impacted the social and personal lives of individuals all around the
globe. As a result, many researchers attempted to analyze sentiments about the COVID-19
pandemic from various perspectives and present their results in different ways using ML,
DL, and NLP approaches. Li et al. [24] classified social media content using ML algorithms
such as SVM, RF, and NB. Weibo, a microblogging site, was utilized to extract the 367,462
posts related to the COVID-19 pandemic, which were then classified into seven categories
based on behavioral, perceptual, emotional, and affiliation factors. The average accuracies
of SVM, NB, and RF classifiers were 54%, 45%, and 65%, respectively. The RF classifier
outperformed the other classifiers and produced the best results. Baker et al. [25] analyzed
Arabic tweets about the pandemic to determine the sentiments of the online users. The Twitter
API was used to collect 54,065 tweets, which were then categorized using four classifiers,
i.e., KNN, DT, NB, and SVM. The experiments revealed outstanding results, with KNN and
NB achieving accuracies of 86.43% and 89.06%, respectively. Jianqiang and Xiaolin [26]
proposed a hybrid Representation Global Vectors for Word Representation (GloVe)-Deep
Convolutional Neural Network (DCNN) technique. The GloVe method evaluates the hidden
context and semantic relationships between various words present in a phrase. Furthermore,
the generated word embeddings were then combined with n-gram and word mood polarity
score attributes to create a feature set. Finally, the outcome is fed to a DCNN model. The
proposed GloVe-DCNN model performed best, with an accuracy of 87.62%, precision of
87.60%, recall of 87.45%, and an F1-score of 87.50%. Rustam et al. [27] developed a hybrid
feature extraction method that incorporates Bag-of-Words (BoW) and Term Frequency (TF)-
Inverse Document Frequency (IDF) methods to extract significant features from the text.
The Twitter data was used to assess COVID-19 sentiments expressed by users in tweets.
The extracted features were fed to five ML-based models, i.e., XGBoost, RF, SVC, DT,
and ETC. Furthermore, 80% of the data comprising 6022 tweets was used for training, with
the remaining 20% of the data comprising 1506 tweets was used for testing. The proposed
hybrid feature set with Extra Trees Classifiers (ETC) surpassed all other models attaining an
accuracy of 93%.

In another study, Naseem et al. [15] developed a large-scale benchmark dataset, namely,
COVIDSenti, composed of 90,000 COVID-19 tweets gathered between February andMarch
2020, during the pandemic’s initial phases. The tweets were categorized into three classes,
i.e., negative, positive, and neutral. Conventional methods such as Word2Vec and TF-IDF,
as well as word embedding-based methods such as fastText, GloVe, and Word2Vec, were
utilized for extracting important contextual features. Moreover, for classification purposes,
two hybrid models were proposed, namely, ImprovedWord Vector (IWV) and Hybrid Rank-
ing (HyRank). In addition, transfer learning architectures such as DistilBERT, ALBERT,
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XLNET, and BERT were employed for classification. It was concluded that BERT outper-
formed all other hybrid and transfer learningmodels with an accuracy of 94.8%. Chintalapudi
et al. [28] gathered tweets between March 23, 2020 and July 15, 2020 in order to examine
people’s emotions. Tweets were classified into four emotional categories, i.e., fear, sadness,
joy, and rage. The transformer-based model BERT was used for experimentation, and its
performance was compared to ML and DL approaches such as SVM, Logistic Regression
(LR), and LSTM. The BERT model outperformed the other three models, i.e., SVM, LR,
and LSTM, with an accuracy of 89%. To recognize the behavior and psychology of the pub-
lic, Raamkumar et al. [29] proposed a Health Belief Model (HBM) to identify social media
content prior to and after a pandemic. Moreover, the neural network-based text classifica-
tion approaches were examined using online content prior-to and ahead-of the COVID-19
pandemic. The HBM text categorization models achieved a maximum accuracy of 95%. In
another study, to perform text classification using the COVID-19 dataset, Sunagar et al. [30]
employed DLmodels such as RNN, CNN, Recurrent Convolution Neural Network (RCNN),
RNN-LSTM, and RNN-biLSTM. All models also employ two-word embedding approaches,
namely, GloVe, and Word2Vec for feature extraction. The proposed hybrid RNN-biLSTM
model outperformed all other classifiers with an accuracy of 93%.

Recently, Anjir et al. [12] utilized transfer and DL models, namely, LSTM, RNN, BERT,
and GRUs to examine people’s sentiments against COVID-19 vaccines. They carried out
a questionnaire amongst the general public, and the data was collected via a Google form.
When the results of all the models were compared, BERT produced the best results with the
accuracy of 86%, precision of 83%, recall of 85% and F1-score of 84%. However, among
DL models, LSTM outperformed RNN and GRU with the accuracy of 79%, precision of
83%, recall of 80% and F1-score of 81%. To perform the binary text classification, Qasim
et al. [31] used nine transfer learningmodels, i.e., BERT-large, BERT-base, XLM-RoBERTa-
base, RoBERTa-large, RoBERTa-base, DistilBERT, Electra-small, ALBERT-base-v2, and
BART-large. The experiments used three datasets, namely, the COVID-19 Twitter dataset,
the COVID-19 false news dataset, and the extremist-non-extremist dataset. BERT-large and
BERT-base surpassed the existing approaches with an accuracy of 99.71%. Jaiman et al. [32]
developed the COVID-TWITTER-BERT (CT-BERT), which was a BERTmodel pre-trained
on 160 million COVID-19 tweets. CT-BERT performed well on a variety of Twitter datasets
used for SA, as well as datasets associated with COVID-19 tasks. CT-BERT performed well,
with 96.1% accuracy on the Twitter dataset related to COVID-19 and 99.3% accuracy on
the Twitter dataset for SA. Basiri et al. [33] developed a fusion model based on a hybrid
DL technique for SA utilizing COVID-19 tweets. In this study, the SA was performed on
the Twitter data collected from eight different nations, like United States, Canada, Australia,
Iran, England, China, Italy, and Spain. The proposed hybrid model was the fusion of the fast
text model, CNN, NB-SVM, BERT, and Bi-directional Gated Recurrent Network (biGRU).
Moreover, the proposed DL-based fusion model beat baseline techniques, namely, CNN,
biGRU, fastText, NBSVM, and DistilBERT, with 85.5% accuracy on the Stanford sentiment-
140 Twitter dataset.

In this paper, the SA is performed using COVID-19 tweets to find the most common
sentiments of the public, which is similar to all preceding works. However, the majority of
previous works have used dataset with one characteristic only. In contrast, we have utilized
four different datasets containing COVID-19 tweets of varying characteristics to evaluate
the model’s ability to achieve the best classification performance. To reduce noise from
tweets and create a balanced dataset, data pre-processing, augmentation, and oversampling
techniques are used. Furthermore, BERT is used to produce a significant feature set with
the aim of enhancing the performance. The extracted feature set is used with multi-LSTMs
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for the extraction of sequential features and sentiment classification. The performance of
COVID-19 Twitter SA is compared using ML, transfer learning and the proposed hybrid
model. Further, the benchmarked findings are evaluated to confirm the performance of the
proposed hybrid RETN model using various benchmark datasets. In contrast to the existing
methods, the proposed system effectively assesses the sentiments of COVID-19 tweets and
extracts the most relevant feature sets, which aids in improving classification results.

2.1 Analysis Table

In this section, the recent studies that used machine, deep, and transfer learning techniques
to perform SA using text data have been examined and discussed. The related recent studies
(2020–2022) are summarised in Table 1.

3 Dataset Description

We used four large-scale benchmark Twitter datasets developed by Usman Naseem et al.
[15], namely COVIDsenti, COVIDSenti-A, COVIDSenti-B, and COVIDSenti-C. Three
datasets i.e., COVIDSenti-A, COVIDSenti-B, and COVIDSenti-C are combined to create
the COVIDSenti dataset. Each of the individual datasets, COVIDSenti-A, COVIDSenti-B,
and COVIDSenti-C, contains approximately 29,957 tweets, while the COVIDsenti dataset
contains 90,450 tweets. The statistical information of the datasets used in this study are
shown in Table 2. Each of the four datasets is comprised of three sentiments that have been
categorized as positive, negative, or neutral for classification purposes. Some of the labeled
tweets from the COVIDsenti dataset are shown in Table 3. Each of the four datasets has
distinct characteristics, thereby providing a more precise comparison of the performance of
various models utilized in this study. The following is a brief discussion of the characteristics
of four datasets:

• COVIDSenti: This dataset contains 90,000 tweets gathered from 70,000 Twitter users
from February 2020 to March 2020. The COVIDSenti dataset is the combination of three
datasets as under:

• COVIDSenti-A: This dataset contains 30,000 unique tweets, out of which 1968, 5083, and
22,949 have been labeled as positive, neutral, or negative. This dataset contains the tweets
about the government’s actions and plans to tackle the COVID-19 pandemic. For e.g., “It’s
crazy to think that the government might have created the coronavirus and now scientists
have created a vaccine https://t.co/sQWBCOpPK2”.1.

• COVIDSenti-B: This dataset contains 30,000 unique tweets, out of which 2033, 5471, and
22,496 have been labeled as positive, negative, or neutral. This dataset contains tweets
primarily about the COVID-19 crisis, imposed quarantine, stay at home, and social dis-
tancing. As a result, it primarily addresses the periodic shift in people’s behavior depending
on the number of incidents, panic, terror-provoking information, etc. For e.g.., “thinking
about how things like ebola & coronavirus have always made my anxiety so bad and now
it’s possibly less than https://t.co/ttIhRlkInQ”. (See Footnote 1).

• COVIDSenti-C: This dataset contains 29,997 unique tweets, out of which 2276, 5781, and
21,940 have been labeled as positive, negative, or neutral. This dataset contains tweets
about COVID-19 cases, breakouts, and lockdowns, thereby revealing some aspects of

1 This is a real Twitter post that is included in our dataset
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Table 2 Statistics of datasets used

Dataset Positive Neutral Negative Total

COVIDSenti 6280 67,835 16,335 90,450

COVIDSenti-A 1968 22,949 5083 30,000

COVIDSenti-B 2033 22,496 5471 30,000

COVIDSenti-C 2276 21,940 5781 29,997

Table 3 Sample tweets from COVIDSenti dataset

Tweets Labels

CDC health advisory about the Chinese coronavirus outbreak: ask patients with severe
respiratory disease about travâešÃ„Â¶ https://t.co/CHs83xt8Qy

Neutral

I am increasingly convinced that #coronavirus is a design virus… A design that will not be
pleasant forâešÃ„Â¶ https://t.co/2TI9XeQL8A

Positive

Let’s focus on the coronavirus. Public health concerns apart the economic costs of China
under a lockdown will be fâešÃ„Â¶ https://t.co/jTH7CN22ha

Neutral

For up to date legitimate information on the #Coronavirus please keep in touch with your local
#healthcare providerâešÃ„Â¶ https://t.co/ldQFSUCvAN

Neutral

COVID-19 STILL NOT HERE IM STILL GETTIN FUCKED UP Negative

Nebraska woman with coronavirus, aged 36, is in a critical condition https://t.co/
KRmIYS3AUQ

Negative

@abdbozkurt The guy is talking about some non-proven concepts like, COVID-19 tends to
effect Asians more and sharesâešÃ„Â¶ https://t.co/R6Pl34Tr1s

Positive

The coronavirus hysteria is going to be more annoying to me than the plastic bag issue of
2020 in @dwtncamdensc

Negative

IâešÃ„Ã´m still more worried about getting herpes than getting the coronavirus Positive

Announced dead: doctor who issued coronavirus alert still struggles to survive Negative

human behavior concerning a rise in the number of COVID-19 cases. “UPDATE: The
whole of Italy has been put on lockdown to stop the spread of Coronavirus which has
claimed 366 lives. https://t.co/HZToVaDWdg”. (See Footnote 1)

4 ProposedMethodology

The proposed methodology is comprised of the following modules, i.e., Dataset pre-
processing; Feature extraction;Comparativemethods;Classification;Results andDiscussion.
The dataset pre-processing module utilizes GAN, NLP, and data augmentation techniques to
clean unstructured and noisy data. Moreover, to prepare data for the following module, this
module facilitates data balancing, data cleaning, and tokenizing of tweets. Further, the fea-
ture extraction module extracts relevant and important contextual features of text using word
embedding methods such as Doc2Vector (Doc2Vec), Sentence-BERT (SBERT), and Uni-
versal Sentence Encoder (USE). Hereafter, the ML-based methods, i.e., RF, SVM, and NB,
and transfer learning models i.e., BERT, RoBERTa, and DistilBERT are utilized to classify
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Fig. 2 Methodology layout

the sentiments present in the tweets. In addition, the transfer and deep learning-based hybrid
model i.e., the proposed RETN model is utilized to categorizes the COVID-19 pandemic-
related sentiments. Finally, in the last module, the results obtained from all the models are
comparatively discussed concerning their accuracy, F1-score, precision, and recall. The lay-
out of the proposed methodology is shown in Fig. 2.

In this paper, the sentiment classification is performed on four COVID-19 pandemic-
related datasets and the comparative analysis is done utilizing the results obtained from
traditional ML, state-of-the-art, and transfer learning models. Also, the performance is
improved by extracting important features from tweets using the proposed RETNmodel and
validated using three benchmark datasets. Moreover, the proposed hybrid model surpasses
existing state-of-the-art models on all four COVID-19 pandemic-related Twitter datasets with
higher accuracy and competence.

4.1 Data Pre-processing

4.1.1 Data Augmentation

Data Augmentation is commonly applied for computer vision tasks and it’s challenging
to use it for NLP tasks as augmentation techniques in NLP have not been fully examined
[41]. The data augmentation techniques simply attempt to recreate the data distribution while
preserving the semantics of all univariate distributions. This provides a very robust and simple
mechanism for both data oversampling as well as undersampling. In this paper, the following
data augmentation operations are performed [42]:

(a) Synonym Replacement: In this step, n words from the sentence are selected at random
that are not stop words. Each of these words is substituted with a synonym chosen at
random.
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(b) Random Insertion: Random synonym for a random word is replaced in the statement
that is not a stop word. Synonym is inserted at a random position in the statement and
this step was repeated n times.

(c) Random Swap: Two words are selected in the statement at random and their positions
are swapped. This step is repeated n times.

(d) Random Deletion: Each word in the statement is deleted at random with probability p.

4.1.2 Generative Adversarial Network (GAN)

A balanced dataset is created for resolving class imbalance problem using an oversampling
technique. Oversampling is a common data creation methodology in which the dataset is
not only fully utilized but is used to create a variant data source of the minority class. The
probability distribution of the variant or new data that is augmented or generated has the
same probability distribution as the parent class [43]. GANs were first demonstrated as a
probability distribution function mapping neural network function to various autoencoders.
The discriminator and generator functions collaborate to produce results [44]. One of the
variants of conceptual probability distribution function generation is the conditional gener-
ative adversarial network (CGAN) [45]. This technology is primarily used to generate the
probability distribution as well as class-wise kernel segregation.

In this paper, the CGAN technique is utilized for the text classification task that includes
the conditional generation of text by a generator model. The typical CGAN architecture is
shown in Fig. 3. In CGAN, the conditional setting is one in which both the generator and the
discriminator are conditioned on certain types of information, such as class labels or data. The
CGANs have an additional input layer to handle this additional information. This additional
layer informs the generator about the class to predict. A feature matrix with a selection of
distinctive textual characteristics serves as the input to this extra layer. As a consequence,
while being given various contextual cues, the network concurrently learns the mapping
from inputs to outputs. The sentence’s probability vector is calculated for different noises,
and the generator outputs a feature matrix. The output feature matrix from the generator
and the feature matrix of the real data sample is used to train the discriminator. Finally, the
discriminator shows the probability of real or fake data. We created a probability distribution
of 0.2% for all the COVIDSenti datasets. Furthermore, 0.3, 0.3, and 0.1% distributions are

Fig. 3 Data balancing using GAN
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created for tweets labeled as positive, negative, and neutral. This provides a framework
for selecting and generating features for classification models. This percentile change in
the feature convolution of the data by GAN aids the model in discriminating the classes
more effectively in higher feature spaces. As a result, the model’s ability to comprehend the
problem’s situation is far more likely than its previous ancestral models.

4.1.3 Data Cleaning

Once the data set has been processed using the aforementioned techniques, various NLP
techniques are used as discussed below:

• Removal of irrelevant data: In this step, the unstructured text patterns defined by the
user in each tweet are eliminated. The unstructured text patterns comprise of, “user han-
dles (@username)”; “hashtags (#hashtag)”; “characters, symbols, and numbers other than
alphabets”; “empty strings”; “rows with NaN in the column”; “duplicate rows” and so on.
Further, URLs are not considered in this study since they are not relevant for prediction
and omitting them reduces computational complexity.

• Tokenization: Tokenization of all filtered tweets in a dataset is an important step in any
text classification problem. It is the method that divides a long text string into small tokens
and assigns a numerical representation to each token [46]. At last, a volumetric measure
of the corpus is generated, which can be fed into the ML or DL-based network.

• Stop word removal: Stop words [47] are a group of terms that are regularly used in a
language. Stop words include words such as, "the", "is", "a", "are", and so on. Removal
of such words can result in the exclusion of low-level information present in the text.
However, to avoid the loss of crucial information, we did not remove stop words.

4.2 Feature Extraction

Text pre-processing is followed by feature extraction to generate a feature set or word
embedding consisting of high-quality features that are then fed to different ML algorithms.
Therefore, three distinct word embedding techniques, namely, Doc2Vec, SBERT, and USE
are used to extract significant and vital features from COVID-19 tweets.

4.2.1 Doc2Vector (Doc2Vec)

Doc2Vec [48] technique uses word tokens to extract semantic similarities between words
that sound similar. In this study, the distributed memory paragraph vector (PV-DM) model
is used as Doc2Vec model as shown in Fig. 4. For PV-DM, the Genism Doc2Vec class
parameter “dm” is set to 1. DM is like a continuous bag of words from which interns create
a dynamic sliding window and attempt to capture the relevant meaning of the words by
sliding it through the sentence and the entire word corpus. It functions as a memory network
that extracts the current context and changes the topic from one paragraph to the next [49].
Following tokenization, a single paragraph is createdwhich comprises of the tokenizedwords
as well as the appropriate tag. For PV-DM, the dimensionality of the feature vector is fixed at
300 × 1, whereas negative word sampling is permitted up to 5 with a minimum word count
of 2. Hierarchical SoftMax is the activation function utilized in this sort of arrangement.
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Fig. 4 Distributed memory model

Fig. 5 Sentence-BERT a Regression Task b Classification task

4.2.2 Sentence-BERT (SBERT)

SBERT approach encodes sentences into a dense feature space of fixed-size, allowing seman-
tically identical sentences to be positioned close to each other. SBERT [50] is based on
transformer models like BERT [21] which encode each sentence independently and map
them to a dense vector space. In this study, we used SBERT as a sentence-Transformer-
to-vector architecture. Further, SBERT generates a sentence embedding of fixed-sized by
incorporating a pooling operation to the BERT output. The default configuration is set to
MEAN. BERT is fine-tuned using siamese and triplet networks [51] to adjust the weights so
that the sentence embeddings generated are semantically relevant. In the classification task,
sentence embeddings a and b is concatenated with the difference |a − b| and then multiplied
with the weight Wt ∈ R3n×k : o = so f tmax(Wt (a, b, |a − b|)). The dimension of the sen-
tence embeddings is given by n, and the number of labels is given by k [50]. It is optimized
using a cross-entropy loss function. The cosine similarity between the two sentence embed-
dings, a and b, is calculated in the regression task, as shown in Fig. 5a and b. Moreover, it is
optimized using Mean Squared Error (MSE) loss which is utilized as the objective function.

4.2.3 Universal Sentence Encoder (USE)

The Universal Sentence Encoder [52] is a multi-task learning sentence encoding technique
that is widely used for SA frameworks. In this study, the transformer Deep Averaging Net-
work (DAN) is used. The DAN model can take in multivariate sentences and generate the
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Fig. 6 Universal sentence encoder

corresponding embeddings. The sentence is first organized into lowercase dynamic token
output sentences. Next, it is converted to a 512-dimensional vector and fed into a transformer
with a self-attention mechanism. The DAN then computes and averages the unit unigram
and bigram embeddings to obtain a univariate embedding. Following that, a deep neural
network with a 512-feature space embedding of a final sentence length embedding processes
the univariate embedding. The final data outcome can be used in a variety of supervised and
unsupervised learning techniques. The average z is computed and the vector representation
for input text X are created by averaging the word vectors vw∈X . Instead of directly passing
this representation to an output layer, z is transformed by adding more layers before applying
the softmax [53]. Suppose we have n layers, z1...n . Each layer is computed and the final
layer’s representation, zn , which is fed to a softmax layer for prediction as shown in Fig. 6.

4.3 Proposed Hybrid (RETN- Residual Encoder Transformation Network) Model

The proposed hybrid RETNmodel employs transfer learning-based pre-trained BERTmodel
to extract important word embeddings using COVID-19-related Tweets. The extracted word
embeddings are integrated with multiple LSTM networks, thereby, achieving exceptional
performance as compared to conventional ML methods, various BERT variants and state-
of-the-art approaches. Thus, the BERT model functions both as a word embedding creator
and the transfer learning backbone architecture for the proposed hybrid RETN model. The
proposed model is divided into three modules: BERT, embedding batches, and the LSTM
network.

4.3.1 BERT

BERT is a “deep bidirectional” model [22] which has been pre-trained on a huge corpus
of unlabeled text, i.e., the entire Wikipedia (2500 million words) and BooksCorpus (800
million words). BERT has several variants, including RoBERTa, ELECTRA, DistilBERT,
and ALBERT [22]. In this paper, DistilBERT [20] and RoBERTa [23] have been used for
experimentation purposes, and their results are compared to the conventional ML classi-
fiers, state-of-the-art techniques, and the proposed RETN model. The BERTBASE is used
in this study via its retained uncased network [21, 54]. The detailed BERT architecture is
presented in Fig. 7.
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Fig. 7 BERT architecture

After tokenization, the input is fed into a word embedding layer such that x ∈ RN ,S .
Here, x is the input, N is the batch size and S represents the length of encoder tokens. The
encodings start with a [CLS] token and tokens represent sub-words of the input text. Due to
the lack of recurrence in the transformer’s encoder, the positional information is incorporated
within input embeddings. Next, is the encoder layer which consists of multi-headed attention,
two sub-modules, and a fully connected network [21].Moreover, there are additional residual
connections encompassing both sublayers after layer normalization. The input is fed into three
different fully connected layers to generate the key (K ), query (Q), and value (V ) vectors
in order to accomplish self-attention [21, 54, 55]. The basic attention equation is given by
Eq. (1).

y j =
N∑

i=1

Wi j xi (1)

whereWi j xi is the weighted sum of inputs xi and weightsWi j . Keys, queries, and values are
packed into the matrix K , Q, and V respectively. Each matrix will have a dimension of 18
× 768 (d = 768). K, Q, and V respectively are transformed with trainable matrix WK , WQ,
WV first. Input matrix X is stacked with transposed inputs xi which can directly multiply
with WK , WQ, WV as shown in Eqs. (2–4).

XWK = K and K ∈ RN ,S,DK (2)

XWQ = Q and Q ∈ RN ,S,DK (3)

XWV = V and V ∈ RN ,S,Dv (4)

where DK represents dimensions of key and query tensor and DV represents dimensions of
value tensor.

To make weights interpretable and prevent output from becoming excessively large all
weights Wj = Wi j Ni=1 are squished using softmax, which gives probability values ranging
from 0 to 1 as shown in Eqs. (5) and (7). Matrix product QKT will measure the similarity
among queries and keys. High probability is assigned to inputs with strong similarity and
attention [54]. The scores are then downscaled by dividing them by the square root of the
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query’s dimension, as indicated in Eq. (6). The key and the attention weights are multiplied
by the value vector to get an output vector. Thus, the model learns more important and drop
out the irrelevant words. Thus, the new attention is shown as Eq. (8):

Y =
N∑

i=1

Wi j Vi (5)

W ′
i j = Q × KT

√
DK

(raw attention weights) (6)

Wi j = so f tmax
(
W ′

i j

)
(7)

Y = so f tmax

(
Q × KT

√
DK

)
∗ V (8)

Next, for a multi-headed attention computation, the key, query, and value undergo the
self-attention process separately referred to as a head (h). Instead of single WQ , WK , WV

matrix we have h of each representing attention per query. The final output weight matrix
i.e., α(h)

i, j is computed using Eq. (9–11).

Q(h)(xi ) = WT
h,q xi (9)

K (h)(xi ) = WT
h,k xi (10)

V (h)(xi ) = WT
h,vxi (11)

After the multiplication of the value matrix to the product of query and key metrics, a
softmax function is applied to get a more probabilistic output from the given tensor shown in
the Eq. (12). Each head produces an output vector Y j , that is combined into a single vector
OM before proceeding to the final linear layer as shown in the Eqs. (13) and (14).

α
(h)
i, j = σsof t max

(〈
Q(h)(xi ), K (h)(xi )

〉
√
d

)
(12)

Y j =
h∑

∀ j

α
(h)
i, j V

(h)(xi ) (13)

OM = Concat (h1, h2 . . . ..hn)Wo (14)

Finally, Layer normalisation is used as shown in Eq. (15), and the normalised residual
output is propagated via a pointwise feed-forward network (FNN ) composed of two linear
layers separated by a ReLU activation [54]. The output is subsequently fed into the pointwise
FNN and again normalised as shown in Eqs. (16–19). In this paper, the classification only
involves a word embedding which is achieved using the uncased encoder layers. Thus, there
is no requirement of decoder layers in our use case.

OM = Layer Norm(OM + xi ) (15)

FNN1 = WFNN1 [OM] (16)

FNN1 = Relu(FNN1) (17)

FNN2 = WFNN2 [OM] (18)
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Fig. 8 Overview of RETN architecture

Xencoder = FNN2 = Layer Norm(FNN2 + OM) (19)

4.3.2 The Embedding Batches

The proposed hybrid RETNmodel employs BERT-base which is based on the 8 self-attention
multi-headed encoder network used for creating the word embeddings as shown in Fig. 8.
The BERT-base contains 12 encoders which are stacked in the form of a multi-dimensional
array. However, for the classification task, we only require the global summary vector thus
we slice the array into 768 linear vectors using the SlicingOpLambda layer as shown in the
detailed RETN architecture in Fig. 9.

Following that, the ANN layer is utilized, which employs the Rectified Linear Unit (ReLu)
activation function and the L2 vector normalization with a weight regularization parameter
of 0.001. The use of an ANN network improves performance and reduces overfitting in the
model. Next, the feature vectors are computed and a reshape layer is created which batches
the 4096 data variables to 16 batched 256 vectors. Before sending the array to the LSTM
network, it is reshaped to produce a 2D matrix for LSTM. Moreover, the joint connections
between LSTM and dense layers are used to form the residual connections. Moreover, an
add or concatenate layer is used along with the residual network for joining the residual
connections. Thus, the architecture is stacked in a specific manner to extract larger context
by using LSTM and ANN networks concatenated into one long vector that is passed to the
output layer used to make a prediction.

4.3.3 The LSTM Network

The LSTM [56] network is used because of its capability to capture a long-term correlation in
sentences with arbitrary length, which is an added benefit to the self-attention. The LSTM’s
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Fig. 9 Detailed RETN architecture

architecture allows it to overcome the “exploding gradient” and “vanishing gradient” problem
using various gates namely input, forget, and output gates in addition to a cell state. The cell
state works as long-term memory unit and acts as an additive connection between the states.
The input xt along with the intermediate state ht at a given time t is provided to the LSTM
cell and its output state is calculated by the following equations:

ft = σ
(
W f xt +U f ht−1 + b f

)
(20)

it = σ(Wi xt +Uiht−1 + bi ) (21)

ot = σ(Woxt +Uoht−1 + bo) (22)

gt = tanh
(
Wgxt +Ught−1 + bg

)
(23)

ct = ft oct−1 + it ogt (24)

ht = oto tanh(ct ) (25)
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whereW,U, and b represent the learnable parameters, sigmoid function is denoted by σ , and
the convolution operator is denoted by o. The LSTMs gates are represented by the symbols
ft , it , and ot , which stand for the forget, input, and output gates respectively. Further, the cell
state or memory state is represented by ct . The presence of cell states in LSTMs enable it to
identify the long-term relationships present in the sentence. Therefore, it can be efficiently
employed to the sentences with longer sequences.

In this architecture, the embedded batches are routed to two LSTM networks to capture
sequential features and long-term contextual dependencies of a sentence. The outcome of
multi-LSTMs is combined and fed to various peripheral divisions i.e., artificial neural net-
works (ANNs) with dense neural networks, creating the residual connections. This signifies
that the feature set of the two LSTM networks is regenerated and the output of the ANN
is extracted recursively. As a result, ANN networks produce a deep representation of the
original sentence by extracting deep local features. In this paper, the proposed technique not
only relies on attention training obtained from the transformers but also captures a global and
local feature set using LSTMs and ANN networks. The pseudocode for our proposed work
is shown in Algorithm 1.
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5 Experimental Results and Discussion

The experimentation is carried out using Anaconda Navigator with Python version 3.7.2 on
Intel Core i5-83500H, an NVIDIA GeForce GTX 1050 GPU, and CPU of 2.40 GHz with
16 GBRAM.All of theML and transfer models implemented in this paper are trained, tested,
and validated using four COVID-19-related datasets. The training and testing samples are
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split into 80:20 ratio. A validation sample of 20% is drawn from the training dataset to avoid
overfitting.

In this paper, GAN augmentation is used, which consists of CGAN to address the issue
of multiclass imbalance as well as augmentation techniques such as random insertion, ran-
dom swap, random deletion, and synonym replacement. The tweets present in COVIDSenti
datasets highly suffered from a class imbalance in three sentiment categories i.e., negative,
positive, and neutral. Using CGAN, the tweets are transformed into a more balanced form
which are then used as an augmented training set to enhance the performance of classifiers
used in COVID-19 sentiment classification. The training set data distribution and the data
distribution obtained after applying theGAN in order to deal with the imbalance dataset prob-
lem are shown in Fig. 10a and b. The raw data distribution for positive, neutral, and negative
tweets before applying GAN augmentation for the COVIDSenti dataset was 6280, 67,835,
and 16,335, respectively which was then altered to 32,648, 45,000, and 42,464, respectively
after the application of the same. Further, the graphs depicting the density distribution of the
character length of a tweet for the COVIDSenti dataset are shown in Fig. 11a and b. This
density distribution shows that before GAN augmentation the character length of a tweet was
relatively less, whereas post-GAN augmentation tweets shown a gradual increase in distri-
bution of the character length of tweets. However, the normal distribution curve is observed
in both the graphs depicting that the text lengths follow the normalized form.

Fig. 10 Data distribution for COVIDSenti dataset a Before class balancing, and b After class balancing using
CGAN

Fig. 11 The sentence length distributions for COVIDSenti dataset a Before class balancing, and b After class
balancing using CGAN

123



2288 H. Kour, M. K. Gupta

The proposed RETN model employs different loss functions and optimizers on the
COVID-related Twitter data. Optimizations such as stochastic gradient descent (SGD), mini-
batch stochastic gradient descent, and Adaptive Gradient (Adagrad) allow it to reach global
minima but are inefficient enough to improve the architecture’s weights and biases. It has
been observed from the results that the Root Mean Square Propagation (RMSProp) loss and
the Adaptive Moment Estimation (Adam) performed equally well. The Adam optimizer with
a learning rate of 3e−5 and amaximum sequence length of 1024 is used in this study. Further,
the proposed RETN model is trained in 64 batch sizes and the dropout rate is set to 0.1 for
dense layers. Table 4 shows the parameter setting for the proposed model.

To calculate the performance of ML and transfer learning models on four COVIDSenti
datasets various performance metrics are utilized. The performance metrics namely, preci-
sion, F1-score, recall, and accuracy are utilized to evaluate and compare the performance of
the proposed RETN hybrid model with other state-of-the-art techniques. A confusion matrix
[57] is used to summarize the performance of the proposed model using multiple sub-metrics

Table 4 Parameters used in the proposed hybrid RETN model

Layer (type) Output shape Parameters Connected to

input_11 (input layer) [(None, 34)] 0 –

input_12 (input layer) [(None, 34)] 0 –

tf_bert_model
(TFBertModel)

TFBaseModelOutput 109,482,240 input_11 [0] [0]
input_12 [0] [0]

tf.operators.getitem_5 (None, 768) 0 tf_bert_model [5] [0]

dense_25 (dense) (None, 4096) 3,149,824 tf.__operators__.getitem_5 [0]
[0]

reshape_6 (reshape) (None, 256, 16) 0 dense_25 [0] [0]

lstm_11 (LSTM) (None, 1024) 4,263,936 reshape_6 [0] [0]

lstm_10 (LSTM) (None, 1024) 4,263,936 reshape_6 [0] [0]

add_10 (add) (None, 1024) 0 lstm_10 [0] [0]
lstm_11 [0] [0]

dense_26 (dense) (None, 2048) 2,099,200 add_10 [0] [0]

dense_27 (dense) (None, 1024) 2,098,176 dense_26 [0] [0]

add_11 (add) (None, 1024) 0 lstm_11 [0] [0]
lstm_10 [0] [0]
dense_27 [0] [0]

dense_28 (dense) (None, 512) 524,800 add_11 [0] [0]

dense_29 (dense) (None, 512) 1,049,088 dense_26 [0] [0]

add_12 (add) (None, 512) 0 dense_28 [0] [0]
dense_29 [0] [0]

dense_29 (dense) (None, 256) 131,328 add_12 [0] [0]

dropout_42 (dropout) (None, 512) 0 dense_30 [0] [0]

dense_31 (dense) (None, 3) 771 dropout_42 [0] [0]

Total parameters 127,063,299

Trainable parameters 127,063,299

Non-trainable
parameters

0
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[58], i.e., True Negative, False Positive, True Positive, and False Negative. The performance
of each category in a classification problem is analyzed separately. These performance met-
rics have been specifically selected to demonstrate the model’s capability to achieve the best
classification results.

5.1 Comparative Analysis

In this study, various experiments are undertaken to compute the classification results using
the four COVID-19-related Twitter datasets. Various traditional ML algorithms such as
NB, DT, and RF are implemented and the results are compared with transfer learning models
and the proposed hybridRETNmodel. To utilize conventionalMLmodels, a one-dimensional
distribution of all word vectors is created. This is accomplished by employing feature extrac-
tion techniques such as Doc2Vector, SBERT, and USE. Table 5 shows the accuracy of various
ML algorithms obtained using various word embedding techniques.

In context of the Doc2Vec word embedding technique on the COVIDSenti dataset, the
RF approach achieves the highest accuracy of 75.42%, whereas other ML methods, such as
DT and NB, attain the accuracies of 68.24%, and 54.50%, respectively. However, the DT
approach achieves the highest accuracy of 75.08% compared to NB and RF models on the
COVIDSenti-B dataset. While using the SBERT word embedding technique, the RF model
surpasses other ML methods, such as DT and NB with the best accuracy of 75.41% on
COVIDSenti and COVIDSenti-B datasets. However, the DT model attains the best accuracy
of 76.81%as compared toNBandRFmodels on theCOVIDSenti-C dataset. Additionally, the
word embedding technique i.e., USE is usedwith differentML classifiers, resulting in highest
accuracy of 76.48%on theCOVIDSenti-C dataset for theRF classifier. Finally, it is concluded
from the results obtained that the RF model performed exceptionally well with Doc2Vec and
USEword embeddings on all four COVID-19 datasets. The graphical representation showing
comparative analysis of the RF, DT, and NB classifiers using various word embeddings on
the four COVID-19-related datasets is shown in Fig. 12a–c. It is observed that the highest
accuracy tends to be around 70–77% across all four datasets using RF classifier.

Table 5 Accuracy comparison of machine learning classifiers with different word embeddings

Models\Datasets COVIDSenti COVIDSenti-A COVIDSenti-B COVIDSenti-C

Doc2Vec

DT 0.68240 0.66120 0.75080 0.69850

NB 0.5450 0.5950 0.5740 0.5200

RF 0.75420 0.73560 0.74890 0.76450

SBERT

DT 0.67480 0.64850 0.66890 0.76812

NB 0.65540 0.65800 0.68530 0.68240

RF 0.75410 0.73500 0.75410 0.67240

USE

DT 0.63150 0.61000 0.63520 0.65230

NB 0.60230 0.69230 0.71450 0.71410

RF 0.75410 0.73120 0.75410 0.76480

123



2290 H. Kour, M. K. Gupta

Fig. 12 Comparison of machine learning algorithms using different word embeddings: a Doc2Vec, b SBERT,
and c USE

AfterMLword embedding, various transfer learning techniques are utilized to achieve bet-
ter sentiment classification performance.Whileworkingwith transfer learning techniques,we
experimentedwith three transfer learningmodels, namely,BERT,DistilBERT, andRoBERTa.
The results obtained from the transfer learning models are also compared to the proposed
hybrid RETNmodel. The comparative analysis of results for various transfer learningmodels
is shown in Table 6. In the case of the data pre-processing using GAN augmentation, the
BERT and DistilBERT achieved the best accuracies of 96% and 96.9% on the COVIDSenti-
A dataset. The BERT architecture achieves the maximum precision, F1-score, and recall,
i.e., 96.7%, 93%, and 91.4%, respectively. However, on the same dataset, the DistilBERT
architecture perceives the maximum precision, recall, and F1-score, i.e., 96.66%, 91%, and
93.3%, respectively. Furthermore, BERT andDistilBERT show comparable performances on
the COVIDSenti-C and COVIDSenti-B datasets for all the performance metrics. However,
BERT and DistilBERT attain a low accuracy of 88% and 75% on the COVIDSenti dataset
compared to the proposed RETN model. However, DistilBERT shows high precision, recall,
and F1-score, i.e., 95%, 91%, and 92%, respectively, as compared to BERT on the COVID-
Senti dataset. The RoBERTa observes the low performance for all the evaluation metrics
on all the four COVIDSenti datasets. It is observed that BERT and DistilBERT show com-
parable performance in terms of accuracy, i.e., 98%, to the proposed RETN model on the
COVIDSenti-C dataset. However, they show slightly high performance on COVIDSenti-A
with an accuracy of 96%, and 96.9% and for COVIDSenti-B with an accuracy of 96% and
98.5% respectively. Finally, the proposed RETN model attained an accuracy of 95% for the
COVIDSenti-A, 97% for COVIDSenti-B, and 98% for COVIDSenti-C datasets. Moreover,
the proposed RETN model achieves the highest accuracy, precision, recall, and F1-score,
i.e., 98%, 95%, 97%, and 96% on the COVIDSenti dataset, as compared to other transfer
learning models.

From Table 6, it can be observed that the classification performance with GAN augmenta-
tion achieved better results than without augmentation. Thus, employing GAN augmentation
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Fig. 13 Accuracy comparison of transformer-based language models with the hybrid RETN model

Fig. 14 Confusion matrix for
RETN model

improves the proposedmodel’s accuracy by 1% for the COVIDSenti-A, 3% for COVIDSenti-
B, 5% for COVIDSenti-C, and 5% for COVIDSenti datasets. This indicates that the GAN
augmentation is generally helpful and effective. In Fig. 13, the graphical representation
of comparative analysis of different transformer-based architectures namely, BERT, Distil-
BERT, and RoBERTa illustrates that accuracies are ranged between 90 and 98%. As a result,
it is verified from the classification outcomes that ML models are less capable than pre-
trained transfer learning models in extracting the efficient feature embedding required for
classification. Although, transfer learningmodels namely, BERT, DistilBERT, and RoBERTa
performed better than conventional ML models but fail to perform better than the proposed
hybrid RETN model on all the four COVIDSenti datasets.

In Fig. 14, the confusion matrix is used as a metric to evaluate the validity of the classi-
fication performance of the proposed RETN model on the COVIDSenti dataset. In the case
of tweets with positive sentiments, 96.7% are accurately identified as positive, while 2.1%
and 1.2% of tweets are incorrectly identified as negative and neutral. Further, 98.6% of all
tweets with negative sentiments are correctly identified as negative, while 0.5% and 0.8% of
tweets are incorrectly identified as neutral and positive. Moreover, 96.7% of all tweets with
neutral sentiments are correctly identified as neutral, whereas 0.6% and 2.6% of tweets are
incorrectly identified as negative and positive.

All the transfer learning models utilized in this study, i.e., BERT, DistilBERT, RoBERTa,
and the proposed RETN model are trained and tested on the training and testing datasets.
However, the performance evaluation is performed on the validation dataset. The proposed
hybrid RETNmodel performs well on the training data with the accuracy ranging between 95
and 98.5% on all the four COVIDSenti datasets as shown in Table 7. Further, it shows com-
parable performance on validation and testing datasets with the accuracy ranging between 94
and 98% on all the four COVIDSenti datasets. In addition, Fig. 15 depicts graphical repre-
sentation of the experimental results obtained using various transfer learning techniques on
testing, training, and validation datasets for four COVIDSenti datasets. Therefore, the RETN
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Table 7 Accuracy comparison of transformer-based language models on training and validation data

Datasets\Models BERT DistilBERT RoBERTa RETN

COVIDSenti

Testing 0.88 0.75 0.757 0.98

Training 0.937 0.944 0.743 0.975

Validation 0.937 0.952 0.753 0.950

COVIDSenti-A

Testing 0.96 0.969 0.90 0.95

Training 0.945 0.949 0.875 0.952

Validation 0.829 0.849 0.847 0.949

COVIDSenti-B

Testing 0.96 0.985 0.75 0.97

Training 0.944 0.955 0.847 0.956

Validation 0.863 0.850 0.743 0.953

COVIDSenti-C

Testing 0.98 0.98 0.77 0.981

Training 0.970 0.969 0.764 0.949

Validation 0.87 0.869 0.762 0.946

Fig. 15 Performance comparison of RETNmodel using test, train and validation accuracy for four COVIDSenti
datasets

model is good at classifying the tweets without overfitting the data, thereby making accurate
classifications for the data it has not seen before. It is because of the key characteristics of
the proposed hybrid model RETN results from the transformer-based word embeddings and
the residual bilingual connection between the layers. Moreover, the proposed RETN model
ensures that the weights and biases do not override each other causing a “vanishing gradient”
or “exploding gradient” problem [59]. On the other hand, other transfer learning models
i.e., BERT, DistilBERT, and RoBERTa perform relatively well in the training datasets but
show poor performance in the validation and testing datasets. Thus, BERT, DistilBERT, and
RoBERTa have overfitting issues and comparatively low performance as compared to the
proposed RETN model.
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Next, the training and validation dataset metrics are used, and the plots are presented over
each epoch to verify the effectiveness of the proposed hybrid RETNmodel. The accuracy and
loss plots for validation and training datasets for all the four COVIDSenti datasets are shown
in Fig. 16a–d. The accuracy and loss curves illustrate the decrease of loss and increase in
accuracy concerning the number of epochs. The huge gap between the validation and training
accuracy indicates the overfitting situation. However, in our case the validation and training
accuracy (or loss) curves are close to each other, thereby, avoiding the overfitting.

5.2 Comparative Analysis with Baseline Approach

To validate the efficacy of the proposed hybridRETNmodel, we compared our results to those
of the state-of-the-art study [15] which used identical COVIDSenti datasets as employed in
our study.The evaluationmetric i.e., accuracyhas beenutilized in the state-of-the-art literature
to evaluate the performance of the various classification models.

In comparison to the state-of-the-art models, the proposed methodology uses recall, pre-
cision, and F1-score in addition to accuracy metric. The comparative results are graphically
shown in Fig. 17. The state-of-the-art study fine-tuned the transfer learning models such as
BERT, XLNET, ALBERT, and DistilBERT. Moreover, the state-of-the-art study proposed
two hybrid models, namely the Hybrid Ranking Model (HyRank) and the IWV model.
Furthermore, among these baseline models, BERT achieved the highest accuracy of 94.8,
94.1, 93.7, and 93.2 on COVIDSenti, COVIDSenti-A, COVIDSenti-B, and COVIDSenti-C,
respectively. In this paper, a hybrid transfer learning and DL-based RETNmodel is proposed
that attained the highest accuracy as compared to all the state-of-the-art approaches. Exper-
imental outcomes verify that the proposed hybrid RETN model attains the best accuracy of
95% with 0.9% gain on COVIDSenti, 97% with 3.3% gain on COVIDSenti-A, 98.1% with
4.9% gain on COVIDSenti-B, and 98% with 3.2% gain on COVIDSenti-C, respectively.

It is concluded that the proposed hybridRETNmodel is a language summarization network
that can attract both global and local attention while avoiding the “exploding gradient” and
“vanishing gradient” problem. It is achieved by integrating the transformer-based language
model i.e., the pre-trained BERT model and DL-based multi-LSTM networks. Traditional
RNN or LSTM-basedmodels evaluate the text input sequenceword byword [10]. In contrast,
the pre-trained BERT model does not evaluate the text input sequence word by word, but
takes the full sequence as input all at once and generates word embeddings. LSTM, on the
other hand, extracts important contextual and sequential information, while avoiding the
“exploding gradient” and “vanishing gradient” problem [11]. Moreover, the outcome from
multi-LSTMs is again fed to various residual connections between layers to improve the
performance by further extracting the features in a residual manner rather than the traditional
sequential manner. This is due to the residual connection producing a non-denominational
gradient and the normal updation of weights and biases. Thus, the proposed hybrid RETN
model is efficient in both sequence modeling as well as extracting important contextual
features.

5.3 Word Cloud

A word cloud [60] is a text visualization method for evaluating information presented in
the text. It indicates the importance of words by showing the most frequently used words in
bigger font in comparison to the least frequently used words. In this paper, we have plotted
and compared the positive and negative word cloud for a huge COVIDSenti dataset to know
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Fig. 16 Performance comparison of RETN model a Accuracy and loss graph for COVIDSenti-A; b Accuracy
and loss graph for COVIDSenti-B; c Accuracy and loss graph for COVIDSenti-C; and d Accuracy and loss
graph for COVIDSenti
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Fig. 17 Comparison of the RETN model with state-of-art models on same dataset

the people’s opinions, attitude, sentiment towards COVID-19 pandemic as shown in Fig. 18a
and b.

An analysis of themost commonly used words presented in the word cloud is given below:

• Words such as virus, coronavirus, outbreak, corona, covid, and others are frequently used
in both positive and negative tweets, representing an individual’s perspective and responses
during the COVID-19 pandemic.

• The word cloud for negative tweets includes words like pandemic, death, worry, suicide,
fear, infection, quarantined, die, deadly, spreading, epidemic, kill, worried, and so on,
depicting the challenges that people have experienced during times of global crisis.

• Theword cloud for positive tweets includeswords like hope, getting doctor, health, protect,
positive, emergency, sign, medical, and so on, signifying positivity during the outbreak.

Fig. 18 a Word Cloud of negative tweets; b Word Cloud of positive tweets
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• Both word clouds include words representing actions such as, avoid, stay safe, travel ban,
fight back, etc., revealing how individuals expressed their concerns about the COVID-19
pandemic by posting their views on the Twitter platform.

It is concluded from plot analysis that people more actively reported their sentiments on
social media platforms during the COVID-19 pandemic. As a result, it has been confirmed
that social media data can be utilised for text classification to predict sentiments even during
COVID-19 pandemic.

5.4 Statistical Test

In this paper, the Friedman rank test [61] is used to compare various classifiers on different
datasets. This test is a nonparametric variant of the repeated measurements ANOVA test and
is based on the classification algorithm’s average ranking performance on each task. The
statistic test determines the statistically significant difference between the classifiers. In this
test, k algorithms are compared on N datasets with ri denoting i − th algorithm’s average
order value. ri follows the normal distribution, with mean and variance of (k + 1)/2 and
(k2 − 1)/12, respectively. The Friedman statistic with k−1 degrees of freedom is expressed
as Eq. (26). The more relevant statistic with k − 1 and (k − 1)(N − 1) degrees of freedom is
distributed according to the F-distribution [61]. This statistic is known as the Friedman (F),
and it is represented as follows in Eq. (27):

γ 2
x = 12N

k(k + 1)

(
k∑

i=1

ri − k(k + 1)2

4

)
(26)

γF = N − 1γ 2
x

N (k − 1) − γ 2
x

(27)

In this study, the Friedman test produces a p-value of 0.044, which is less than the sig-
nificant level (α) of 0.05. This rejects the hypothesis that the performance of all models is
similarly deducing that at least one of the models is unique. The Friedman test ranks the
algorithms implemented on each dataset from best to worst in terms of performance. Table
8 shows the ranking of four COVID-19 datasets based on the Friedman test. The proposed
RETN model obtains the best rank of 1, BERT algorithm ranks 2, and are followed by Dis-
tilBERT, RoBERTa, USE + RF, Doc2Vec + RF, SBERT + RF, Doc2Vec + DT, USE + NB,
SBERT + DT, SBERT + NB, USE + DT and Doc2Vec + NB algorithms. The critical value
of the F distribution F(k − 1, (k − 1)(N − 1)) is obtained as 8.47. The ties in this rank are
solved by taking the average of their ranks. Thus, it is concluded that the RETN algorithm
produces better outcomes than other algorithms.

If the Friedman test’s null hypothesis is rejected, post-hoc tests can be performed to com-
plement the statistical analysis. In this paper, theNemenyi test is used to obtain the differences
between the classifiers used, and the critical value (CD) is calculated. The Nemenyi test [61]
compares all classifiers with each other. As a result, the performance of two classifiers differs
considerably if their rankings differ by at least a critical difference. The following formula
is used to determine the critical difference:

CD = q∝
√
k(k + 1)

6N
(28)

The value of q∝ = 8.47, and the critical value (CD) = 9.12 is calculated based on q∝.
Figure 19 depicts the Friedman test chart based on the experimental results obtained. Accord-
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Fig. 19 Friedman test chart for various models

ing to the Friedman test rank, the Nemenyi test reveals that RETN, BERT, and DistilBERT
algorithms are significantly distinct from RoBERTa, USE + RF, Doc2Vec + RF, SBERT +
RF, Doc2Vec + DT, USE + NB, SBERT + DT, SBERT + NB, USE + DT, and Doc2Vec +
RF algorithms. RETN outperforms both BERT and DistilBERT. Finally, the statistical tests
show that, of all the classifiers examined in this work, the RETN and BERT perform the best
among all datasets.

5.5 Benchmark Testing

The proposed hybrid RETN model’s performance is evaluated using three benchmark
datasets. Several ML-based classifiers used in text classification, such as RF, NB, and DT,
as well as state-of-the-art architectures such as XLNET, BERT, ALBERT, and DistilBERT,
are used to evaluate results. A brief overview of the benchmark datasets used in this study is
given below:

(1) Amazon review sentiment prediction dataset: This dataset comprises few million
Amazon customer reviews as input text and star ratings as output labels. It is divided
into two classes: class X and class Y. Moreover, class X has a rating of one and two
stars, whereas class Y has a rating of four and five stars. [62].

(2) Suicide and depression detection dataset: This dataset comprises of comments
obtained from the Reddit platform’s "SuicideWatch" and "depression" subreddits. All
comments related to "SuicideWatch" were collected from December 16, 2008, to Jan-
uary 2, 2021, while "depression" comments were collected from January 1, 2009, to
January 2, 2021 [63].

(3) Sentinet140 dataset: It includes 1,600,000 tweets and has already been labeled as 0 for
negative, 2 for neutral, and 4 for positive [64].

The accuracy metric is used to evaluate the classification outcome of the proposed hybrid
model.Moreover, K-fold cross-validation [65] with a value of K set to 5 is utilized to examine
the performance of our model on different datasets. The classification outcomes for three
benchmark datasets are presented in Tables 9, 10, and 11. It is found that our proposed
method outperforms all other traditional ML and transfer learning methods. The proposed
RETNmodel obtained accuracy of 99.26%, 99.66%, and 99.57% on sentinet140, suicide and
depression and amazon review datasets, respectively.
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Table 9 Sentinet140 dataset

Model CV1 CV2 CV3 CV4 CV5 Mean

Random forest 0.5415 0.568 0.5345 0.564 0.564 0.55

Naïve Bayes 0.522 0.511 0.52 0.519 0.505 0.51

Decision tree 0.527 0.548 0.543 0.528 0.5395 0.54

BERT 0.9881 0.9943 0.9831 0.9925 0.9918 0.9820

XLNET 0.9793 0.9731 0.9693 0.9787 0.9725 0.9746

ALBERT 0.7381 0.7387 0.7331 0.7493 0.7562 0.7431

DistilBERT 0.9918 0.9887 0.9856 0.9862 0.9887 0.9882

Proposed model 0.9925 0.9925 0.9943 0.9912 0.9925 0.9926

Table 10 Suicide and depression dataset

Model CV1 CV2 CV3 CV4 CV5 Mean

Random forest 0.762 0.7555 0.756 0.747 0.7495 0.75

Naïve Bayes 0.505 0.527 0.4860 0.5055 0.5055 0.53

Decision tree 0.6735 0.65 0.6725 0.6375 0.671 0.67

BERT 0.9375 0.9475 0.9500 0.9300 0.9575 0.9445

XLNET 0.9775 0.9700 0.9725 0.9850 0.9700 0.9750

ALBERT 0.9575 0.9775 0.9675 0.9500 0.9625 0.9630

DistilBERT 0.9425 0.9500 0.9450 0.9225 0.9475 0.9415

Proposed model 0.99750 0.9950 0.9956 0.9987 0.9962 0.9966

Table 11 Amazon review dataset

Model CV1 CV2 CV3 CV4 CV5 Mean

Random forest 0.5731 0.5829 0.59 0.5808 0.5702 0.58

Naïve Bayes 0.4854 0.4860 0.4860 0.4856 0.4868 0.49

Decision tree 0.5579 0.5702 0.5622 0.5652 0.5591 0.56

BERT 0.8775 0.9225 0.9050 0.8925 0.8975 0.8990

XLNET 0.8925 0.9075 0.9000 0.9100 0.8900 0.9000

ALBERT 0.9250 0.9075 0.8925 0.9100 0.9175 0.9105

DistilBERT 0.8650 0.9150 0.8900 0.8875 0.8875 0.8890

Proposed model 0.9956 0.9950 0.9937 0.9968 0.9975 0.9957

6 Conclusion

Sentiment analysis is a powerful tool for determining public attitudes in order to take effective
health measures during a pandemic. Various challenges that come forth as a result of the
COVID-19 pandemic necessitate close monitoring of how people perceive the growing threat
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and respond to guidelines and policies on the social platforms. The goal of this research is
to develop a transformer-based hybrid model to perform sentiment analysis on Twitter data
by combining neural networks and transfer learning. CGAN was used as a data balancing
technique, and various data augmentation techniques such as random swapping, random
deletion, and random insertion are used to create a dataset to train on. Moreover, statistical
analysis is performed to validate the performance attained by the various models employed
in our study, showing that the RETN model has adequate features to improve sentiment
classification performance. The answers to the formulated research questions are concluded
as follows:

1. The proposed RETN hybrid model efficiently obtains the remarkable performance for
four largescale benchmark COVIDSenti datasets i.e., COVIDSenti, COVIDSenti-A,
COVIDSenti-B, and COVIDSenti-C. The proposed model extracts the relevant feature
set, improves accuracy, and overcomes the limitations of traditional machine learning
and deep learning models. RETN not only outperforms traditional ML techniques imple-
mented with various word embeddings, but also outperforms various transformer-based
models. As a result, the chosen hybrid RETN language model is effective for sentiment
analysis.

2. The transfer learning incorporated in the BERT architecture has effectively aided the
model in learning text embeddings while preserving the syntactic and semantic meanings
of the context and giving more attention to important words for analyzing online attitudes
of users on the Twitter platform during the COVID-19 pandemic. The proposed hybrid
model RETN is made up of BERT-base that has been fine-tuned and trained using labeled
dataset. The extracted BERT embeddings are combined with the LSTMs and then fed
to the dense layers. This optimizes the model by addressing the problems of “vanishing
gradient” and “exploding gradient”, lowering the risk of becoming stuck in local minima
and preventing the problems of overfitting and underfitting.

3. The experimental results achieved by using the proposed hybrid model on four COVID-
Senti datasets show that it outperforms RF, DT, NB, BERT, RoBERTa, and DistilBERT.
We achieved a remarkable accuracy of 95% on the COVIDSenti-A dataset, 97% on the
COVIDSenti-B dataset, 98% on the COVIDSenti-C dataset, and 98% on the COVID-
Senti dataset. Finally, benchmark testing performed on three real-world text classification
datasets yields promising results for the proposed hybrid model. As a result, it is con-
cluded that RETN’s language modeling capability contributes significantly to a good text
classification model.

In the future work, we aim to improve the performance by using more advanced hybrid
models such as BERT-GRU, BERT-biLSTM in combination with the nature inspired opti-
mization techniques. It may be worth experimenting with larger transformer architectures
in the future, such as the BERT-Large, GPT-2, and GPT-3 architectures. We also intend to
extend the experimentation by considering real-time data and obtaining efficient models by
determining the optimal hyperparameters. More data in the form of text, images, or audio can
be considered for research in the future. Furthermore, taking into account the requirement
of transformer networks to fully generalize different features based on comparison with or
without augmentation can be addressed in the future. As per the current transformer research
trends, it is reasonable to investigate and develop various hybrid word embedding techniques
in the future. This could certainly aid in the use of large datasets of one or two million tweets
in various languages, including hashtags, as well as image and image captioning systems,
allowing for the development of a more appropriate COVID-19 sentiment analysis model.
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