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Modified Barnacles Mating Optimizing Algorithm
for the Inversion of Self-potential Anomalies Due to Ore
Deposits
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The self-potential method (SP) has been used extensively to reveal some model parameters
of various ore deposits. However, estimating these parameters can be challenging due to the
mathematical nature of the inversion process. To address this issue, we propose here a novel
global optimizer called the Modified Barnacles Mating Optimizer (MBMO). We improved
upon the original approach by incorporating a variable genital length strategy, a novel
barnacle offspring evolving method, and an out-of-bounds correction approach. The MBMO
has not been previously applied to geophysical anomalies. Prior to inversion of real data sets,
modal and sensitivity Analyzes were conducted using a theoretical model with multiple
sources. The Analyzes revealed that the problem is modal in nature, model parameters have
varying levels of sensitivity, and an algorithm that can well balance global exploration with
local exploitation is required to solve this problem. The MBMO was tested on theoretical SP
anomalies and four real datasets from Türkiye, Canada, India, and Germany. Its perfor-
mance was compared to the original version under equal conditions. Uncertainty determi-
nation studies were carried out to comprehend the reliability of the solutions obtained via
both algorithms. The findings indicated clearly that the MBMO outperformed its original
version in estimating the model parameters from SP anomalies. The modifications presented
here improved its ability to search for the global minimum effectively. In addition to geo-
physical datasets, experiments with 11 challenging benchmark functions demonstrated the
advantages of MBMO in optimization problems. Theoretical and field data applications
showed that the proposed algorithm can be used effectively in model parameter estimations
from SP anomalies of ore deposits with the help of total gradient anomalies.

KEY WORDS: Self-potential anomalies, Ore deposits, Global optimization, Modified barnacles mating
optimizer, Total gradient anomaly.
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INTRODUCTION

The self-potential (SP) method is one of the
well-established geophysical methods that measures
naturally-occurring potential differences originating
from subsurface electrochemical, electrokinetic, and
thermoelectric fields (Santos, 2010). This method
requires only a voltage-sensitive device and two non-
polarizable electrodes placed on the ground surface.
The measured potentials are reported in millivolts
(mV), which can be inverted qualitatively and
quantitatively using various methods to characterize
some parameters of the causative SP sources. Due to
the convenient, non-invasive, and cost-effective
nature of the SP method, it has been commonly
performed for many problems, such as in spring flow
studies (Schiavone & Quarto, 1984), earthquake
predictions (Laurence et al., 1995), landslide inves-
tigations (Lapenna et al., 2003), Archeological
investigations (Drahor, 2004), groundwater explo-
rations (Rizzo et al., 2004), buried paleochannel
explorations (Revil et al., 2005), landfill leachate
detections (Arora et al., 2007), geothermal explo-
rations (Jardani et al., 2008), brine contamination
studies (Titov et al., 2010), cavity detections
(Eppelbaum, 2021), and for applications related to
mineral explorations (Biswas and Sharma, 2014a;
Essa, 2020).

When interpreting SP data, subsurface struc-
tures are often idealized using some simple geo-
metric shapes (El-Araby, 2004; Biswas & Sharma,
2014b; Essa, 2019; Elhussein, 2021; Abdelrahman
et al., 2021). This method can provide information
about the causative ore masses� location, depth, and
shape. Like other geophysical methods, the SP
method�s ability to reveal ore deposit properties is
significantly impacted by the inversion process,
which is known to have mathematical difficulties
(Sharma & Biswas, 2013). Various techniques have
been introduced to predict the model parameters of
causative sources from SP anomalies, such as
tomographic imaging (Patella 1997), derivative
analysis (Abdelrahman et al., 2003), least-squares
inversion (EI-Araby, 2004), Euler’s deconvolution
(Agarwal & Srivastava, 2009), modular neural net-
work (El-Kaliouby & Al-Garni, 2009), regularized
inversion based on conjugate gradient (Mehanee,
2014), and spectral analysis (Di Maio et al., 2017).

Nature-inspired and gradient-free global opti-
mization algorithms have recently gained popularity
for solving geophysical inversion problems. These
algorithms can converge to the global optimum

while avoiding local minima. Unlike local opti-
mization algorithms, they do not require a well-de-
fined initial model to estimate a reasonable solution.
However, global optimizers generally require more
computational resources than local optimizers. Sev-
eral studies have reported on the inversion of SP
anomalies using global optimizers (Gobashy &
Abdelazeem, 2021), including genetic algorithm
(GA) (Abdelazeem & Gobashy, 2006; Göktürkler &
Balkaya, 2012), particle swarm optimization (PSO)
(Sweilam et al., 2007; Santos, 2010; Göktürkler &
Balkaya, 2012; Essa, 2019; Ekinci et al., 2020), dif-
ferential evolution (DE) (Li & Yin, 2012; Balkaya,
2013), micro-differential evolution (MDE) (Sung-
kono, 2020), simulated annealing (SA) (Göktürkler
& Balkaya, 2012), very fast simulated annealing
(VFSA) (Biswas, 2017; Biswas et al., 2022), genetic
price algorithm (GP) (Di Maio et al., 2016), crow
search algorithm (CSA) (Haryono et al., 2020),
whale optimization algorithm (WOA) (Abdelazeem
et al., 2019; Gobashy et al., 2020), black hole algo-
rithm (BHA) (Sungkono, 2018), cuckoo search
algorithm (CSA) (Turan-Karaoğlan & Göktürkler,
2021), bat optimizing algorithm (BOA) (Essa et al.,
2023), and self-adaptive bare-bones teaching-learn-
ing-based optimization (SABBTLBO) (Sungkono,
2023). However, according to the No Free Lunch
Theorem of optimization (Wolpert & Macready,
1997), there is no definite algorithm that can handle
all types of inverse problems. Thus, researchers
continue to develop new mathematical approaches
and efficient algorithms to obtain better model
solutions.

Most of the SP studies do not focus on deter-
mining the number of causative sources before
performing inversion procedures. Neglecting a
source causes a slight change in the anomaly
amplitude but significantly impacts the inversion
results, leading to misinterpretation. Here, we pre-
sent the Modified Barnacles Mating Optimizer
(MBMO) for the inversion of SP anomalies. Addi-
tionally, for better model parameter estimations
from SP anomalies of ore deposits, we propose a
simple strategy that can be used to determine the
number of causative sources. We integrate three
modifications, including a variable genital length
plvar strategy, a novel barnacle offspring evolving
method, and an out-of-bounds correction approach
to make the MBMO more efficient. Before per-
forming inversion studies, we utilized a theoreti-
cally-produced SP anomaly of multiple sources to
perform modal Analyzes. These processes included
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producing cost function topography maps and per-
forming sensitivity Analyzes by perturbing model
parameters. The Analyzes allowed us to reveal the
resolvability characteristics of the inverse problem
and the sensitivity levels of the model parameters.
The performance of the MBMO was evaluated using
theoretical SP responses and four real SP anomalies
from Türkiye, Canada, India, and Germany. Addi-
tionally, 11 well-known benchmark functions were
used to demonstrate the performance of MBMO in
solving optimization problems. Post-inversion
uncertainty Analyzes were performed to validate the
model parameter solutions. We also present an ap-
proach that uses the total gradient (TG) anomaly to
determine the number of sources causing an anom-
aly.

METHODOLOGY

Anomaly equations

The SP anomaly caused by spherical and
cylindrical sources at a point xi can be expressed as
(Bhattacharya & Roy, 1981):

VðxiÞ ¼ K
xi � x0ð Þ cos hþ z0 sin h

xi � x0ð Þ2þz20

h iq

8><
>:

9>=
>;
; i

¼ 1; 2; 3 . . .M ð1Þ

where h represents the polarization angle (�), z0
denotes the depth (m) of the source, q is the shape
factor, x0 is the location (m) of source over a profile,
xi represents the observation location, and K is the
electrical dipole moment (mV 9 m2q�1) that varies
with the shape of the source. The q values for a
sphere, a horizontal cylinder, and a semi-infinite
vertical cylinder are 1.5, 1.0, and 0.5, respectively. In
particular, q is 0 as the source approximates a 2D
inclined horizontal thin sheet-like source (Sungkono
& Warnana, 2018).

The SP response of a sheet at a point xi is de-
fined as (Murty & Haricharan, 1985):

VðxiÞ ¼ K ln
xi � x0ð Þ � a cos h½ �2þ z0 � a sin hð Þ2

xi � x0ð Þ þ a cos h½ �2þ z0 þ a sin hð Þ2

( )
; i

¼ 1; 2; 3::: M

ð2Þ

where K is Iq/2p (mV), I denotes the medium’s
current density, q represents resistivity, and h and a
are the inclination angle and half-width of the sheet,
respectively.

Barnacles Mating Optimizer and Its Modified
Version

Sulaiman et al. (2020) developed the Barnacles
Mating Optimizer (BMO) by studying the specific
mating behaviors of barnacles. The algorithm has
been proven effective in solving engineering opti-
mization problems. However, the optimization pro-
cess of this novel nature-inspired global optimization
algorithm, namely global exploration and local
exploitation stages, are severely limited by the
selection of its control parameter (genital length),
the multiple barnacle population evolution ap-
proach, and how it handles when a barnacle exceeds
the bounds of the model space. In this study, we
modified the BMO algorithm by introducing a
variable genital length (plvar), a novel method for
barnacle offspring evolution, and a boundary-cross-
ing correction approach. We tested the effectiveness
of MBMO using the SP anomalies caused by ore
masses. The details of BMO and MBMO are de-
scribed below.

BMO Algorithm

The initial step involves initializing the barnacle
population X. This can be done based on a priori
information (Sulaiman et al., 2020) or through ran-
dom generation in the model space, as described by
Parsopoulos & Vrahatis (2002). Thus,

X ¼
X1

1 . . . Xdim
1

..

. . .
. ..

.

X1
N � � � Xdim

N

0
B@

1
CA; Xi

j 2 ½lbi; ubi� ð3Þ

where N is the population size of the barnacle, dim is
the dimensionality of the optimization problem or
the number of solution variables (in this paper, the
solution variables are (K, h, x0, z0, q) or (K, h, x0, z0,
a)), and lbi and ubi are the lower and upper bounds
for each variable, respectively.

The selection process of BMO is implemented
based on the mating behaviors of barnacles, which is
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based on the following assumptions (Sulaiman et al.,
2020):

(i) Mates are randomly selected within the
range of genital length pl.

(ii) All barnacle individuals can contribute or
receive sperm but can only be fertilized
once.

(iii) Barnacle self-fertilization is not considered.
(iv) Because barnacle sperm migrate with the

water, a barnacle’s potential mating partner
may exceed the range limit of pl, but this
phenomenon occurs randomly.

Among the above assumptions, the BMO�s
exploitation process is guaranteed by assumptions
(i) and (ii), while its exploration process is provided
by assumption (iv). If a barnacle selects a mating
object beyond its own pl, a reasonable explanation
can be provided by assumption (iv), and the selec-
tion process is then described as:

barnacled ¼ randperm ~nð Þ
barnaclem ¼ randperm ~nð Þ ð4Þ

where randperm ~nð Þ is the function of generating a
random sequence of 1 to ~n, including the barnacle
individuals within the pl coverage. The barnacled
and barnaclem are the random sequences of male
and female barnacles for mating, respectively. Fol-
lowing the Hardy–Weinberg principle (Guo &
Thompson, 1992), the reproduction process of the
BMO algorithm is implemented as:

Xi
j ¼ pXi

barnacled
þ qXi

barnaclem
ð5Þ

where both p and q (q = 1�p) are random numbers
between 0 and 1 following uniform distributions, and
Xbarnacled and Xbarnaclem are the sires and dams in-
volved in the mating process, respectively. It can be
seen from Eq. 5 that p and q represent the per-
centage of characteristics that the barnacle sires and
dams, respectively, embed in their offspring. Thus,
the offspring inherits the behavior and characteris-
tics of the ancestor with a random probability be-
tween 0 and 1. It is worth repeating that the
importance of pl lies in its ability to influence the
exploration and exploitation phases of the BMO
optimizer. If the barnacle selected for mating is
within the coverage of pl, the exploitation process
occurs, using Eq. 5 to generate the next generation
of offspring. If the chosen barnacle for mating is

outside the range of pl, the exploration process oc-
curs instead, using Eq. 6 to update the position of
the barnacle’s offspring, thus:

Xi
j ¼ lbi þ rand� ubi � lbið Þ ð6Þ

where rand is a random number obeying uniform
distribution between [0, 1].

MBMO Algorithm

i. plvar strategy

As mentioned before, the pl plays a crucial role
in regulating the optimization process of BMO.
However, the standard BMO method uses a fixed pl
for optimization. A smaller pl significantly improves
the BMO algorithm’s ability to exploit the model
space, but it tends to make the algorithm fall into
local minima. In contrast, a large value of pl im-
proves the BMO algorithm’s ability to explore the
model space but prevents it from approximating the
global optimum well. Therefore, we propose plvar
strategy to deal with this problem better. The pl
varies with the number of iterations, thus:

plvar ¼ plub �
iter� plub � pllbð Þ

Iter max

� �
ð7Þ

where iter is the current iteration number, Iter_max is
the total number of iterations, plub (plub = 1 9 N) and
pllb (pllb = 0 9 N) are the maximum and minimum
genital lengths, respectively.Then, by linearly reducing
the initial broad genital coverage (plub reduced topllb),
the algorithm can explore the model space more
extensively in the initial stage and exploit the model
space more intensively in the later stage, while avoid-
ing the operation of manually tuning the pl.

ii. Novel Barnacle offspring renewal method

Here, the characteristic percentages of the se-
lected barnacle sires and dams embedded in the
offspring, i.e., setting p (p = 0.6) and q (q = 0.4),
were used for the mating objects falling in the cov-
erage plvar. A new generation of barnacles is pro-
duced according to the probabilities explained in the
following cases.
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a. If rand< p2, the barnacle with the best fitness
(minimum cost function value) is used to update
the generation.

b. if p2 � rand< (p2 + q2), Xi
barnaclem

are utilized

for the updating process.
c. if (p2 + q2) � rand, Eq. 5 is used to generate the

barnacle’s offspring.

This modification increases the versatility of the
offspring update algorithm to simulate the Hardy–
Weinberg principle better, constrained by the pre-
mise of solving optimization problems.

iii. Out-of-bounds correction approach

Finally, for barnacle individuals that are ex-
cluded from the model space, MBMO corrects their
locations using Eq. 8 instead of fixing them at the
boundary of the parameter search space, thus:

Xi
j ¼ lbi þ C � rand� ubi � lbið Þ ð8Þ

where C is the boundary oscillation factor (a
dimensionless number between 0 and 1), which is 0.5
in this study. Equation 8 allows the MBMO to

comprehensively explore and utilize the model
space to search for the optimal solution within iter-
ations. This improves the algorithm�s ability to cap-
ture the global solution, which is impossible with the
basic BMO method. Figure 1 demonstrates the
flowchart of the MBMO.

Cost Function and Stopping Criterion

We used the root-mean-square-error (RMSE)
given below as the cost function to be minimized in
the inversion process.

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XM

i¼1

VobsðxiÞ � VcalðxiÞ½ �2

M

s
ð9Þ

where Vobs and Vcal denote the observed and cal-
culated SP data, respectively, and M represents the
number of data points. In this study, we used the
maximum iteration number given in Eq. 7 for stop-
ping criterion. In addition, the relative error (Re)
defined below was used for the post-inversion stud-
ies.

Re ¼ abs Strue � Scalð Þ
absðStrueÞ

ð10Þ
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Figure 1. Flowchart of the proposed MBMO algorithm.

Modified Barnacles Mating Optimizing Algorithm



where abs() is the absolute function, Strue and Scal
are the true and calculated parameters, respectively.

PRE-INVERSION ANALYZES

Modal Analysis

Pre-inversion studies are carried out to under-
stand the solvability properties of the inversion
problem at hand (Ai et al., 2023a). Due to the ill-
posed and ambiguous mathematical nature of geo-
physical inversion problems, numerous models in
the search space may produce a desirable low misfit
value. This situation increases the complexity of the
inversion and decreases the reliability of the inver-
sion outputs. Among the pre-inversion methods,
modal analysis, namely mapping and categorizing
the cost function topographies between the model
parameter pairs (Ekinci et al., 2021; Ai et al., 2022;

Ekinci et al., 2023), is the most commonly used
strategy. This analysis allows for investigating the
dimensionality and shape (symmetric or asymmet-
ric) of the 2D cost function topography maps. Thus,
possible correlations and dependencies among the
model parameters, and the difficulty of the inversion
problem can be analyzed easily. To perform this
task, the SP anomaly of a theoretical multiple-source
model was used to simulate practical inversion
studies for ore masses. The lower panel of Figure 2
shows the spatial distribution of the four sources and
their model parameters. Table 1 also gives these
parameter values. The theoretical SP anomalies
shown in the upper panel of Figure 2 were produced
using a 10-m sampling interval and a 400-m long
profile. The deep source (vertical cylinder) caused a
broad anomaly response, and other shallow sources
produced narrow and sharp anomaly amplitudes. It
is clear that the polarization angle controls the
symmetry of the anomaly curve. For the calcula-
tions, 50% perturbations of the true parameter val-
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Figure 2. Theoretical multi-source model and corresponding SP anomalies.

Table 1. Model parameter values of the theoretical multi-source SP model

Parameters Sphere Horizontal cylinder Vertical cylinder Inclined sheet

K (mV 9 m2q�1) 1000 � 300 30 K = 10 mV

h (degree) 20 60 10 60

x0 (m) � 100 � 25 50 100

z0 (m) 8 15 20 10

q 1.5 1 0.5 a = 6 m
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ues were considered. The cost function topography
maps (Fig. 3) of parameter pairs were generated
using log10(RMSE) and a normalizing procedure for
better visualization. The black points in the center of
each map and black dashed ellipses represent the
global minima and the massive local minima zones,
respectively.

In the literature, three modal types are defined
as unimodal (Deb & Gupta, 2006), multimodal
(Ray, 2002) and composite modal (Mirjalili & Lewis,
2016). The unimodal type refers to a cost function
with only one global minimum. Such inverse prob-
lems are relatively easier to solve. The second type,
however, represents a case with multiple deceptive
minima and a global minimum. In this case, it is
extremely difficult for optimization algorithms with
insufficient capabilities to escape from many
deceptive minima. Therefore, multimodal functions
are often used to test the effectiveness of global
optimization algorithms (Mirjalili, 2015). In the
composite modality, many local minima and com-
plex forms of unimodality and multimodality exist.
These functions reveal whether a global optimizer

provides an appropriate trade-off between the ex-
ploratory and exploitatory procedures.

As seen in Figure 3, the 2D cost function maps
of the pairs h�K, z0�K, K�q or a, x0�h, z0�x0,
x0�q or a, h�q or a, and z0�q or a have elongated
valleys representing the lowest misfit region. These
topographies display clearly the multimodal nature,
i.e., the parameters in each pair are interdependent.
The global minima encircled by almost circular
contours in the x0�K and z0�h maps show the uni-
modal property. Therefore, these parameters can be
solved independently. Considering the modal anal-
ysis, the multi-source SP inverse problem has a
composite modality character with a high degree of
complexity and a high probability of finding model
parameters with significant uncertainties. It is clear
that the optimization algorithm used to solve this
inverse problem should be exploratory enough in
the initial inversion stage to escape from massively
located local minima and exploitative enough as the
optimizer converges to the global minimum effec-
tively.
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Sensitivity Analysis

A sensitivity study of the model parameters,
another type of pre-inversion evaluation, was also
performed to understand the nature of SP inversion
problem further. Instead of the exhaustive Jacobian
matrix calculation (Pan et al., 2019), a gradient-free
sensitivity analysis (Mianshui et al. 2022) was used
here. The theoretical multi-source model (Table 1)
was used again; 50% perturbations of the model
parameter values were considered. The results are
demonstrated in Figure 4. The color bar was cali-
brated to the parameter variability. The combina-
tion of shape factor q and sheet half-width a yielded
the highest sensitivity. K and x0 were more sensitive
than h and z0. These observations indicated that the
data can satisfactorily resolve q or a. However, it
should be mentioned that some post-inversion
uncertainty Analyzes must be performed to investi-
gate possible errors and ambiguities within the
model parameter values obtained.

Parameter Tuning Analysis

The success of global optimization depends
largely on the selection of control parameter values
of the optimizer, which are problem-dependent and

therefore tuning studies should be carried out
(Ekinci et al., 2017). As mentioned previously, the
genital length pl controls the exploration and
exploitation phases of BMO, which must be finely-
tuned. However, MBMO uses a variable genital
length plvar strategy, eliminating the need for a de-
tailed parameter tuning. To perform a fair compar-
ison between BMO and MBMO, we performed
tuning study for pl. The noise-free SP anomaly of
multi-source model (Table 1) was inverted to ana-
lyze the effect of the control parameter pl of BMO.
The search spaces for model parameters were de-
signed using 100% perturbations of the true
parameter values. The N and Iter_max values were
set to 100 and 200, respectively. We implemented
BMO independently 30 times to suppress its
stochastic nature and to observe statistical results.
Figure 5 shows the mean and standard deviation
(STD) of the calculated RMSEs as a function of pl.
Here, meanRMSE and STDRMSE represent the
accuracy and uncertainty, respectively, of the BMO
process. For better visualization, we used a nor-
malization procedure (Fig. 5). As pl increased
gradually, the accuracy and stability of BMO im-
proved significantly. This finding showed that pl can
significantly affect the success of BMO. As a result,
we determined that pl = 1 9 N is the best choice for
the SP inversion problem presented here.
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THEORETICAL ANOMALY CASES

Inversion with Noisy Data

We present here some comparative studies of
the efficiency of BMO and MBMO. The same the-
oretical SP anomaly was used. All inversion exper-
iments presented here were carried out on a
Windows 11 operating system with a 12th Gen Intel
(R) CoreTM i9-12900H CPU (2.50 GHz) and
16 GB of RAM. Additionally, BMO (pl = 1 9 N)
and MBMO (pllb = 0 9 N, plub = 1 9 N) were run
independently 30 times with N = 100 and Iter_-
max = 200 for all theoretical and real data cases. To
complicate the problem for the optimizers, different
amounts of pseudo-random noise following a uni-
form distribution were added to the anomaly using
the definition given below (Ai et al., 2023a):

~Vp¼4ðxiÞ ¼ Vp¼4ðxiÞ + NR�mean Vp¼4ðxiÞ
�� ��� �

� rand1ðMÞ � rand2ðMÞ½ � ð12Þ

where mean() is the mean of the input, rand1() and
rand2() produce values in the range of [0, 1] with a
specified size (M). The variable NR is a predefined
factor determining the amount of random noise
added. Initially, it was set to 5% for case 1. This
definition produced about 3% noise content having
pseudo-random values with zero-mean and a STD of
0.5. Figure 6 shows the SP responses with and
without noise. It was observed that the noise content
produced only slight variations in the anomaly
curve. The optimization process used a wide-ranging
model search space (Table 2). Figure 6 also shows

the best SP anomaly obtained from each iteration of
the final implementation of the 30 independent runs.
The solutions derived from the initial start were
represented by a deep green color, which changes to
dark purple as the iteration progresses. The best
fitting responses calculated via two optimizers are
also represented with error bars in Figure 6. To
enhance the performance of both optimizers, we
followed the approach of averaging solutions within
a specific range of the minimum, as suggested by
Amato et al. (2021). We sorted the solutions of 30
independent runs in ascending order of RMSEs and
used the first two solution sets to compute the mean
output as the final output. By this way we compared
the performance of two optimizers under their
optimal conditions to obtain more objective results.
The convergence curves of the two algorithms are
shown statistically in Figure 7. The blue solid lines in
the panels are the fitting errors between the noisy
and the calculated anomalies. In the left panels of
each case, black curves illustrate the calculated
meanRMSEs between noise-free and calculated SP
anomalies while these curves show the changing
behavior of the STDRMSEs in the right panels.

The widths of the rectangles represent the
iteration process before BMO and MBMO reach the
convergence plateau, which follows the changing
behavior of the blue curve. Accordingly, the ob-
tained results, including the derived model param-
eters with uncertainties and the further calculated
data misfits with STDs, are also listed in Table 2.
The RMSEs in Table 2 are incompatible with the
values shown in Figure 7 because the latter are the
mean values of the sorted and thresholded 30 con-
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vergence curves, while the former are the mean data
misfits calculated based on the sorted and thresh-
olded model parameter set. The findings showed
that the improved strategies in the MBMO algo-
rithm approximated the global minimum intensively
without compromising the effectiveness of avoiding
massive local minima as discussed in the modal
analysis section.

To further evaluate the performance of the
BMO and MBMO algorithms, a higher noise rate
(NR = 30%) was added to the SP anomaly. The
definition of NR = 30% resulted in a noise level of
approximately 15% (about zero-mean and STD =
3.3). Figure 6 shows that the noisy SP anomaly
produced relatively large differences compared to
the noise-free one. Following the same inversion
procedure as in the first case, uncertainties (pick
curves with error bars) and dynamic search process
are illustrated in Figure 6. The convergence curves
and inversion uncertainties varying with the itera-
tion numbers of the two algorithms are shown in
Figure 7. The calculated model parameters with the

uncertainties are listed in Table 2. Although both
algorithms produced more erroneous results the
MBMO algorithm yielded a more coherent SP
anomaly, a smoother and more stable optimization
process with a faster convergence rate, lower data
misfit, and lower inversion uncertainty. These re-
sults confirmed that the three strategies we incor-
porated into the BMO structure, namely the
variable genital length, the novel barnacle offspring
renewal, and the out-of-bounds correction, im-
proved the effectiveness of optimizer in terms of
avoiding massive local minima and effectively con-
verging to the true model parameter values, even
when the observed anomaly is noisy and a wide
model space is designed. It should be noted that
these modifications increased the computational cost
negligibly (Table 2). Therefore, the computational
cost of two optimizers was not reported in the fol-
lowing experiments. Finally, we experienced the
optimizing performances on 11 commonly used
challenging composite benchmark functions. The
mathematical expressions, search spaces, and global

-50

-30

-10

10

30

SP
A

no
m

al
y

(
V

)
m

Noise-free anomaly
Noisy 1anomaly case 
Mean output of BMO

-200 -150 -100 -50 0 50 100 150 200
-50

-30

-10

10

30

-200 -150 -100 -50 0 50 100 150 200

NR=5%

Noise-free anomaly
Noisy anomaly case 2
Mean output of BMO

Noise-free anomaly
Noisy 1anomaly case 
Mean output of BMOM

Noise-free anomaly
Noisy anomaly case 2
Mean output of BMOM

NR=30%

NR=5% NR=30%

SP
An

om
al

y
(

V
)

m

Distance (m)Distance (m)

200

100

Ite
ra

tio
ns

150

50

25

75

175

175

Figure 6. Performances of the optimizers on noisy anomaly cases.

H. Ai et al.



minima of these benchmark functions can be found
in the Appendix, along with the results of the
experiments. The MBMO algorithm performed
better on most of the benchmark functions. This
result showed that the three novel strategies are
effective enough in solving complex optimization
problems.

Uncertainty Analyzes for Theoretical Data Cases

The modal analysis showed that the presented
inverse problem has a composite modality, which
makes the inversion process error-prone. Addition-
ally, the sensitivity study revealed that the model
parameters can affect the SP anomaly with different
amplitudes and shapes, leading to varying uncer-
tainties in obtained model solutions. Therefore,
uncertainty studies should be performed with the

solutions obtained from inversion procedures to
validate their reliability (Ai et al., 2022; Ekinci et al.,
2023). We used the solutions obtained from 30
independent runs for two theoretical noisy data
cases to perform this task. We sorted them according
to their misfits, from the smallest to the largest
RMSEs. The term An was defined as a variable that
determines the number of sorted solutions used to
calculate the final results by averaging. Figure 8
shows the results of BMO and MBMO outputs with
different An values (An = 2, 7, 12, 17, 22, 27). There
are only slight changes regardless of the noise level
in BMO curves. However, it is clear that BMO
outputs are more sensitive to increases in An. BMO
produced solutions with higher error rates. There-
fore, Figure 8 confirmed the superior performance
of MBMO in anomaly fitting regardless of An and
the amount of noise added.

Table 2. Solutions produced by BMO and MBMO algorithms in noisy SP data cases. True values and search space bounds are also given

Parameters True values Search spaces BMO results MBMO results

NR = 5% NR = 30% NR = 5% NR = 30%

K (mV 9 m2q�1)

Sphere 1000 0–2000 1000.4 ± 109.3 704.7 ± 87.0 944.3 ± 88.5 617.5 ± 540.9

Horizontal cylinder � 300 � 600 to 0 � 309.9 ± 7.6 � 314.9 ± 77.9 � 316.2 ± 19.2 � 300.0 ± 0.0

Vertical cylinder 30 0–60 28.0 ± 4.4 25.6 ± 7.6 30.0 ± 0.0 32.5 ± 3.2

K (mV)

Inclined sheet 10 0–20 9.0 ± 1.1 8.9 ± 0.8 9.9 ± 0.1 10.3 ± 0.4

h (�)
Sphere 20 0–40 20.0 ± 6.6 18.9 ± 2.7 18.1 ± 2.7 19.7 ± 0.8

Horizontal cylinder 60 0–120 65.6 ± 11.3 66.5 ± 4.3 58.0 ± 0.1 77.1 ± 3.8

Vertical cylinder 10 0–20 10.3 ± 0.1 10.9 ± 1.7 10.2 ± 0.3 9.9 ± 0.1

Inclined sheet 60 0–120 60.9 ± 14.0 67.2 ± 1.0 61.2 ± 1.8 60.0 ± 0.1

x0 (m)

Sphere � 100 � 200 to 0 � 99.4 ± 20.5 � 90.6 ± 15.7 � 99.5 ± 0.1 � 100.0 ± 0.0

Horizontal cylinder � 25 � 50 to 0 � 24.2 ± 2.2 � 21.7 ± 2.2 � 25.9 ± 0.1 � 20.0 ± 1.2

Vertical cylinder 50 0–100 52.2 ± 4.9 51.5 ± 1.3 49.6 ± 0.3 50.0 ± 0.0

Inclined sheet 100 0–200 101.2 ± 0.0 96.5 ± 8.8 100.2 ± 0.3 96.3 ± 0.4

z0 (m)

Sphere 8 0–16 8.4 ± 0.2 9.5 ± 1.7 7.5 ± 0.7 8.6 ± 0.2

Horizontal cylinder 15 0–30 15.3 ± 0.9 13.2 ± 4.9 15.3 ± 0.4 15.9 ± 1.3

Vertical cylinder 20 0–40 18.9 ± 2.8 18.0 ± 3.4 19.8 ± 0.2 17.5 ± 0.0

Inclined sheet 10 0–20 12.1 ± 1.5 11.0 ± 1.1 10.0 ± 0.0 9.7 ± 0.2

q

Sphere 1.5 0–3 1.769 ± 0.069 2.052 ± 0.031 1.494 ± 0.003 1.325 ± 0.205

Horizontal cylinder 1 0–2 1.073 ± 0.043 1.244 ± 0.033 1.003 ± 0.005 0.997 ± 0.010

Vertical cylinder 0.5 0–1 0.496 ± 0.011 0.491 ± 0.041 0.5 ± 0.0 0.511 ± 0.010

a

Inclined sheet 6 0–12 6.3 ± 0.6 6.0 ± 0.6 6.009 ± 0.01 5.99 ± 0.006

RMSE between the calculated and noise-free anomaly 2.7 ± 0.6 5.0 ± 0.45 0.3 ± 0.0 1.5 ± 0.1

RMSE between the calculated and noisy anomaly 2.8 ± 0.6 5.7 ± 0.1 0.4 ± 0.0 2.4 ± 0.0

Total computational cost of the 30 runs (s) 56.1 87.0 58.2 93.4

Modified Barnacles Mating Optimizing Algorithm



The Re values between the mean model
parameters estimated with two global optimization
algorithms for two noisy anomaly (Table 2) and the
true model parameter sets (Table 1) were calculated.
These Re values associated with the uncertainties
are shown in a checkerboard style in Figure 9.

According to the results, most of the Re values of
the MBMO were smaller than those of the BMO
concerning the two different noisy cases. Therefore,
considering the reported meanRe values, the MBMO
outperformed the BMO in two cases. Similar con-
clusions can be drawn by looking at the STDRe
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values and their mean values. The checkerboard
patterns in Figure 9 indicated that the MBMO can
generally obtain the model parameters with maxi-
mum accuracy and minimum uncertainty. This
finding agrees with the results of the Analyzes per-
formed in the theoretical experiments.

Lastly, principal components analysis (PCA),
which can be used in geophysical inverse problems
(Pallero et al., 2015; Roy et al., 2021; Ekinci et al.,
2023), was performed to reduce the high dimen-
sionality of the model parameters to only two com-
ponents and to produce cost function topography
maps. To perform this important analysis, we cal-
culated relative cost function (rCf) values using the
following definition:

rCf ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PM
i¼1

VobsðxiÞ � VcalðxiÞ½ �2
s

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PM
i¼1

VobsðxiÞ½ �2
s � 100 ð14Þ

Figure 10 shows the equivalence rCf landscapes
in 2D principal components space. The triangles in
the maps indicate the respective global optimum and

the error of the best-estimated model, respectively.
The locations of the triangles in each topographic
map showed the superiority of MBMO. Similar to
the previous Analyzes results, PCA application
showed that the novel improvements including a
variable genital length strategy, a novel barnacle
offspring evolving method, and an out-of-bounds
correction strategy increased the effectiveness of the
BMO algorithm in solving optimization problems.

REAL ANOMALY CASES

After obtaining satisfactory results on theoret-
ical anomalies, the performance of the integrated
strategies on real anomalies was investigated on four
datasets from Türkiye, Canada, India, and Germany.
Both BMO (pl = 1 9 N) and MBMO (pllb = 0 9 N,
plub = 1 9 N) were run independently 30 times with
Iter_max = 400 and N = 200. Model solutions ob-
tained from both optimizers were interpreted with
those of previous geophysical studies and available
geological data.
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Süleymanköy Anomaly, Türkiye

The SP data set, acquired along a 262-m long
profile over a polarized copper ore deposit in eastern
Türkiye, was used as the first real data example. We
digitized the anomaly presented in Yüngül (1950)
with 4-m data spacing. The resampled data vary
from 8 to 188 m and contained a positive peak
amplitude and a negative valley counterpart within
the survey line. This anomaly was inverted by some
researchers using different optimization strategies
(Tlas & Asfahani, 2007; Göktürkler & Balkaya,
2012; Biswas, 2017; Biswas, 2019; Turan-Karaoğlan
& Göktürkler, 2021; Hosseinzadeh et al., 2023). In
some previous studies, it was assumed that a single
source caused the anomaly while other researchers
focused on multiple sources. The reported model
parameter values based on the single source
assumption are given in Table 3. Table 4 lists the
solution of VFSA algorithm under the constraint of
three causative sources (Biswas, 2019). We first
determined the model parameters by considering a
single source to provide a clear overview of the
differences that arise from these two assumptions.
Then, the inversion process was repeated using
multiple causative sources (three or two sources).

The wide parameter search space used for the
single source case is given in Table 5, along with the
solutions of BMO and MBMO algorithms. The
model parameters obtained with these optimizers
showed good agreement with the results of recent
studies (Göktürkler & Balkaya, 2012; Turan-Kar-
aoğlan & Göktürkler, 2021; Hosseinzadeh et al.,

2023). It must be noted that we used a wider search
space than the work of Hosseinzadeh et al. (2023).
Moreover, the RMSE of � 11.6 mV obtained by the
MBMO was lower than that of the BMO method
(�12.6 mV) and lower than the best data misfit re-
ported in the literature (�12.2 mV). Thus, it can be
mentioned that MBMO showed a better inversion
performance for the single source case. It is clear
that the source resembles a horizontal cylinder
(q = 1.17 ± 0.01). Following the suggestion of Bis-
was (2019), BMO and MBMO were applied to this
anomaly again by assuming three causative sources.
The wide search spaces used and the inversion
solutions obtained with the BMO and MBMO
algorithms are given in Table 6. Surprisingly, the
RMSE of the BMO increased to 25.5 ± 1.02 mV in
this example. However, this value decreased to
2.6 ± 0.47 mV when we used the MBMO algo-
rithm. Thus, the MBMO outperformed the BMO in
the multi-source case. The modified version yielded
compatible solutions with the parameter estimates
performed by Biswas (2019) by fixing the shape
factor q of the three models (q = 1) and masking the
effect of polarization angle via fitting the TG
anomaly. The main difference lies in the parameter
set of the third source. The q = 1.35 ± 0.19 obtained
with the MBMO can be interpreted as a spherical
body rather than a horizontal long cylinder.

Another scenario, including two causative
sources, was also used to invert the Süleymanköy
anomaly. The search space ranges used and the
inversion solutions obtained with the BMO and
MBMO are listed in Table 7. The colored curves in
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Figure 11 show the dynamic search process of the
BMO and MBMO algorithms with comparisons of
the observed anomaly and the mean output of the
two algorithms. The deep green curve represents the
initial best output within the population, with the
color changing to dark purple, representing the best
responses at later iterations. Figure 12 illustrates the
convergence rates of the two algorithms concerning
the two-source situation. The blue curves are the

meanRMSEs between the digitized and calculated
anomaly. The black curves are the corresponding
inversion uncertainties (STD) obtained from the 30
independent runs. The width of the covered rect-
angles represents the iteration process before
reaching the convergence phase of the algorithms,
which follows the variational behavior of the blue
curve. The meanRMSE and STDRMSE derived from
the sorted and thresholded 30 convergence curves at

Table 3. Reported solutions for the Süleymanköy anomaly based on a single source model

Parameters K (mV 9 m2q�1) x0 (m) z0 (m) h (o) q RMSE

Tlas and Asfahani (2008) � 904.0 15.5 35.4 17.8 1.19 –

Göktürkler and Balkaya (2012) � 36,724.2 79.2 32.7 22.9 1.16 12.20

Göktürkler and Balkaya (2012) � 40,550.0 79.1 33.1 22.4 1.17 12.19

Göktürkler and Balkaya (2012) � 44,771.8 79.1 33.6 22.2 1.18 12.19

Biswas (2017) 10,079.9 72.2 27.8 25.4 1.0 –

Turan-Karaoğlan & Göktürkler (2021) � 40,465.4 79.1 33.1 22.4 1.17 12.19

Hosseinzadeh et al. (2023) � 41,277.4 79.1 33.2 22.4 1.17 12.19

Table 4. Reported solution for the Süleymanköy anomaly based on a three-source model

Parameters K (mV 9 m2q�1) x0 (m) z0 (m) h (o) q

Biswas (2019)

Source 1 60888.2 ± 574.0 63.9 ± 0.2 28.5 ± 0.2 – 1.0

Source 2 24244.9 ± 442.6 115.8 ± 0.2 30.3 ± 0.3 – 1.0

Source 3 935524.0 ± 12801.3 152.3 ± 0.2 40.0 ± 0.2 – 1.0

Table 5. Model search space for single source SP model for the Süleymanköy anomaly and the solutions obtained via BMO and MBMO

Parameters K (mV 9 m2q-1) h (o) x0 (m) z0 (m) q RMSE

Search spaces � 82555 to 0 0–45 0–158 0–66 0–2 –

BMO solution � 37110.2 ± 1066.2 20.7 ± 0.1 72.2 ± 0.7 37.1 ± 1.4 1.135 ± 0.008 12.6 ± 0.5

MBMO solution � 54142.3 ± 7438.3 19.9 ± 0.2 71.7 ± 0.0 37.4 ± 0.6 1.179 ± 0.015 11.6 ± 0.0

Table 6. Model search space for three-source SP model for the Süleymanköy anomaly and the solutions obtained via BMO and MBMO

with uncertainties

Parameters K (mV 9 m2q�1) h (o) x0 (m) z0 (m) q RMSE

Search spaces

Source 1 0–118314 0–354 0–125 0–65 0–2 –

Source 2 0–69243 0–30 0–284 0–101 0–2

Source 3 0–425914 0–78 0–450 0–64 0–3

BMO solution

Source 1 60087.7 ± 7389.9 193.7 ± 0.8 68.3 ± 4.5 33.5 ± 1.0 1.229 ± 0.027 25.5 ± 1.0

Source 2 33971.2 ± 867.4 5.0 ± 0.4 141.6 ± 2.5 51.3 ± 0.3 1.542 ± 0.005

Source 3 207470.2 ± 34559.2 35.7 ± 0.9 238.1 ± 7.4 31.6 ± 2.7 1.437 ± 0.005

MBMO solution

Source 1 61299.0 ± 6275.8 178.4 ± 2.6 63.1 ± 1.0 32.6 ± 0.2 1.234 ± 0.012 2.6 ± 0.5

Source 2 36131.2 ± 831.5 4.9 ± 0.2 153.9 ± 12.0 52.9 ± 6.9 1.227 ± 0.078

Source 3 224852.6 ± 19257.2 32.2 ± 8.5 230.1 ± 18.6 35.5 ± 16.0 1.360 ± 0.199

Modified Barnacles Mating Optimizing Algorithm



the last iteration of BMO and MBMO are also
shown. The MBMO yielded higher accuracy and
lower uncertainty than the BMO. A similar conclu-
sion can be drawn from the calculated RMSEs with
uncertainties given in Table 7. Moreover, the
MBMO provided a faster convergence rate (less
than 200 iterations) than the BMO (more than 300
iterations). These results showed that our new
strategies were quite suitable with the algorithm and
increased its effectiveness.

Figure 13 shows the source bodies determined
with the MBMO with model parameters using dif-

ferent assumptions. The solutions of single-, two- and
three-source scenarios are shown with red, blue and
gray, respectively, in Figure 13. The calculated SP
anomalies from the literature were compared with
the SP anomalies estimated by the BMO and MBMO
optimizers under the two-source assumption. Com-
paratively, the MBMO yielded the best performance
in terms of data-fitting. A good coherence was
apparent when considering the delineated model on
the left side of the profile. However, there were sig-
nificant differences in the other sources. Thus, it is
essential to determine the number of anomaly sour-

Table 7. Model search space for two-source SP model for the Süleymanköy anomaly and the solutions obtained via BMO and MBMOwith

uncertainties

Parameters K (mV 9 m2q�1) h (o) x0 (m) z0 (m) q RMSE

Search spaces

Source 1 0–138410 0–353 0–125 0–69 0–2 –

Source 2 0–113773 0–30 0–387 0–227 0–2

BMO solution

Source 1 68305.5 ± 4851.3 192.4 ± 0.9 67.7 ± 0.5 36.7 ± 1.6 1.205 ± 0.028 19.6 ± 0.7

Source 2 58588.3 ± 441.2 2.4 ± 0.1 181.9 ± 28.6 119.6 ± 13.8 1.351 ± 0.032

MBMO solution

Source 1 41462.7 ± 492.7 174.0 ± 1.0 62.1 ± 0.4 34.0 ± 0.0 1.161 ± 0.001 3.5 ± 0.0

Source 2 51107.1 ± 828.6 0.3 ± 0.4 188.3 ± 1.0 139.9 ± 0.5 1.071 ± 0.019

50 100 150

-6
00

-4
00

-2
00

0

100 150 200 250

-8
0

-6
0

-4
0

-2
0

100 150 200 250

-5
00

-3
00

-1
00

200 600 1000 1400

Mean output of BMO

-3
00

-1
00

10
0

SP
 A

no
m

al
y 

(m
V)

4002001
Mean output of MBMOSP anomaly

-3
00

-1
00

10
0

SP
 A

no
m

al
y 

(m
V)

-6
00

-4
00

-2
00

0

-8
0

-6
0

-4
0

-2
0

-5
00

-3
00

-1
00Neem-ka ThannaSenneterreSüleymanköy KTB

Neem-ka ThannaSenneterreSüleymanköy KTB

Figure 11. Outputs of BMO (upper row) and MBMO (lower row). Triangles represent observed SP data. The best SP anomaly obtained

from each iteration of the final round of the 30 independent runs is plotted according to the color scale. The calculated SP responses are

shown with error bars.

H. Ai et al.



ces before the inversion process. Because there are
only few works on setting up a basic rule for
addressing this issue (Srivastava and Agarwal 2010;
Ekinci et al. 2017), we provide below a in section
‘‘Discussion on Qualitatively Determining the
Quantity of Causative Sources Contained’’ in the TG
response derived from the observed SP anomaly.

Senneterre Anomaly, Canada

The Senneterre SP anomaly, which is due to
sulfide ore deposits, was used as the second real data
case. The data set was digitized with a sampling
interval of 2 m. The host rocks in the area consist of
meta-sedimentary breccias and tuffs with interbed-
ded lava flows. Pyrite and pyrrhotite are the primary
minerals that cover most of the entire zone. These
data were previously studied by some researchers
using different strategies such as enhanced local
wavenumber technique (Srivastava and Agarwal,
2009), a regularized inversion approach (Mehanee,
2014), a nature-inspired ant colony optimization
algorithm (ACO) (Srivastava et al., 2014), and a
VFSA algorithm (Biswas, 2019). The model
parameters reported in the previous studies are lis-

ted in Table 8. These previous studies considered
four distinct causative sources. Therefore, we fol-
lowed their way and applied BMO and MBMO
algorithms to the Senneterre SP response. Table 9
shows the large model space selected for the
parameter set concerning the four-source model. In
addition, the model parameters obtained by the two
optimizers and the uncertainties in the inversion
results are given in Table 9. Figure 11 illustrates the
dynamic optimization process of the BMO and
MBMO algorithms, where the anomalies obtained
are colored from deep green to dark purple as the
iteration number increases. The curves with error
bars represent the mean outputs of the two ap-
proaches, and the triangles represent the observed
anomaly. Corresponding convergence curves (blue
curves) and STD variations (black curves) are also
shown in Figure 12 (right axis). Both the blue curves
(meanRMSEs) and the black curves were derived
from the sorted and thresholded 30 convergence
curves. The convergence phase associated with the
changing behavior of the blue curve of the two
algorithms was indicated by the width of the covered
rectangles. Both methods required more than 250
iterations to reach the convergence phase. The
meanRMSE and STDs at the last iteration are further
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marked in Figure 12. The results showed that the
MBMO algorithm provided more satisfactory
inversion results. The calculated RMSEs with
uncertainties in Table 9 also show a similar property.

The four sources determined by the MBMO are
shown in Figure 13, and the solutions were in good
agreement with those of previous studies by Srivas-
tava et al. (2014) and Biswas (2019). It should be
noted that the obtained fourth body at the right end

of the profile showed a significant difference from
previous works (the third and fourth sources are
close to each other), and its horizontal position ex-
ceeds the profile length. The sensitivity test per-
formed by forward modeling using the three left
sources confirmed that the Senneterre anomaly is
affected by the fourth source without changing the
general shape of the anomaly. This finding indicated
that the fourth source plays a relatively minor role
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Figure 13.. Observed and calculated anomalies. The calculated responses in previous studies are also illustrated. Due to previous efforts

focused the TG of Senneterre anomaly, we show the inversion results in Table 8. SP sources reconstructed are shown in the lower row.

Table 8. Reported solutions for the Senneterre anomaly based on a four-source model

Parameters K (mV 9 m2q-1) x0 (m) z0 (m) h (o) q

Srivastava et al. (2014)

Source 1 157 ± 17 143.2 ± 2.0 5.0 ± 0.2 – 0.7 ± 0.1

Source 2 6998 ± 72 167.4 ± 2.1 4.2 ± 0.2 – 1.1 ± 0.3

Source 3 2201 ± 36 231.2 ± 1.2 3.8 ± 0.3 – 1.1 ± 0.3

Source 4 944 ± 11 242.5 ± 3.1 4.3 ± 0.1 – 1.15 ± 0.3

Biswas (2019)

Source 1 122.1 ± 0.7 147.2 ± 0.1 10.5 ± 0.1 – 0.5

Source 2 1568.4 ± 13.9 166.1 ± 0.1 4.6 ± 0.1 – 1

Source 3 85.4 ± 0.6 232.0 ± 0.1 3.7 ± 0.1 – 0.5

Source 4 69.5 ± 0.3 240.9 ± 0.1 4.3 ± 0.1 – 0.5
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within the Senneterre anomaly. We, therefore,
mention that the three sources on the left are more
likely to represent the sulfide ore deposits.

Neem-ka-Thana Anomaly, India

In this real data case, we used the observed SP
data of the Neem-Ka-Thana copper belt, India
(Reddi et al., 1982). The anomaly between 53 and
299 m were digitized with a sampling interval of
3 m. This anomaly has a very similar character to the
Senneterre anomaly; that is, the Neem-Ka-Thana
anomaly is also characterized by negative SP re-
sponses (Fig. 11). Some researchers used this data
set assuming a three-source model (two vertical
cylinders and one horizontal cylinder). The previous
estimations reported are listed in Table 10. Follow-
ing the interpretation procedure described in the
first real data case, we assumed that the Neem-Ka-
Thana anomaly is caused by three causative sources.
Two optimizers were run to invert this anomaly.
Then, a comparative study was conducted to
understand whether a four-source model is the
causation of this SP response.

The calculated mean model parameter values of
the three-source scenario from the sorted and
thresholded 30 results, in conjunction with the
uncertainties of the inversion and the selected model
search spaces, are given in Table 11. A comparison
between the results listed in Table 11 and the pre-
vious studies in Table 10 showed that both algo-
rithms yielded similar solutions as predicted by

various approaches, including MVDE (Sungkono,
2020), lJADE (Sungkono, 2020), EKI (Sungkono
et al., 2021), and SABBTLBO (Sungkono et al.,
2023). As mentioned, the estimated model parame-
ters resemble two vertical cylinders and one hori-
zontal cylinder. In addition, the MBMO finalized the
inversion process with a smaller RMSE and inver-
sion uncertainty. The three sources determined
through the MBMO optimizer are colored gray in
Figure 13 and agree well with the three left negative
peaks of the Neem-Ka-Thana anomaly. However,
the three-source model did not fit the relatively large
negative response in the right corner (see Fig. 15 in
Sungkono et al., 2023). Therefore, an attempt was
made using a four-source model to approximate the
actual situation of the subsurface. Table 12 lists the
model parameter search spaces and the obtained
mean outputs with errors using two optimizers.
Accordingly, Figure 11 shows their mean anomalies
with error bars compared to the observed Neem-Ka-
Thana anomaly. A better agreement was observed
between the response calculated via the MBMO and
the Neem-Ka-Thana anomaly, especially in the right
corner. The left axes in Figure 12 show the conver-
gence curves together with the inversion uncertain-
ties. The right axes exhibit the inversion
uncertainties (black curves) obtained by two algo-
rithms throughout the iteration process. The curves
were also derived from the sorted and thresholded
convergence curves. The widths of the covered gray
rectangles in Figure 12 indicates the iteration times
of the two optimizers reaching their convergence
plateau. They converged at almost the same rate

Table 9. Model search space for four-source SP model for the Senneterre anomaly and the solutions obtained via BMO and MBMO with

uncertainties

Parameters K (mV 9 m2q�1) h (o) x0 (m) z0 (m) q RMSE

Search spaces

Source 1 � 1217 to 0 0–141 0–292 0–18 0–2 –

Source 2 � 5290 to 0 0–191 0–341 0–11 0–2

Source 3 � 1110 to 0 0–212 0–473 0–15 0–1

Source 4 � 262 to 0 0–58 0–552 0–4 0–1

BMO solution

Source 1 � 632.3 ± 42.1 78.1 ± 5.1 160.2 ± 3.0 8.4 ± 0.1 0.690 ± 0.027 56.8 ± 0.8

Source 2 � 2561.6 ± 564.6 96.6 ± 9.8 171.2 ± 0.6 5.0 ± 0.7 1.23 ± 0.093

Source 3 � 337.5 ± 26.1 104.5 ± 5.8 235.3 ± 0.3 7.0 ± 0.4 0.684 ± 0.010

Source 4 � 85.7 ± 12.0 69.0 ± 1.4 303.6 ± 17.8 2.7 ± 0.1 0.519 ± 0.031

MBMO solution

Source 1 � 608.5 ± 103.2 70.4 ± 1.9 146.0 ± 0.4 8.9 ± 0.3 0.751 ± 0.036 9.9 ± 0.1

Source 2 � 2645.1 ± 222.7 95.3 ± 0.8 170.3 ± 0.1 5.3 ± 0.2 0.992 ± 0.016

Source 3 � 554.8 ± 67.4 106.1 ± 2.1 236.7 ± 0.3 7.3 ± 0.2 0.615 ± 0.034

Source 4 � 1301.0 ± 3.6 29.2 ± 9.0 275.8 ± 0.9 2.2 ± 0.9 0.497 ± 0.004
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(300 iteration times). The finally obtained mean-

RMSEs and uncertainties of the two algorithms are
also demonstrated in Figure 12. It is clear that the
MBMO performed better than the original BMO
algorithm. The calculated RMSEs with uncertainties
in Table 12 indicated similar results. Both ap-
proaches produced better results in the four-source
case than in the three-source one. As mentioned
above, below is a section on ‘‘Discussion on Quali-
tatively Determining the Quantity of Causative
Sources Contained’’ in the TG response derived
from the observed SP anomaly. The SP anomalies
digitized from the literature with compared to the

SP anomalies obtained by the BMO and MBMO
optimizers under the four-source assumption are
shown in Figure 13. It is clear that the MBMO
outperformed the BMO again regarding data-fitting
performance. In Figure 13, the four structures esti-
mated with MBMO are shown in blue. The four-
source model agrees well with the three-source
model concerning all characteristic parameters ex-
cept for the inclined sheet at the right end of the
profile. This study indicated that drilling works can
be performed first over the three sources located on
the left.

Table 10. Reported solutions for the Neem-ka-Thana anomaly based on a three-source model

Parameters K (mV 9 m2q�1) x0 (m) z0 (m) h (o) q

Biswas (2017)

Source 1 � 28.5 ± 1.4 69.2 ± 3.0 18.8 ± 2.0 88.4 ± 5.8 0.50

Source 2 � 140.0 ± 0.4 138.1 ± 3.6 10.2 ± 3.5 87.9 ± 19.3 1.00

Source 3 � 81.4 ± 2.5 174.6 ± 1.0 16.4 ± 2.0 82.4 ± 0.8 0.50

Sungkono (2020) via MVDE

Source 1 � 77.8 ± 16.1 82.7 ± 4.2 8.9 ± 1.8 147.9 ± 27.0 0.89 ± 0.02

Source 2 � 98.6 ± 110.4 137.9 ± 24.9 23.4 ± 41.4 129.1 ± 52.3 1.5 ± 0.48

Source 3 � 33.4 ± 2.3 176.4 ± 0.4 14.2 ± 0.7 88.7 ± 0.0 0.32 ± 0.01

Sungkono (2020) via lJADE

Source 1 � 100 ± 0.00 81.0 ± 0.6 16.2 ± 2.1 126.2 ± 2.5 0.77 ± 0.02

Source 2 � 199.4 ± 1.8 145.6 ± 1.1 7.6 ± 0.2 180.0 ± 0.0 1.092 ± 0.03

Source 3 � 164.4 ± 2.9 172.2 ± 0.5 28.1 ± 1.3 81.6 ± 1.1 0.59 ± 0.00

Sungkono et al. (2021)

Source 1 � 61.8 ± 11.8 82.2 ± 0.2 10.4 ± 0.3 141.3 ± 2.3 0.80 ± 0.03

Source 2 � 103.9 ± 12.0 143.3 ± 0.2 5.8 ± 0.2 143.1 ± 2.1 1.10 ± 0.03

Source 3 � 40.4 ± 0.5 176.0 ± 0.1 13.7 ± 0.2 88.1 ± 0.1 0.34 ± 0.00

Sungkono et al. (2023)

Source 1 � 35.1 ± 13.5 81.9 ± 0.8 11.3 ± 0.5 133.1 ± 4.0 0.64 ± 0.09

Source 2 � 44.9 ± 68 145.9 ± 0.5 6.2 ± 1.4 154.4 ± 8.5 0.78 ± 0.37

Source 3 � 58.1 ± 10.8 173.5 ± 1.2 16.9 ± 0.6 84.5 ± 3.0 0.4 ± 0.02

Table 11. Model search space for three-source SP model for the Neem-ka-Thana anomaly and the solutions obtained via BMO and

MBMO with uncertainties

Parameters K (mV 9 m2q�1) h (o) x0 (m) z0 (m) q RMSE

Search spaces

Source 1 � 70 to 0 0–266 0–164 0–23 0–1 –

Source 2 � 90 to 0 0–309 0–292 0–12 0–2

Source 3 � 116 to 0 0–169 0–347 0–34 0–1

BMO solution

Source 1 � 32.5 ± 1.0 109.2 ± 10.6 75.5 ± 4.0 12.5 ± 1.1 0.642 ± 0.020 5.8 ± 0.7

Source 2 � 42.7 ± 5.1 119.5 ± 6.6 153.5 ± 15.3 6.2 ± 0.6 0.683 ± 0.092

Source 3 � 55.3 ± 1.3 83.2 ± 2.6 176.8 ± 2.6 17.5 ± 0.4 0.436 ± 0.014

MBMO solution

Source 1 � 38.3 ± 10.9 133.5 ± 0.0 82.1 ± 0.1 13.0 ± 2.5 0.649 ± 0.051 2.6 ± 0.0

Source 2 � 40.5 ± 4.4 154.2 ± 0.5 146.0 ± 0.0 5.9 ± 0.2 0.766 ± 0.033

Source 3 � 57.1 ± 1.6 84.5 ± 0.0 173.5 ± 0.0 17.0 ± 0. 0.406 ± 0.005
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KTB Anomaly, Germany

The KTB SP anomaly digitized with an interval
of 20 m is shown in Figure 11. We used the anomaly
between 20 and 1740 m of the profile, observed near
two KTB boreholes (Stoll et al., 1995). According to
the drilling results, the occurrence is closely related
to buried and steeply inclined sheet-like graphitic
masses (Bigalke & Grabner, 1997). The anomaly
contains two sharp and negative peaks with different
amplitudes, indicating the possible location of the

sources. Using a simple polarized two-sheet model,
the KTB anomaly was analyzed previously with
various global optimization methods, including
VFSA (Biswas, 2017), WOA (Gobashy et al., 2020),
MVDE (Sungkono, 2020), lJADE (Sungkono,
2020), BOA (Essa et al., 2023), and hybrid DE/PSO
(Hosseinzadeh et al., 2023). The model parameters
obtained from these previous studies are listed in
Table 13. Following their works, we applied the
BMO and MBMO procedures to the KTB anomaly,
with the search space ranges given in Table 14. The
parameters for the inversion remained unchanged
compared to the three field experiments above.
Figure 11 illustrate the dynamic optimization pro-
cesses. Both optimizers identified coherent SP
anomalies concerning the visual assessment. The
convergence behaviors of two algorithms are shown
in Figure 12. The blue (left axes) and black curves
(right axes) represent the obtained meanRMSEs and
the inversion uncertainties that change against the
400 iterations. The widths of the gray boxes in Fig-
ure 12 mark the convergence phase of two algo-
rithms. The BMO and MBMO required more than
250 iterations to reach the convergence state. When
considering the calculated data misfits with the
STDs marked, it is clear that the MBMO algorithm
showed better performance. This result can also be
observed in the calculated RMSEs with uncertain-
ties listed in Table 14.

Estimated mean model parameters with per-
turbations of the BMO and MBMO derived from
the sorted and thresholded results are given in Ta-

Table 12. Model search space for four-source SP model for the Neem-ka-Thana anomaly and the solutions obtained via BMO and MBMO

with uncertainties

Parameters K (mV 9 m2q�1 or mV) h (o) x0 (m) z0 (m) q or a (m) RMSE

Search spaces

Source 1 � 62 to 0 0–266 0–164 0–23 0–1 –

Source 2 � 90 to 0 0–360 0–293 0–12 0–2

Source 3 � 116 to 0 0–169 0–347 0–34 0–1

Source 4 � 15 to 0 0–360 0–590 0–22 0–12

BMO solution

Source 1 � 29.8 ± 1.6 124.3 ± 2.7 80.6 ± 1.8 11.1 ± 0.7 0.657 ± 0.032 4.6 ± 0.4

Source 2 � 44.6 ± 1.2 159.1 ± 9.5 144.0 ± 4.2 6.4 ± 0.1 0.745 ± 0.005

Source 3 � 57.9 ± 0.2 83.2 ± 0.3 172.8 ± 1.6 17.4 ± 0.8 0.419 ± 0.003

Source 4 � 7.1 ± 0.1 220.9 ± 10.4 304.0 ± 20.5 10.4 ± 0.5 5.83 ± 0.20

MBMO solution

Source 1 � 33.2 ± 4.7 130.4 ± 3.6 81.7 ± 0.6 11.2 ± 0.3 0.637 ± 0.037 1.4 ± 0.0

Source 2 � 46.5 ± 2.9 181.5 ± 5.1 147.2 ± 0.6 6.1 ± 0.4 0.847 ± 0.025

Source 3 � 62.8 ± 4.3 85.2 ± 0.9 173.8 ± 0.7 18.9 ± 0.5 0.426 ± 0.01

Source 4 � 7.7 ± 0.4 233.6 ± 8.0 296.1 ± 0.6 7.3 ± 0.6 3.43 ± 0.46

Table 13. Reported solutions for the KTB anomaly based on a

two-sheet model

Parameters K (mV) x0 (m) z0 (m) h (o) a (m)

Biswas (2017)

Source 1 73.5 998.6 371.8 139.6 524.6

Source 2 79.0 1472.1 298.2 134.2 394.8

Gobashy et al. (2020)

Source 1 58.6 632.7 468.5 40.0 739.248

Source 2 54.5 1173.6 308.2 153.8 655.924

Sungkono (2020) via MVDE

Source 1 75.0 505.5 447.1 79.1 429.13

Source 2 120.1 1225.0 134.8 104.0 128.86

Sungkono (2020) via lJADE

Source 1 67.1 500.0 557.0 80.0 530.23

Source 2 91.7 1271.1 154.2 117.8 149.84

Essa et al. (2023)

Source 1 72 400 380 75 350

Source 2 80 1370 275 120 360

Hosseinzadeh et al. (2023)

Source 1 55.4 511.3 666.7 83.4 651.00

Source 2 73.6 1348.5 193.5 129.1 232.88
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ble 14, which agree with the drilling results and were
highly consistent with the study of Hosseinzadeh
et al. (2023). Figure 13 further validates data-fitting
performance of the MBMO algorithm by comparing
the calculated SP responses reported in the litera-
ture. The estimated two anomalous sheets with dif-
ferent amplitude factors and geometries utilizing the
MBMO optimizer can be also seen in Figure 13. This
real data case confirmed that the BMO algorithm
modified with novel strategies copes better with the
SP inversion problem.

Uncertainty Analyzes for Real Data Cases

Post-inversion uncertainty Analyzes were car-
ried out to understand the validity of the inversion
results of the field data cases and to investigate the
robustness of two optimizers. As the Analyzes in
theoretical cases, the model parameter sets obtained
from the 30 independent runs were sorted from best
to worst RMSEs. Due to the different model
assumptions used in some field applications, the
model parameter set related to the two-source
model for the Süleymanköy anomaly and the four-
source model for the Neem-ka-Thana anomaly were
used for these Analyzes. The parameter An was
used again to control the number of sorted model
parameter sets to be averaged. Figure 14 displays the
mean responses calculated with different An values.
Only minor differences can be seen in the outputs of
the MBMO optimizer, i.e., the MBMO is not sen-
sitive to the increment of An. However, the per-
formance of the BMO weakened significantly when
using larger An values regarding the four real
anomaly applications. This finding coincided well
with the relatively high inversion uncertainties for

the four field anomalies. This indicated that the
BMO has a higher probability of obtaining inaccu-
rate solutions, which makes it less robust than the
MBMO. In addition, Figure 14 demonstrates the
superiority of the MBMO in the anomaly fitting
process, regardless of the An value. This situation
clearly highlighted the need to sort the model
parameters obtained by multiple runs according to
their misfits and generate the final mean solution
within a small misfit range (e.g.,, An = 2). The model
parameter solutions obtained with the BMO for the
real data experiments would be worse if we aver-
aged the model parameter sets obtained from all
independent runs. Based on the real data inversion
results and uncertainty appraisal analysis, it is clear
that the MBMO algorithm performed better by
using the three proposed strategies in the global
exploration and local exploitation steps.

DISCUSSION ON QUALITATIVELY
DETERMINING THE QUANTITY
OF CAUSATIVE SOURCES CONTAINED

Prior information about the number of anomaly
sources before the inversion process may constrain
the solutions and lead to more accurate model esti-
mations. Findings from previous geological and/or
geophysical surveys can be used for this purpose.
However, this information may not be available or
sufficient in some cases. Remarkable amplitude
peaks in the observed SP data can be counted to
estimate the number of sources causing the anomaly.
However, this approximation may suffer from low
resolution; some peak signals may be unclear and
unnoticeable, and if the noise ratio is high these
signals may be masked. In addition, the polarization

Table 14. Model search space for two-sheet SP model for the KTB anomaly and the solutions obtained via BMO and MBMO with

uncertainties

Parameters K (mV) h (o) x0 (m) z0 (m) a (m) RMSE

Search spaces

Source 1 0–111 0–167 0–1023 0–1333 0–1302 –

Source 2 0–147 0–258 0–2697 0–387 0–466

BMO solution

Source 1 61.8 ± 1.8 80.9 ± 8.4 499.5 ± 56.1 696.2 ± 16.3 663.6 ± 25.6 44.2 ± 4.9

Source 2 75.3 ± 6.1 136.6 ± 3.1 1361.8 ± 20.1 211.0 ± 25.0 210.3 ± 11.1

MBMO solution

Source 1 55.3 ± 0.3 83.3 ± 0.3 513.0 ± 2.1 666.5 ± 0 649.1 ± 2.6 19.9 ± 0.1

Source 2 73.5 ± 0 129.1 ± 0.2 1348.0 ± 0.7 196.2 ± 2.1 234.0 ± 1.4
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angle affects the shape of the SP response signifi-
cantly, making the peak detection process complex
and challenging to implement. Therefore, we used
the TG technique to address this issue better. TG
anomaly calculated from the horizontal and vertical
derivatives can reduce the polarization angle effect
and sharpen the peaks caused by ore masses with
limited horizontal extension. Some previous studies
incorporated the TG technique into the SP data
inversion problem and obtained promising results
(Biswas, 2019; Srivastava and Agarwal, 2010).
However, this neglects the polarization angle, lead-
ing to an incomplete interpretation instead of di-
rectly inverting the observed SP anomalies.
Therefore, we used the TG technique as a qualita-
tive indicator instead of a quantitative metric. Be-
fore the real data Analyzes, we produced the TG
anomaly of the previously used theoretical noise-

free SP anomaly caused by a four-source model with
the comparison of the TG of the anomaly calculated
by the MBMO. The right axis in Figure 15 shows the
TG amplitudes. The two responses from TG corre-
lated satisfactorily with each other regarding the
general shape and horizontal locations of the four
apparent peaks. There are only minor differences
across the spherical body. Notably, the four peaks
agreed well with the horizontal locations of the four
causative sources. This finding confirmed the feasi-
bility of detecting the peaks of the TG anomaly to
determine the number of source bodies. In addition,
the TG response calculated from the inverted SP
data, which approximates the TG signal derived
from the observed data, also reflected the reliability
of the obtained model parameters.

Figure 16 shows the TG Analyzes for the four
field cases with different properties. All blue solid
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lines illustrate the variation in the observed
anomalies (left axis). The calculated TG responses
of the four real anomalies are shown as gray areas in
Figure 16 (right axis). Due to the computational
process of the derivatives, enhanced short-wave-
length components related to noise content can be
easily seen in these TG responses. The blue area in
Figure 16 shows the computed TG response based
on the single source model concerning the Süley-
manköy anomaly. The light pink area shows the TG
anomaly derived from the three-source model. The
dark orange area shows the calculated TG anomaly
concerning the two-source model. All information
from TG with different model assumptions yielded
only a single peak located over the leftmost source
within Figure 13. This feature confirmed the exis-
tence of the leftmost causative source. The three-
and two-source models produced similar TG re-
sponses compared to the calculated ones. However,
the three-source model should be neglected due to
the lack of obvious peak information to prove the
existence of the second source of the three-source
model. The reason for not discarding the two-source
model is that the right source’s horizontal location
exceeds the measurement line’s range. In addition,
the dark orange region better fits the gray region
than the blue region. Therefore, the two-source
model was the best choice concerning the Süley-
manköy anomaly. As in the case of the Senneterre
anomaly, the two anomalies of TG showed good
coherence. This property confirmed the suitability of
the four-source model used. Nevertheless, only three
peaks were demonstrated within the measurement
line. This situation is the same as for the Süley-

manköy anomaly because the rightmost source
estimated from the fit of the Senneterre anomaly
was also outside the profile. Therefore, combining
the peak information and fitting the two TG re-
sponses guarantees the best inversion performance.

The peaks identified from the calculated TG
anomaly indicated only the number of causative
sources below the survey line. The agreement be-
tween the TG anomalies obtained from the observed
and calculated data sets allowed us to adjust the
selected subsurface model. The result of TG derived
from the four-source model showed better perfor-
mance than the three-source model in terms of the
number of peaks and fitness level in the Neem-ka-
Thana anomaly case. In addition, the TG anomaly
calculated from the observed Neem-ka-Thana
anomaly contains many small peaks, possibly due to
the noise content. Therefore, these relatively small
peaks should be paid attention, as they may lead to
misinterpretations. Ai et al. (2023b) recently pro-
posed a modified non-local means (MNLM) filter
that can be implemented flexibly to suppress the
noise effect by tuning two control parameters if the
observed responses are highly noise-contaminated.
The findings obtained in the KTB case indicated that
the SP anomaly was due mainly to the inclined two-
sheet model. Therefore, when deciding the number
of sources to be used in the inversion, it is helpful to
consider the number of peaks in the TG of the ob-
served anomaly. Additionally, the number of cau-
sative sources can be adjusted by controlling the fit
between the TG amplitudes calculated from the
observed data and model response.
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CONCLUSIONS

The SP method, one of the oldest passive geo-
physical methods, measures naturally-occurring
potential differences produced by the electrochemical,
electrokinetic, and thermoelectric fields of the sub-
surface. This method has proved to be useful for
exploring various ore deposits, and inversion of SP
anomalies can be used to determine some model
parameters. From a mining point of view, knowing
these important model parameter values in advance
can be used effectively in reducing some geological
complexities, and can also provide suitable informa-
tion for decision-making in the early understanding of
ore bodies or deposits. However, most of the geo-
physical inverse problems are complicated due to their
complex mathematical nature caused by the non-

uniqueness and ill-posedness. Thus the inversion
technique to be used for this type of problems should
be effective in the trade-off between global ex-
ploratory and local exploitatory processes. Before
implementation of the inversion procedures, some
modal Analyzes were performed using a theoretical
SP model with multiple sources. Cost function topog-
raphy maps of model parameter pairs showed that the
inverse problem presented here has high complexity,
composite modality and probability of obtaining
model parameters with significant uncertainties, as
expected. Perturbation-based model parameter sensi-
tivity studies performed here also confirmed the find-
ings obtained from modal Analyzes. Thus, we
determined that the reliability of the model solutions
obtained through the inversion procedures should also
be tested by performing some post-inversion studies.
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Considering the mathematically complex nature
of the SP anomaly inversion problem, we developed
some novel strategies and incorporated them into
the recently proposed BMO algorithm, an efficient
nature-inspired and gradient-free global optimizer.
To increase its performance in terms of accuracy and
robustness, we integrated a variable genital length
strategy, a novel barnacle offspring evolving meth-
od, and an out-of-bounds correction approach. The
effectiveness of the MBMO was then tested on
theoretically produced different SP anomaly sce-
narios and on four available field anomalies from
Türkiye, Canada, India, and Germany. Additionally,
some unbiased and fair comparisons with the BMO
algorithm were carried out. The model solutions of
the real data cases obtained by the two optimizers
were interpreted with the findings from previous
geophysical and geological studies. Post-inversion
uncertainty appraisal Analyzes were performed
accordingly to understand the reliability of the
solutions obtained. Considering the inversion per-
formances and uncertainty Analyzes, the MBMO
algorithm performed better than the original ver-
sion. The modifications increased the computational
cost negligibly. Thus, the three novel strategies we
developed for BMO proved useful in the inversion
of SP anomalies caused by ore masses. Moreover,
TG calculation, which enables to mask the effect of
polarization angle on the SP anomalies, provided
beneficial information in determining the number of
causative sources. Apart from the geophysical
problems, experiments on commonly used 11 chal-
lenging benchmark functions confirmed the out-
standing performance of the MBMO in solving
optimization problems with different modalities.
Therefore, it is clear that this modified algorithm is a
promising global optimization tool for solving low-
dimensional geophysical inverse problems, such as
estimating some model parameters of ore masses or
deposits. Additionally, these scheme can be adapted
easily to invert other potential fields such as gravity
and magnetic anomalies.
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study. The bolded parts in the last two columns of
the table are the mean results of the MBMO and
BMO after 30 independent runs, and the unbolded
data are the STDs.

H. Ai et al.

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


B
e
n
ch
m
a
rk

fu
n
ct
io
n

M
a
th
e
m
a
ti
ca
l
e
x
p
re
ss
io
n

M
o
d
e
l
sp
a
ce

G
lo
b
a
l
m
in
im

u
m

B
M
O

M
B
M
O

D
e
Jo
n
g
N
o
.
5

F
1
¼

0
:0
0
2
þ
X25 i¼

1

1

i
þ
ðx

1
�
a
1
iÞ6

þ
ðx

2
�
a
2
iÞ6

 
!

a
¼

�
3
2
�
1
6
0
1
6
3
2

�
3
2
::
:
0
1
6
3
2

�
3
2

�
3
2

�
3
2

�
3
2

�
3
2

�
1
6
::
:
3
2

 
!

[�
6
5
.5
3
6
,
6
5
.5
3
6
]

0
.9
9
8

1
.2
6
8
7
7
6
2
7
7
1
2
7
5
3

0
.9
9
8
0
1
1
0
5
4
3
2
2
4
1
9

0
.3
7
4
3
8
7
1
3
2
4
5
2
4
0
5

2
.2
6
2
3
4
3
4
9
3
2
2
5
5
6
e
�
0
5

A
ck
le
y

F
2
¼
�
a
e
x
p

�
b

ffiffiffiffiffi
ffiffiffiffiffi
ffiffiffiffiffi
ffi

1 n

Xn i¼
1

x
2 i

s
 

!
�
e
x
p

1 n

Xn i¼
1

co
s
cx

i
ð

Þ
"

# þ
a
þ
e
x
p
ð1
Þ

a
¼
2
0
;
b
¼

0
:2
;
c
¼

2
p
:

[�
5
,
5
]

0
0
.0
0
1
1
8
2
6
7
4
0
2
7
9
9
7
8
2

8
.8
8
1
7
8
4
1
9
7
0
0
1
2
5
e
2
1
6

0
.0
0
6
1
2
7
9
0
7
1
3
7
3
8
7
8
8

0

B
u
k
in

N
o
.
6

F
3
¼

1
0
0
ffiffiffiffiffi
ffiffiffiffiffi
ffiffiffiffiffi
ffiffiffiffiffi
ffiffiffiffiffi
ffiffi

x
2
�
0
:0
1
x
2 1

� �
� �

q
þ
0
:0
1
x
1
þ
1
0

j
j

[�
1
5
,
5
]

0
0
.0
5
8
1
1
9
6
8
6
6
4
3
1
0
2
8

0
.1

0
.0
1
2
3
4
7
9
3
6
5
4
7
3
5
1
8

4
.2
3
4
5
0
9
6
4
0
5
6
2
7
8
e
�
1
7

C
ro
ss
-i
n
-t
ra
y

F
4
¼

�
0
:0
0
0
1

si
n
ðx

1
Þs
in
ðx

2
Þe

x
p

1
0
0
�

ffiffiffiffiffi
ffiffiffiffiffi

x
2 1
þ
x
2 2

p
p

� � � �
� � � �

�
�

� � � �
� � � �þ

1

�
	 0:

1

[�
1
0
,
1
0
]

�
2
.0
6
2
6
1

�
2
.0
6
2
6
0
0
1
1
4
5
7
4
7
7

�
2
.0
6
2
6
1
1
7
5
3
4
4
1
0
3

2
.6
9
5
2
2
4
6
1
2
5
8
1
7
1
e
�
0
5

2
.1
3
8
3
3
2
0
0
1
0
6
5
5
7
e
�
0
7

S
ch
a
ff
e
r
N
o
.
4

F
5
¼

0
:5
þ

co
s2

si
n

x
2 1
�
x
2 2

j
j

ð
Þ

½
��

0
:5

1
þ
0
:0
0
1

x
2 1
þ
x
2 2

ð
Þ

½
�2

[�
5
0
,
5
0
]

0
.2
9
2
5
7

0
.2
9
2
8
3
6
4
7
5
2
0
7
7
9
4

0
.2
9
2
5
8
0
8
0
4
2
9
7
4
6
2

0
.0
0
0
5
9
6
0
4
3
8
1
2
5
1
9
0
2
9

3
.9
8
6
0
8
6
2
4
8
0
8
1
1
2
e
�
0
6

S
ch
a
ff
e
r
N
o
.
2

F
6
¼

0
:5
þ

si
n
2

x
2 1
�
x
2 2

ð
Þ�

0
:5

1
þ
0
:0
0
1

x
2 1
þ
x
2 2

ð
Þ

½
�2

[�
5
0
,
5
0
]

0
4
.3
1
8
6
1
9
1
4
9
9
0
7
4
6
e
2
0
5

0

7
.6
6
7
7
6
4
9
2
8
9
3
5
7
6
e
�
0
5

0

R
a
st
ri
g
in

F
7
¼

1
0
n
þ
Pn i¼

1

x
2 i
�
1
0
co
s
2
p
x
i

ð
Þ



�

[�
5
.1
2
,
5
.1
2
]

0
0
.0
0
8
5
2
3
4
7
6
2
0
9
2
4
8
6
1

0

0
.0
1
3
7
7
2
6
4
6
4
5
9
4
8
9
7

0

S
ty
b
li
n
sk
i-
T
a
n
g

F
8
¼

1 2

Pn i¼
1

x
4 i
�
1
6
x
2 i
þ
5
x
i

�
�

[�
5
,
5
]

�
3
9
.1
6
5
9
9
n

�
7
8
.0
5
0
9
9
7
0
0
4
8
5
4
0

�
7
8
.3
3
2
3
2
6
9
6
5
6
7
7
0

0
.9
0
5
7
9
2
2
3
9
9
6
5
6
4
4

5
.7
1
5
5
7
2
6
9
5
8
4
5
0
7
e
�
0
6

M
ic
h
a
le
w
ic
z

F
9
¼

�
Pn i¼

1

si
n
x
i
si
n
2
m

ix
2 i p�

 ;

m
¼

1
0
:

[�
0
,
p
]

�
1
.8
0
1
3

�
1
.8
0
1
2
8
1
1
9
0
8
8
0
6
5

�
1
.8
0
1
3
0
2
9
9
9
1
3
7
7
6

6
.2
1
3
1
5
9
0
6
2
6
3
7
0
8
e
�
0
5

1
.1
9
6
7
0
2
0
3
1
9
2
3
3
3
e
�
0
6

E
g
g
h
o
ld
e
r

F
1
0
¼

�
x
2
þ
4
7

ð
Þs
in

ffiffiffiffiffi
ffiffiffiffiffi
ffiffiffiffiffi
ffiffiffiffiffi
ffiffiffiffiffi
ffiffiffi

x
2
þ

x
1 2
þ
4
7

� �
� �

q

�
x
1
si
n

ffiffiffiffiffi
ffiffiffiffiffi
ffiffiffiffiffi
ffiffiffiffiffi
ffiffiffiffiffi
ffiffiffiffiffi
ffiffi

x
1
�
ðx

2
þ
4
7
Þ

j
j

p
[�

5
1
2
,
5
1
2
]

�
9
5
9
.6
4
0
7

�
7
9
6
.6
5
7
6
7
4
7
2
4
0
1
7

�
9
5
2
.9
6
3
5
0
2
2
6
1
9
7
1

8
7
.9
2
7
4
2
0
1
6
9
1
8
7
9

6
.4
4
2
4
8
1
6
2
8
2
6
1
8
3

S
ch
w
e
fe
l

F
1
1
¼

4
1
8
:9
8
2
9
n
�
Pn i¼

1

x
i
si
n
ffiffiffiffi x i

p
[�

5
0
0
,
5
0
0
]

0
8
7
.7
8
0
5
6
3
0
4
9
9
0
5
6

0
.0
0
0
7
0
1
8
2
8
1
0
0
6
9
3
5
4
7

4
8
.8
3
1
1
9
1
8
7
1
8
0
2
2

0
.0
0
1
0
6
5
2
3
1
8
6
6
2
8
8
6
1

Modified Barnacles Mating Optimizing Algorithm



REFERENCES

Abdelazeem, M., & Gobashy, M. (2006). Self potential inversion
using genetic algorithm. Journal of King Abdulaziz Univer-
sity, Earth Sciences, 17, 83–101.

Abdelazeem, M., Gobashy, M., Khalil, M. H., & Abdrabou, M.
(2019). A complete model parameter optimization from self-
potential data using Whale algorithm. Journal of Applied
Geophysics, 170, 103825.

Abdelrahman, E., El-Araby, H. M., Hassaneen, A., & Hafez, M.
A. (2003). New methods for shape and depth determinations
from SP data. Geophysics, 68(4), 1202–1210.

Abdelrahman, E. M., & Gobashy, M. M. (2021). A fast method
for interpretation of self-potential anomalies due to buried
bodies of simple geometry. Pure and Applied Geophysics,
178, 3027–3038.

Agarwal, B., & Srivastava, S. (2009). Analyzes of self-potential
anomalies by conventional and extended Euler deconvolu-
tion techniques. Computers & Geosciences, 35(11), 2231–
2238.

Ai, H., Alvandi, A., Ghanati, R., Pham, L. T., Alarifi, S. S., Nasui,
D., & Eldosouky, A. M. (2023b). Modified non-local means:
A novel denoising approach to process gravity field data.
Open Geosciences, 15(1), 20220551.
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G. (2017). Amplitude inversion of 2D analytic signal of
magnetic anomalies through differential evolution algorithm.
Journal of Geophysics and Engineering, 14(6), 1492–1508.

El-Araby, H. M. (2004). A new method for complete quantitative
interpretation of self-potential anomalies. Journal of Applied
Geophysics, 55(3–4), 211–224.

Elhussein, M. (2021). A novel approach to self-potential data
interpretation in support of mineral resource development.
Natural Resources Research, 30, 97–127.

El-Kaliouby, H. M., & Al-Garni, M. A. (2009). Inversion of self-
potential anomalies caused by 2D inclined sheets using
neural networks. Journal of Geophysics and Engineering,
6(1), 29–34.

Eppelbaum, L. V. (2021). Review of processing and interpretation
of self-potential anomalies: Transfer of methodologies
developed in magnetic prospecting. Geosciences, 11(5), 194.

Essa, K. S. (2019). A particle swarm optimization method for
interpreting self-potential anomalies. Journal of Geophysics
and Engineering, 16(2), 463–477.

Essa, K. S. (2020). Self potential data interpretation utilizing the
particle swarm method for the finite 2D inclined dike: min-
eralized zones delineation. Acta Geodaetica et Geophysica,
55, 203–221.

Essa, K. S., Diab, Z. E., & Mehanee, S. A. (2023). Self-potential
data inversion utilizing the Bat optimizing algorithm (BOA)
with various application cases. Acta Geophysica, 71, 567–586.

Gobashy, M., & Abdelazeem, M. (2021). Metaheuristics inversion
of self-potential anomalies. Springer GeophysicsIn A. Biswas
(Ed.), Self-Potential method: theoretical modeling and appli-
cations in geosciences. Springer. https://doi.org/10.1007/978-3-
030-79333-3_2.

Gobashy, M., Abdelazeem, M., Abdrabou, M., & Khalil, M. H.
(2020). Estimating model parameters from self-potential
anomaly of 2D inclined sheet using whale optimization
algorithm: Applications to mineral exploration and tracing
shear zones. Natural Resources Research, 29, 499–519.
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