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Abstract Coronavirus pandemic is burdening
healthcare systems around the world to the full capacity
they can accommodate. There is an overwhelming need
to find a treatment for this virus as early as possible.
Computer algorithms and deep learning can participate
positively by finding a potential treatment for SARS-
CoV-2. In this paper, a deep learning model and ma-
chine learning methods for the classification of potential
coronavirus treatments on a single human cell will be

presented. The dataset selected in this work is a subset of
the publicly online datasets available on RxRx.ai. The
objective of this research is to automatically classify a
single human cell according to the treatment type and
the treatment concentration level. A DCNNmodel and a
methodology are proposed throughout this work. The
methodical idea is to convert the numerical features
from the original dataset to the image domain and then
fed them up into a DCNN model. The proposed DCNN
model consists of three convolutional layers, three
ReLU layers, three pooling layers, and two fully con-
nected layers. The experimental results show that the
proposed DCNN model for treatment classification (32
classes) achieved 98.05% in testing accuracy if it is
compared with classical machine learning such as sup-
port vector machine, decision tree, and ensemble. In
treatment concentration level prediction, the classical
machine learning (ensemble) algorithm achieved
98.5% in testing accuracy while the proposed DCNN
model achieved 98.2%. The performance metrics
strengthen the obtained results from the conducted ex-
periments for the accuracy of treatment classification
and treatment concentration level prediction.
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Introduction

SARS virus spread around the world and caused a lot of
panic globally at the end of February 2003 (Chang et al.

J Nanopart Res          (2020) 22:313 
https://doi.org/10.1007/s11051-020-05041-z

This article is part of the topical collection: Role of
Nanotechnology and Internet of Things in Healthcare

N. E. M. Khalifa :M. H. N. Taha
Department of Information Technology, Faculty of Computers &
Artificial Intelligence, Cairo University, Cairo 12613, Egypt

N. E. M. Khalifa
e-mail: nourmahmoud@cu.edu.eg

M. H. N. Taha
e-mail: mnasrtaha@cu.edu.eg

G. Manogaran
University of California, Davis, USA
e-mail: gmanogaran@ieee.org

G. Manogaran
College of Information and Electrical Engineering, Asia
University, Taichung, Taiwan

M. Loey (*)
Department of Computer Science, Faculty of Computers and
Artificial Intelligence, Benha University, Benha 13518, Egypt
e-mail: mloey@fci.bu.edu.eg

RETRACTED A
RTIC

LE

http://crossmark.crossref.org/dialog/?doi=10.1007/s11051-020-05041-z&domain=pdf
http://orcid.org/0000-0002-3849-4566


2020; Chamola et al. 2020). This led to set an alarm
about viruses and their devastating impact in the new
century. The 2019 latest coronavirus was described by
the World Health Organization (WHO) in the form of
2019-nCov (COVID-19) (Singhal 2020; Loey et al.
2020a). The 2019 coronavirus was identified as the
SARS-CoV-2 by the International Committee on Tax-
onomy of Viruses (ICTV) in 2020 (Lai et al. 2020; Li
et al. 2020; Sharfstein et al. 2020). More than 500,000
fatalities in 213 countries and territories were affected
by an outbreak of SARS-CoV-2 before the date of the
published article (Worldometer 2020). The transmission
of coronavirus (person to person) was spreading so fast
for example, in Italy (Giovanetti et al. 2020), US
(Holshue et al. 2020), India (Khattar et al. 2020), and
Germany (Rothe et al. 2020). On 10 July 2020, SARS-
CoV-2 confirmed more than 12 million cases, 6 million
recovered cases, and 550,000 death cases. Figure 1
shows some statistics about recovered and death cases
of COVID-19 (Coronavirus (COVID-19) map 2020).

Generally, most of the publication focus is on the
classification and detection of X-ray and CT images of
COVID-19 (Civit-Masot et al. 2020; Waheed et al.
2020; Narayan Das et al. 2020; Ardakani et al. 2020).
In this research, our focus is on recognizing and detect-
ing a drug to help in healing from COVID-19 and study
a morphological effect of COVID-19. Today, DL is
quickly becoming a crucial technology in image/video
classification and detection (Loey et al. 2020b, c;
Khalifa et al. 2019a). In this paper, a deep learning

model and machine learning methods for the classifica-
tion of potential coronavirus treatments on a single
human cell will be presented. The objective of this
research is to automatically classify a single human cell
according to the treatment type and the treatment con-
centration level. The novelty of this research is using a
proposed classification model based on deep learning
and machine learning for COVID-19 virus treatments.
The remainder of the document is structured appropri-
ately. “Datasets characteristics” includes a summary of
the data set characteristics. “The proposed model” pro-
vides a detailed description of the proposed model.
Throughout “Experimental results”, preliminary find-
ings are recorded and evaluated, and the assumptions
and potential future research are presented in “Conclu-
sion and future works”.

Datasets characteristics

This research conducted its experiments based on the
dataset presented in research (Heiser et al. 2020). The
dataset attribute description is presented in detail in
Table 1. The data are publicly available at RxRx.ai
under the name of “RxRx19a Dataset”. It is a high-
dimensional dataset that analyzes more than 1660 of
FDA-approved drugs in a human cellular model of
SARS-CoV-2 infection and included more than
300,000 recorded experiments. Although the present-
ed data is in vitro screen that represents data from

United States Brazil India Italy Spain Mexico France United
Kingdom

Confirmed 3,165,058 1,759,103 793,802 242,363 253,056 282,283 170,094 287,621

Recovered 951,053 1,152,467 495,512 193,978 150,376 172,230 78,170 151,000

Deaths 135,094 69,254 21,604 34,926 28,401 33,526 29,979 44,602
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Fig. 1 COVID-19 statistics in some countries
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only a single human cell type, this dataset is likely
broadly applicable to other primary human cell
models.

In this research, a subset of data is included in the
conducted research experiments. The subset includes
VERO cells which are a continuous cell lineage de-
rived from kidney epithelial cells of an African green
monkey and human renal cortical epithelial (HRCE)
cells. Both cells were selected along with 10, 30, and
100 treatment concentration level with active SARS-
CoV-2. This subset includes 32 treatments and three
treatment concentration levels with two classes of
cell type. Only 3750 cell records are included in the
experiment carried out in this research.

The proposed model

The introduced model consists of three phases. The first
phase is the preprocessing phase that converts the numer-
ical values of the 1024 cell features to a digital image. The
second phase is the training phase based on machine
learning algorithms for numerical features and deep
convolutional neural networks for the converted image
features. The third phase is the testing phase and the
evaluation of proposed model accuracy for treatment clas-
sification and treatment concentration level prediction.
Figure 2 presents the proposed model structure.

Preprocessing phase

The pre-processing phase includes (1) loading the 1024
features of cells on to computer memory, (2) change the
cell feature original numerical domain that ranges from
− 0.00046466477, 4.508815065 to image range [0, 255]
according to equation (1), (3) construct image by
converting the data vector of 1024 feature cells into a
32 × 32 pixel image according to the pseudocode pre-
sented in Algorithm 1. The result of this phase will be
3750 images. Figure 3 illustrates a set of images after the
pre-processing phase.

Pixel value ¼ Round
feature cell value− −0:00046466477ð Þð Þ

4:508815065
� 255

� �
ð1Þ

where − 0.00046466477 is the minimum cell value and
4.508815065 is the maximum cell value in the 1024
features of cell data and 255 is the maximum value of
the image domain.

Table 1 RxRx19a dataset attributes description

Attribute Description

site_id Unique identifier of a given site

well_id Unique identifier of a given well

cell_type Cell type-tested

Experiment Experiment identifier

Plate Plate number within the experiment

Well Location on the plate

Site Indication of the location in the well where the
image was taken (1, 2, 3, or 4)

disease_condition The disease condition tested in the well (mock,
irradiated, or viral)

Treatment Compound tested in the well

treatment_conc Compound concentration tested (in μM)

Feature 1 to 1024 Feature of the cells (1024 attributes of feature
cells)

Fig. 2 The proposed model structure and phases
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Training phase

The training phase is conducted based on two methodol-
ogies. The first methodology uses machine learning al-
gorithms such as support vector machine, decision trees,
and ensemble algorithms. The second methodology is
depending on deep convolutional neural networks.

Support vector machine

SVM is one of the most common and impressive ma-
chine learning techniques for recognition and regression.
SVM is a functioning algorithm, as shown in equation
(2), where l is the label from 0 to 1, w. a − q is the output,
w and q are the linear category coefficients, and a is the

input vector. Equation (3) will enforce the loss function
that is to be reduced (Çayir et al. 2018; Jogin et al. 2018).

SVM hk ¼ max
�
0; 1−lk w:ak−qð Þ ð2Þ

SVM loss ¼ 1

m
∑
m

t¼1
max 0; htð Þ ð3Þ

Decision tree

The decision tree is the computing classification para-
digm focused on entropy method and knowledge

Algorithm 1: Constructing image from 1024 features of the cell data vector

function construct_Image (v)

Input: v is the 1024 feature cell data vector

Output: g is the output image 

1. begin
2. c =1

3. e=1

4. for i=1 to 1024 step 1 do
5. if i moduls 32 != 0 then 
6. g[c,e]=v[i];

7. e++;

8. else
9. g[c,e]=v[i];

10. e=1;

11. c++;

12. endif
13. end for
14. return g

15. end
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acquisition. Entropy computes the amount of uncertain-
ty in data as shown in equation (4), where CD is the
data, b is the class output, and p(x) is the proportion of q
label. Measuring the entropy gap from results, we cal-
culate knowledge acquisition (KA) as illustrated in
equation (5), where x is the subset of data (Navada
et al. 2011; Tu and Chung 1992).

Entropy CDð Þ ¼ ∑
n

i¼1
−p bið Þ:log

�
p bið Þ ð4Þ

KA ¼ Entropy CDð Þ−∑x∈Dp xð ÞEntropy xð Þ ð5Þ

Ensemble methods

Ensemble methods are algorithms for machine study
that build several classifiers, which is used to identify
new cases in one direction or another through specific
decisions (typically through weighted or unweighted
votes) (Polikar 2012). The used methods are linear
regression (Naseem et al. 2010), logistic regression
(Kleinbaum and Klein 2002), and K-nearest neighbors
algorithm (k-NN) (Mangalova and Agafonov 2014).

We improve our ensemble by equation (6) to achieve
the best outcomes (Xiao et al. 2018).

y ¼ ∑
h

k¼1
αkyk ð6Þ

Deep convolutional neural networks

The structure of the proposed deep convolutional neural
networks is presented in Fig. 4. The proposed DCNN
consists of three main convolutional layers with window
size 3 × 3 pixels, three ReLU layers, and three pooling
layers. The previous layers are used as feature extrac-
tions while two fully connected layers are used as clas-
sification layers. The proposed model for DCNN is a
result of a lot of architecture tuning and tweaking based
on work presented in (Khalifa et al. 2018; Khalifa et al.
2019b; Khalifa et al. 2020; Loey et al. 2020d).

One problem that faces DCNN is overfitting.
Overfitting can be solved by data augmentation (Short-
en and Khoshgoftaar 2019; El-Sawy et al. 2017a, b).
Data augmentation increases the number of images used
for training by applying label-preserving transforma-
tions. Also, it is applied to the training set to make the

Fig. 3 Examples of the converted cell images

Fig. 4 Structure of the proposed model for deep convolutional neural network
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resulting model more invariant to image transformation;
in this work, each image in the training dataset is trans-
formed as follows:

& Reflection around X-axis.
& Reflection around Y-axis.
& Reflection around the X-Y axis.

The augmentation process raises the number of im-
ages from 3750 images to 15,000 images, 3 times larger
than the original dataset. This will lead to a significant
improvement in the neural network training phase. Ad-
ditionally, it will make the proposed DCNN immune to
memorize the data and be more robust.

Testing phase

The testing phase is the phase where the proposedmodel
proves its performance and efficiency. The main goals
of the proposed model are correctly classifying the
treatments based on numerical features by using ma-
chine learning algorithms and correctly classifying the
treatment images of the features based on DCNN. Also,
the prediction of the treatment concentration on every
cell is based on numerical features and image features
using both machine learning and DCNN.

For machine learning, the performance evaluation
will include testing accuracy along with receiver oper-
ating characteristic (ROC) curve under 5k-fold cross-
validation. For DCNN, testing accuracy, precision, re-
call, and F1 score (Goutte and Gaussier 2010) are in-
cluded based on the calculation of the confusion matrix.
The performance metrics are presented from equation
(2) to equation (10).

Testing Accuracy

¼ TruePosþ TrueNeg

TruePosþ FalsePosð Þ þ TrueNegþ FalseNegð Þ
ð7Þ

Precision ¼ TruePos

TruePosþ FalsePosð Þ ð8Þ

Recall ¼ TruePos

TruePosþ FalseNegð Þ ð9Þ

F1 Score ¼ 2*
Precision� Recall

Precisionþ Recallð Þ ð10Þ

Table 2 Treatment classes according to the selected dataset

1-Deoxygalactonojirimycin Darunavir Indinavir Penciclovir

Aloxistatin Dimethyl fumarate Indomethacin Polydatin

Arbidol Favipiravir Lopinavir Quinine

CAL-101 GS-441524 Methylprednisolone-sodium-succinate Quinine hydrochloride

Camostat Haloperidol Nicotianamine Quinine-ethyl-carbonate

Chloroquine Hydroxychloroquine Sulfate Oseltamivir-carboxylate Remdesivir (GS-5734)

Cobicistat Imiquimod Pacritinib Ribavirin

Ritonavir Solithromycin Tenofovir disoproxil fumarate Thymoquinone

Table 3 Testing accuracy using different machine learning algorithms

Family algorithm DT SVM Ensemble

Child algorithm (best-achieved
accuracy)

Fine-Tree (Damrongsakmethee and
Neagoe 2019)

Cubic-SVM (Bagasta et al.
2019)

Subspace discriminant (Hang
et al. 2015)

Average testing accuracy 57.7% 71.5% 72.7%
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where TruePos is the count of true positive samples,
TrueNeg is the count of true negative samples, FalsePos
is the count of false positive samples, and FalseNeg is
the count of false negative samples from a confusion
matrix.

Experimental results

The experiments are implemented using MATLAB
software on a computer server with 96 GB of RAM
and Intel Xeon processor (2 GHz). The following spec-
ifications are selected during the experiments:

& For machine learning algorithms

& Three classifiers are tested (support vector machine,
decision trees, and ensemble).

& Two problems (treatment classification and treat-
ment concentration prediction).

& Dataset is in numerical format.
& 5k-fold cross-validation is selected.
& Testing accuracy along with receiver operating char-

acteristic (ROC) and area under curve (AUC) are
selected as performance metrics.

& For DCNN

& Using the proposed DCNN in “Training phase”.
& Two problems (treatment classification and treat-

ment concentration prediction).
& Dataset is in digital image format.

Fig. 5 ROC curves for treatment oseltamivir-carboxylate using a DT, b SVM, and c ensemble

Fig. 6 Confusion matrix for the proposed DCNN model using feature images
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& Dataset was divided into two sections (70% of the data
for the training process and 30% for the testing
process).

& Data augmentation is applied for treatment classifi-
cation problems.

Fig. 7 Training accuracy with validation loss for the proposed DCNN model

Fig. 8 Examples of the testing accuracy for treatment classification
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& Testing accuracy, precision, recall, and F1 score are
selected as performance metrics.

Treatment classification results

There are 32 classes of treatment according to the subset
selected from the original dataset and they are presented
in Table 2. The treatment classification will be
experimented on by machine learning for numerical
format and DCNN for digital image format.

The first results to be recorded are using classical
machine learning, three classical machine learnings are
selected, and they are DT, SVM, and ensemble. Table 3
presents the average testing accuracy for the selected
machine learning algorithm using 5k cross-validation.

ROC curve is one of the performance metrics for the
machine learning algorithms. An ROC curve is a graph
showing the performance of a classification model at all
classification thresholds using true positive rate and
false positive rate. Figure 5 presents a set of ROC curves
for the different machine learning algorithms for one
treatment oseltamivir-carboxylate. The AUC provides
an aggregate measure of performance across all possible
classification thresholds. The AUC for treatment
oseltamivir-carboxylate using DT was 73% while using
SVM, the AUCwas 84%, and using ensemble, the AUC
was 86%. There are about 96 ROC curves that can be
produced by experimental trails, but there is no need to
repeat the figures for different treatments, and the testing
accuracy can be a good indicator of the quality of the
machine learning algorithm.

Using deep learning architecture, the achieved results
are better than using machine learning algorithms in
terms of testing accuracy and performance metrics.

Using the proposed DCNN model and the conversion
to the image domain with augmentation helped the
model to achieve better results. The achieved testing
accuracy was 98.05%. The recall measure was 95.03%
accuracy. The precision measure was 96.52% accuracy.
The F1 score measure was 95.97% accuracy. The con-
fusion matrix is presented in Fig. 6. It is clearly shown
that using a deep learning model with the conversion to
image domain for features enhanced the testing accura-
cy by 25.35% rather than using an ensemble algorithm
which achieved 72.7% testing accuracy.

The progress of the training phase of the proposed
deep learning model is presented in Fig. 7, which re-
flects the advancement of the training process to achieve
better accuracy; the model has tuned for early stop of the
training if there is no better accuracy achieved in 10
iterations. The batch size was 32 with a learning rate of
0.0001. Examples of testing accuracy along with treat-
ment classification are presented in Fig. 8.

Treatment concentration prediction results

Another goal for the proposed model is to predict the
concentration of the treatment on the cell. The first
direction to investigate the accuracy of the model is by
using a machine-learning algorithm to predict the con-
centration level of treatment. Three concentration levels
are investigated, and they were 10, 30, and 100% con-
centration level. Table 4 presents the testing accuracy of
treatment concentration using DT, SVM, and ensemble
algorithms using 5k cross-validation.

ROC curves and AUC are also extra indicators of the
quality of the classifier. Figure 9 presents the ROC
curves for the different machine learning algorithms
for the different classes of the level of the treatment
concentration of 10, 30, and 100. The SVM and the
ensemble algorithms achieved AUC with 100% which
is a good indicator for the quality of the classifier. Also,
according to Table 3, both classifiers (SVM and ensem-
ble) achieved a testing accuracy with 97.3% and 98.5%
for a three-class problem.

The second direction is to use deep learning to solve
this problem using the same proposed DCNNmodel for
the feature of digital images without using augmenta-
tion. There was no need to use the augmentation process
as the proposed model achieved a good testing accuracy
with 98.2%. Figure 10 presents the confusion matrix for
the level of the concentration level of the potential
treatment. The proposed model with the conversion of

Table 4 Testing accuracy using different machine learning
algorithms

Family
algorithm

DT SVM Ensemble

Child-algorithm
(best--
achieved
accuracy)

Coarse tree
(Damrongsakmet-
hee and Neagoe
2019)

Linear
SVM
(Chang
and Lin
2008)

Bagged
tree
(Banfi-
eld
et al.
2006)

Average testing
accuracy

96.4% 97.3% 98.5%
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features to images achieved 98.2% testing accuracy
along with performance metrics as follows (recall:
87.42%, precision: 99.36%, and F1 score: 93.01%).

For the concentration level, 10% of the achieved accu-
racy was 98.1%, for the concentration level 30%, the
achieved accuracy was 100%. For the concentration level
of 100%, the achieved accuracy was also 100%. The
achieved accuracy for every class reflects the performance
of the proposed DCNN model.

Result discussion

For the treatment classification which includes 32 clas-
ses, the proposed DCNN achieved a superior result if it
is compared with machine learning algorithms in terms

of testing accuracy. The proposed DCNN achieved a
result of 98.05% while classical machine learning such
as DT, SVM, and ensemble achieved 57.7%, 71.5%,
and 72.7%, respectively. The performance metrics sup-
ported the obtained results for the proposed DCNNwith
feature image conversion.

In the treatment concentration level prediction, the clas-
sical machine learning algorithms such as DT and SVM
achieved a near result with the proposed DCNN. The DT
and SVM achieved 96.4% and 97.3%, respectively, while
the DCNN achieved 98.2% in testing accuracy. The en-
semble algorithm achieved a superior testing accuracy
rather than the DCNN and achieved 98.5%. As a general
notice, the classical machine learning algorithm for simple
classification problems such as treatment concentration

Fig. 9 ROC and AUC for machine learning algorithms for the treatment concentration level prediction for a 10, b 30, and c 100 treatment
concentration level
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level prediction which includes three classes. While in
multiclass classification such as treatment classification
which includes 32 classes, the deep learning model proved
its performance and efficiency if it is compared with
classical machine learning.

Conclusion and future works

The coronavirus pandemic is putting healthcare systems
around the world into a critical situation. Until now,
there is a cure for this virus. One of the methods that
can help to defeat this virus is trying approved treat-
ments on human cells as a primary stop to shorten the
gap between treatments and finding an actual cure.
Computer algorithms and deep learning can close that
gap and help in finding a cure. In this paper, a deep
learning model and machine learning methods for the
classification of potential coronavirus treatments on a
single human cell. The dataset selected in work is a
subset of the publicly online dataset on RxRx.ai. The
objective of this research is to automatically classify the
human cell according to treatment and treatment con-
centration levels. The proposed DCNN model and
methodology are based on converting the numerical
features from the original dataset to the image domain.
The proposed model consists of three convolutional
layers, three ReLU layers, three pooling layers, and
two fully connected layers. The experimental results

showed that the proposed DCNN model for treatment
classification (32 classes) achieved 98.05% testing ac-
curacy if it is compared with classical machine learning
such as support vector machine, decision tree, and en-
semble. In treatment concentration level prediction, the
classical machine learning (ensemble) algorithm
achieved 98.5% testing accuracy while the proposed
DCNN model achieved 98.2%. One of the potential
future work is performing same experiments with deep
transfer models such as Alexnet and Resnet50 or even
deeper neural networks to investigate its performance
with used dataset in this research.
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