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Abstract
A notoriously contested subarea of phonological typology is word-prosodic typol-
ogy, which governs suprasegmental structure (such as tone, syllable structure and
stress) at the word level. Within word-prosodic typology, it is widely recognized that
some languages have so-called stress systems while others have lexical-tone systems.
Other languages appear to have intermediate systems, with properties of both stress
and lexically contrastive tone. Certain types of such intermediate systems are at the
core of ongoing theoretical debates on the nature of word- prosodic systems, viz.
language varieties with contrasts between two word tones that are restricted to the
main-stressed syllables of a word, a phenomenon that is often descriptively referred
to as tonal accent. In this paper, we aim to show that exploring tone-accent systems in
detail has the potential to significantly contribute to word-prosodic typology, specifi-
cally concerning the foot as a tool for the analysis of syllable-internal prosodic con-
trasts. The phonology of tonal accent in Franconian (a variety of West Germanic
spoken in parts of Belgium, Germany, and the Netherlands) will be the main piece of
evidence supporting our claims, with a focus on predictable interactions between seg-
mental structure and accentuation. A central implication of our analysis is that tonal
contrasts within syllables can sometimes derive from two types of feet being active
in the same prosodic system. We support the Franconian evidence with analogous
tone-segment interactions in Estonian and discuss the relevance of our claims in the
broader context of word-prosodic typology.
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1 Introduction

Hyman (2009, 213) suggests that “the central goal of phonological typology is to de-
termine how different languages systematize the phonetic substance available to all
languages.” Regarding the how, a notoriously contested subarea of phonological ty-
pology is word-prosodic typology, which governs suprasegmental structure (such as
tone, syllable structure and stress) at the word level. Within word-prosodic typology,
it is widely recognized that some languages have stress systems (English being rou-
tinely cited as a prototype), while others have lexical-tone systems (Mandarin or Thai
being routinely cited as prototypes). Other languages appear to have intermediate
systems, with properties of both stress and lexically contrastive tone. Certain types of
such intermediate systems are at the core of ongoing theoretical debates on the nature
of word-prosodic systems, viz. language varieties with contrasts between two word
tones that are restricted to the main-stressed syllables of a word, a phenomenon that
is often descriptively referred to as tonal accent.

In this paper, we aim to show that exploring tone-accent systems in detail may
significantly contribute to the central goal of word-prosodic typology as defined by
Hyman, specifically concerning the foot as a tool for the analysis of syllable-internal
prosodic contrasts. While feet have been well-established metrical constituents in
the analysis of word stress and rhythm (Hayes 1995, among many others), we argue
that word-prosodic typology has not yet fully embraced their potential regarding the
analysis of tone (accent) oppositions. The phonology of tonal accent in Franconian (a
variety of West Germanic spoken in parts of Belgium, Germany, and the Netherlands)
will be the main source of evidence supporting our claims, with a focus on predictable
interactions between segmental structure and accentuation. A central implication of
our analysis, which we believe is not yet sufficiently recognized in the literature on
word-prosodic typology, is that tonal contrasts within syllables can sometimes derive
from two types of feet being active in the same prosodic system (in our case: two
types of trochees, a moraic vs. syllabic head). We support the foot-based account of
the Franconian facts with analogous tone-segment interactions in Estonian, paying
special attention to disyllabic words with heavy (Q2) initial syllables and superheavy
(Q3) initial syllables. We propose that the typological parallels between Franconian
and Estonian are best accounted for with reference to foot structure.

For a basic illustration of Franconian tonal accent, consider first the minimal pairs
in (1), which are taken from Cologne Franconian, a variety with an opposition be-
tween two tone accents, so-called Accent 1 and Accent 2. The opposition is restricted
to main-stressed syllables of prosodic words; furthermore, all relevant stressed syl-
lables with two sonorant moras (long vowels, diphthongs, short vowels plus coda
sonorants; see Sect. 2 for further discussion) have either Accent 1 or Accent 2 (like
most dialects, Cologne has no accent contrast in syllables with only one sonorant
mora, such as short vowels followed by obstruents). In phrase-medial declaratives,
Accent 1 is realized as an early fall, and Accent 2 as a high-level tone with a fall after
the accent syllable; the precise realization of the accents varies depending on prosodic
(position, level of prominence) and pragmatic (type of utterance) factors (see Sect. 2
for further discussion).



What word-prosodic typology is missing: Motivating foot structure. . .

(1) Three tone-accent minimal pairs from Cologne Franconian (Gussenhoven and
Peters 2004); accent class is indicated with superscripts
a. [da:x1] ‘day.DAT’ [da:x2] ‘day.NOM’
b. [SIN1] ‘certificate.PL’ [SIN2] ‘certificate.SG’
c. [lu:s1] ‘clever’ [lu:s2] ‘louse’

In the current literature on word-prosodic typology, we identify two opposing
trends as to how such tone-accent contrasts “should” be analyzed. Throughout this
paper, we explicate the issue based on work by Larry Hyman and Harry van der
Hulst, which we think represent said positions fairly well, and which in turn provides
a solid baseline for discussion. We note, however, that there certainly are other rele-
vant contributions to the issue, such as work by Hualde (2006, 2012), Gordon (2016)
and Gussenhoven (2018), to name a few.

Arguably the most widespread view on the analysis of tonal accent and related op-
positions, as defended prominently in typological work by Larry Hyman (e.g. 2006,
2009), dictates that tonal differences within stressed syllables must be attributed to
tonal information being stored in the lexicon. This analytical claim is derived from
the observation that word stress appears to be a property of syllables, not of units
below the syllable (such as moras). Hyman argues that we should therefore expect
stress-related contrasts only between syllables, but not within them. Under this ap-
proach, Cologne Franconian would thus have a lexical-tone contrast with (at least)
one accent being stored with tone in the lexicon, as indeed claimed in Gussenhoven
and Peters (2004) and Peters (2006). A different take on word-prosodic typology can
be found in work by Harry van der Hulst (e.g., 2011). Van der Hulst claims that it
is in fact possible to have prominence differences within syllables, represented with
diacritic accent marks on the first versus the second mora of heavy syllables (such as
the first or the second part of a long vowel), contra Hyman’s views. According to van
der Hulst, such accentual differences can be realized as high pitch targets early vs.
late in a syllable.

The foot as a constituent typically does not feature prominently in relevant de-
bates: Hyman discusses feet but largely focuses on their relation to (syllabic) stress,
while van der Hulst’s model of word-level prosody does not include foot structure
at all. We argue here that illuminating the role of the foot as a constituent helps to
better understand the place of tonal accent in word-prosodic typology, which in turn
has the potential to significantly contribute to the discipline in general. Based on a
case study of segment-accent interactions in Franconian and a comparison to existing
foot-based approaches to Estonian ternary quantity (e.g., Prince 1980; Odden 1997;
Prillop 2013, Pri2020??), we claim that at least some tone-accent systems can be an- <ref:??>

alyzed most parsimoniously as an opposition between two types of feet. Elaborating
on earlier work by Köhnlein (e.g., 2016) and van Oostendorp (2017), we differentiate
between uneven trochees (with the first syllable being the foot head, deriving Fran-
conian Accent 1) versus moraic trochees (with the first mora being the foot head, de-
riving Franconian Accent 2). The existence of uneven trochees has sometimes been
contested in the literature (as in Hayes 1995), but relevant structures have also been
considered useful in the analysis of various phonological phenomena (e.g., Mellan-
der 2003). A prime example in our context is the so-called Germanic foot, a trimoraic
foot that can consist of a stressed heavy plus an unstressed light syllable (Dresher and
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Lahiri DreLa91??), comparable to our syllabic Accent-1 foot. For ease of descrip- <ref:??>

tion, we will refer to uneven trochees as syllabic trochees throughout this paper, as
this terminology emphasizes the two different types of foot heads employed in our
analysis, moraic versus syllabic.

Rather than simply suggesting a trade-off in analytical tools (“tones out, feet in”),
we demonstrate that our metrical, foot-based approach can be motivated on the basis
of independent, non-tonal evidence, i.e., additional correlates of accent that we argue
are best analyzed with feet, rather than with tone. In doing so, we agree with Hyman
(2009, 231), who notes that “VERY reduced tone systems. . . may also be metrical,
but that needs to be demonstrated other than by the intuition that culminativity =
accentual” (emphasis in original). While the restriction of one accent per word (cf.
culminativity) may thus be insufficient to conclude that a system is metrical rather
than tonal, the additional correlates we discuss consist of a bundle of phonologically
relevant properties that interact with the accent distribution. The empirical focus of
this paper is on the role of word-medial onset consonants. Consider the examples in
(2), all disyllabic items with stress on the first syllable. This structure is typical of
relevant dialects; with very few exceptions, native monomorphemic words are maxi-
mally two syllables long and always have (stem-) initial stress.1

(2) Interactions of consonant voicing and tonal accent (examples from Aegidien-
berg; Müller 1900, 4)

a. [i:1.z@n] ‘iron’ ∼ [ri:2.s-@n] ‘tear-INF’
b. [Su:1.v@n] ‘push-INF’ ∼ [Su:2.f@l] ‘shovel’

In (2a) and (2b), items with intervocalic voiced consonants receive Accent 1, and
those with intervocalic voiceless consonants receive Accent 2. These examples re-
flect a correlation of accent and the voicing of intervocalic consonants that has been
a hallmark of a large group of dialects (so-called Rule-A dialects), as uncontrover-
sially recognized in, e.g., Nörrenberg (1884); Bach (1921); Gussenhoven (2000);
Schmidt (2002); Köhnlein (2015); Boersma (2017); among many others. Over time,
later changes have obscured the picture in some dialects, but others have retained this
distribution synchronically. While said correlation is “perfect” for Accent 1 in such
dialects (i.e., items with voiced intervocalic obstruent/sonorant always receive Ac-
cent 1), items with intervocalic voiceless consonants typically receive Accent 2, but
some items with intervocalic voiceless obstruents receive Accent 1.2

Comparable phenomena are found in Estonian which, like other Finnic lan-
guages, exhibits a word-medial morphophonological alternation known as conso-

1In this context, the Associate Editor asks about the status of longer borrowed words or loanwords. These
areas are still severely understudied, certainly in the dialects we focus on. Unfortunately, tonal accent
appears to be on its way out in large parts of the area, certainly in younger generations. Based on our
impressions, older speakers are often rather confused or reluctant if they are asked to pronounce loanwords
since they usually do not consider them to be part of their dialect.
2A note regarding terminology: voiceless obstruents in German dialects are often referred to as “fortis”
(because of their relatively “strong” articulation) and realized with aspiration, while voiced consonants are
referred to as “lenis” (because of their relatively “weak” articulation, respectively). Such consonants are
often produced as plain consonants, rather than with true voicing. For ease of exposition, we will (only)
use the widely known labels voiceless/strong and voiced/weak interchangeably, but we could also have
employed fortis and lenis.
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nant gradation. The language also has a ternary length contrast that interacts with
gradation; weak grade forms may either be short (Q1) or long (Q2) while strong
grade forms are overlong (Q3). For illustration, consider the minimal triplet: kabi
[kapi] ‘hoof.NOM.SG’ ∼ kapi [kap:i] ‘cupboard.GEN.SG’ ∼ kappi [kapp:i] ‘cup-
board.PTV/ILL.SG.’ In certain intonational contexts, the contrast between long and
overlong is not only realized by duration, but also by a distinct tonal contrast: Q2
words can exhibit a late fall while Q3 words can exhibit an early fall. As such, the
co-occurrence of consonant alternations with distinct accentual patterns offers an in-
teresting parallel with the Franconian facts mentioned above.

While the Estonian patterns have been treated in, e.g., Prince (1980) and Odden
(1997), relevant accent-segment interactions in Franconian have not featured in the
theoretical discussion to date (at least to the best of our knowledge). As we will argue
throughout this paper, however, we believe that they are particularly informative in
deciding between available analytical alternatives. After discussing the data in more
detail in Sect. 2, we demonstrate in Sect. 3.1 how the patterns can be successfully
analyzed with a foot-based approach to the accent opposition. In addition, we briefly
discuss the fact that this foot-based account is perfectly compatible with existing
metrical analyses of tonal (Sect. 3.2) and durational (Sect. 3.3) correlates of accent
(e.g., Köhnlein 2016). In Sect. 4, we then show that our analysis is also compatible
with a foot-based approach to ternary quantity in Estonian. In Sect. 5, we compare our
approach to alternative analyses with lexical tone (cf. Hyman) or abstract diacritics
(cf. van der Hulst). In Sect. 6, we discuss some implications of our analysis for word-
prosodic typology and phonological theory. Lastly, we conclude the paper in Sect. 7
by discussing the implications of exploring foot-based analyses of tone-accentual
phenomena.

Before we begin our explorations, we note that our foot-based approach to tonal
accent aligns with recent literature that analyzes tonal differences between the ac-
cents in at least some tone-accent systems as oppositions between two different
types of feet, which then leads to different mappings of intonational tones and/or
other surface correlates. In addition to the abovementioned Köhnlein (2016) and
van Oostendorp (2017) for Franconian as well as Prince (1980), Odden (1997) or
Prillop (2013, Pri2020??) for Estonian, this work includes, e.g., Hermans (2012) <ref:??>

and Kehrein (2017) for Franconian, Morén-Duolljá (2013), Iosad (2016a, 2016b) for
North Germanic, Iosad (2015) and Morrison (2019) for Scottish Gaelic, and Köhnlein
(2019a, 2019b) and Köhnlein and Zhu (2019) for Uspanteko. These contributions all
share a common analytical thread, i.e., the role of the foot in accentual oppositions,
even if they do not always agree on the exact same set of representational tools. We
return to this issue at various points throughout the paper, including the conclusion,
where we discuss areas for future research.

2 Background and interactions of voicing and accent

In this section, we first provide some general background on Franconian tonal accent
and then discuss interactions between consonant voicing and accent, the empirical
core of this paper (Sect. 2.1). We end the section by providing the basic tonal melodies
and durational correlates of accent based on the Cologne dialect (Sect. 2.2).
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Fig. 1 The Franconian and tone accent area (marked by dotted line); adapted from Peters (Pet2007??). <ref:??>

Rule A covers the geographically largest part of the area (roughly most German dialects); other dialect ar-
eas are found at the outskirts of the area (particularly in the North East). BEL = Belgium; GER = Germany;
LUX = Luxembourg; NLD = The Netherlands

2.1 General background and voicing-accent interactions

Figure 1 shows the Franconian dialect area, spoken in Belgium, Germany, and the
Netherlands, and approximately located in the center of the Continental West Ger-
manic area. There is solid evidence that tonal accent has been present in Luxem-
burgish at some point, but the present-day language appears to have lost the feature
altogether (Gilles 2002); Cologne (∼ 1.1 million inhabitants) and Aegidienberg (∼
7,000 inhabitants) are our examples of dialects which exhibit segment-accent inter-
actions.3

When and how tonal accent originated is under debate, with different competing
scenarios regarding the emergence of the original system (e.g., Gussenhoven 2000,
2004, 2018; Schmidt 2002; Köhnlein 2013, 2015; Boersma 2017; see Köhnlein 2020
for overview). There is consensus, however, regarding the segmental and metrical
contexts under which tonal accent arose: as originally discovered by Nörrenberg
(1884) and confirmed many times later, certain sounds and sound combinations in

3Inhabitant numbers do not reflect the number of speakers of tonal accent; the number of speakers in these
dialects is unknown but probably much lower than the number of inhabitants, at least in the Cologne case.
Tonal accent appears to be on the decline in many dialects, most certainly in younger generations.
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older stages of the language accurately predict the accents of present-day dialects.4

There is a certain amount of distributional variation between different dialect groups,
the discussion of which would go beyond the scope of this article; for the purposes
of this paper, we focus on the distribution found in Rule A, the geographically most
widespread area, which covers most of the dialects spoken on the German side.

First and foremost, as briefly indicated in the Introduction, the accent opposition
typically requires two sonorant moras in the stressed syllable, i.e., either a long vowel,
a diphthong (both of which we abstractly represent as “VV”), or a short vowel plus
a coda sonorant (“VR”). Which accent these units receive depends on several fac-
tors: most importantly for our purposes, in Rule A, relevant items always receive
Accent 1 if a given form was originally disyllabic and had an originally intervocalic
voiced consonant, i.e., either a voiced obstruent or a sonorant (which we represent
as “D”). Originally disyllabic items typically receive Accent 2 when the intervocalic
consonant was voiceless (“T”). This latter generalization applied to stressed syllables
with originally long high vowels, diphthongs, and short vowels plus sonorants (“R”);
it was overridden, however, by originally long non-high monophthongs, which re-
ceived Accent 1. The diachronic interactions of consonant quality, vowel quality, and
accent are schematized in (3):

(3) Interactions of consonant voicing and tone for Cologne and Aegidienberg
(= Rule A): diachronic distributional generalizations

a. VVD@, VRD@→ Accent 1
b. VVT@, VRT@→ Accent 2, unless. . .
c. VV = non-high long monophthong → Accent 1

While these voicing-accent interactions are regular from a historical perspective,
later changes have obscured the Rule-A distribution in various dialects: on one hand,
a general tendency to lenite obstruents word-medially has neutralized the difference
between voiced and voiceless obstruents towards the voiced member in some but,
crucially, not all dialects. Moreover, various vocalic changes across dialects (mostly
lengthening, but also raising, lowering, diphthongization, monophthongization, cen-
tralization) have generally obscured interactions of vowel height and accent, which
renders the generalization in (3c) synchronically obsolete. To give an example, the
item [SlO:1f@] ‘to sleep’ has Accent 1 in Cologne because the form derives from Mid-
dle High German slâfen, and the long, non-high monophthong triggered Accent 1 by
virtue of the diachronic rule in (3c). This rule, however, is probably best regarded as
synchronically opaque, one reason being the existence of originally short, but now
lengthened vowels with the same quality that receive Accent 2: a case in point is the
Cologne item [SlO:2s] ‘lock, castle,’ which derives from a MHG short vowel (length-
ening before a fricative, as per Münch 1904, Sect. 37; cf. MHG sloz). It is certainly
possible that at some point in the history of the opposition, Accent 1 on old long
mid and low vowels was indeed synchronically predictable (Köhnlein 2011, Sect. 7.4
proposes a synchronic analysis of such a stage), but we are not aware of any modern
dialect where later vocalic changes have not obscured this regularity. Therefore, we

4Alternatively, one could use some other suitable reference system, such as West Germanic.
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assume that Accent 1 in items with intervocalic voiceless obstruents is synchronically
exceptional.

Among the dialects with non-neutralized word-medial obstruents are Cologne
and Aegidienberg. Both dialects display the characteristics expected based on the
diachronic facts: (i) disyllabic words with word-medial voiced consonants (voiced
obstruents, sonorants) always receive Accent 1; and (ii) disyllabic words with word-
medial voiceless consonants typically receive Accent 2 but may also receive Accent
1 (if they derive from originally long non-high vowels); recall that monomorphemic
words are usually maximally disyllabic and have initial stress. These generalizations
are explicitly discussed by Müller (1900, Sect. 3) for Aegidienberg and Münch (1904,
Sect. 20, 21) for Cologne. Some examples are given in (4); all examples are tran-
scribed from the original sources into the IPA to increase readability.

(4) Interactions of consonant voicing and tone for Cologne and Aegidienberg
a. Cologne (Münch 1904)

[o:1G@] ‘eye’ [lo:2f@] ‘run-INF’
[lO:1G@] ‘site-PL’ [stri2:f@] ‘stripe-PL’
[fre:1z@] ‘freeze-INF’ [ri:2s@] ‘tear-INF’
[drø:1m@] ‘dream-INF’ [Sli:2s@] ‘split-INF’
[be:1d@] ‘bid-INF’ [ma:2x@] ‘do-INF’

b. Aegidienberg (Müller 1900)
[i:1z@n] ‘iron’ [ri:2s@n]‘tear-INF’
[Su:1v@n] ‘shove-INF’ [Su:2f@l] ‘shovel’
[ja:1G@n] ‘hunt-INF’ [kla:2f@n] ‘gossip-INF’
[ly:1n@n] ‘pay-INF’ [la:2x@n] ‘laugh-INF’

Regarding expected synchronic exceptions to the generalization, certain items like
[SlO:1f@] ‘to sleep’ have Accent 1 in Cologne: the form derives from Middle High
German slâfen, and the long, non-high monophthong triggered Accent 1 by virtue
of the synchronically opaque Rule in (3c). In addition to these expected exceptions,
the relevant sources indicate that some additional cases have arisen over the cen-
turies where we find Accent 2 instead of the expected Accent 1. Such exceptions,
however, are largely morphologically conditioned: as observed in Frings (1916, Sect.
24b), they tend to be found in certain verb tenses or adjectival paradigms (specifi-
cally in comparatives); therefore, they arguably do not constitute exceptions to au-
tomatic phonology. For Aegidienberg, Müller (1900, 12) discusses that comparative
forms of adjectives receive Accent 2 even if the word-medial consonant is voiced,
an example being [Sy:2n@r] ‘more beautiful’; he does not mention any further ex-
ceptions. For Cologne, however, Münch (1904) appears to transcribe some apparent
non-morphological exceptions.5 At least in part, however, these appear to be mistran-
scriptions. For example, [hœ@n@r] ‘horns,’ which should receive Accent 1 according
to Münch’s generalizations because of the voiced intervocalic nasal, is once tran-
scribed with Accent 2 (Münch 1904, 36) and once with Accent 1 (Münch 1904, 19);
the word [bro:d@r] ‘brother,’ which also should receive Accent 1, is once transcribed
with Accent 2 (Münch 1904, 143) and three times with Accent 1 (Münch 1904, 55,

5Some of the relevant items in Münch’s grammar have been pointed out to us by Paul Boersma (p.c.).
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and twice on page 187). A few words, such as [Sni:d@r] ‘tailor,’ are transcribed only
with Accent 2 (Münch 1904, 42, 53, 90) and thus potentially look more like ‘true’
exceptions.6 Such cases are scarce, however, and Münch (1904, 17) himself explic-
itly states that “all long vowels before a voiced consonant and a following unstressed
syllable receive the double tone” (= Accent 1; our emphasis and translation).7 For
these reasons, we do not regard this as problematic for our approach—note also that
Münch’s (incomplete) index contains no less than 1,200 items. In summary, the di-
achronic distribution of voicing-accent interactions in (3) has been generally pre-
served in the synchronic Cologne and Aegidienberg systems, which we restate in a
general manner in (5); the relevant interactions will be formalized in Sect. 3.

(5) Interactions of consonant voicing and tonal accent for Cologne and Aegidien-
berg: synchronic distributional generalizations

a. VVD@, VRD@→ Accent 1
b. VVT@, VRT@→ Accent 2, unless exceptionally specified for Accent 1

In addition, minimal pairs without a second (schwa) syllable, such as [lu:s1]
‘clever’ vs. [lu:s2] ‘louse,’ as shown in (1), will require lexical specification of Accent
1, as their accentuation is not predictable from the segmental content. The analysis of
such items will be addressed in Sect. 3.4.

2.2 Tonal and durational correlates

The contrast between the Franconian tone accents is most robustly attested in so-
called nuclear syllables but often lost in less prominent positions. In intonational
phonology, the notion of a nuclear syllable roughly refers to the syllable that carries
maximal prominence in an intonational phrase (under focus). Nuclear syllables can
be phrase-final (i.e., located at the right edge of a phrase) or non-final (not located at
the right edge of the phrase); they can of course also be phrase-initial, but this po-
sition is not relevant for our purposes. For instance, the English intonational phrase
Did you see Justin? can be used to inquire about a person with that name (underlining
indicates focal prominence). Typically, such yes-no questions will be produced with
rising, so-called interrogative intonation that starts on Jus-, the stressed syllable of the
name Justin; Jus- is therefore the non-final nuclear syllable of an interrogative phrase
(-tin being the phrase-final syllable). In the hypothetical response statement No, I only
saw Ruth!, Ruth is a phrase-final nuclear syllable of the declarative phrase I only saw
Ruth!, which will typically be marked with falling, so-called declarative intonation.
All non-nuclear syllables are either in pre-nuclear or post-nuclear position, respec-
tively: in the utterance I saw Ruth yesterday, I saw would thus be pre-nuclear, Ruth
nuclear, and yesterday post-nuclear.

6Münch marked accentuation and vowel length with diacritics that are not part of German orthography.
For that reason, it is also conceivable that (at least some of) these inconsistencies and possible exceptions
may have arisen during typesetting, rather than being attributable to the author (whose descriptions are
generally very thorough). Note also that Münch’s publisher did not specialize in publishing linguistics
books, at least not at the time.
7German original: Den Doppelton haben alle langen Vokale vor stimmhafter Konsonanz mit folgender
tonloser Silbe.
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Fig. 2 Idealized tonal contours in Cologne (Rule A), focus, non-final position; accent syllable with nuclear
tone-accent contour unshaded, overall post-nuclear contour shaded; relatively wider unshaded box for
Accent 2 indicates longer duration of Accent 2

In line with this terminology, Fig. 2 shows idealized tonal realizations of Accent
1 and Accent 2 in Cologne in non-final nuclear syllables of declarative and inter-
rogative intonational phrases. The respective tone-accent syllables with Accent 1 or
Accent 2 are unshaded, while the shaded post-nuclear contours represent the gen-
eral tonal melody after the accent syllables. The precise length/duration of this final
stretch varies depending on how much phonological material follows the accented
syllable (from one syllable to several post-nuclear items), but the general shape of
the pitch contour towards the end of the phrase will be the same. The depictions of
the tonal contours are based on acoustic analyses of three minimal pairs from six
speakers discussed in Gussenhoven and Peters (2004, Sects. 3, 4) and Peters (2006,
Sect. 2), and they closely resemble idealized tonal contours used in earlier work (e.g.,
Gussenhoven and Peters 2004, 276; Peters 2006, Figs. 11, 12; Riad and Peters 2021,
Fig. 18.6). There is prosodically conditioned variation in the realization of the accents
across and within dialects (the latter due to pragmatic factors and interactions with
boundary tones that mark the edges of intonational phrases; see Köhnlein 2011 for
overview), but the contours in Fig. 2 are widely attested across Rule-A dialects and
can be considered default realizations of the accents.

Regarding the phonetics of Cologne tonal accent, Gussenhoven and Peters (2004)
and Peters (2006) investigated f0, intensity, and duration of accent syllables. While
intensity could not be shown to be a consistent correlate (Gussenhoven and Peters
2004, 253), both f0 and duration generally contribute to the realization of the accen-
tual contrast. As can be observed in Fig. 2, the default tonal contours for Accent 1
are an early fall in nuclear declaratives and an early rise in nuclear interrogatives;
Accent-2 tonal movements, on the other hand, have a similar shape but occur rel-
atively later: in declaratives, we can observe high level pitch in the nuclear accent
syllable and a late fall into the post-tonic contour (shown as grey-shaded in Fig. 2);
conversely, we find low level pitch followed by a late rise for Accent-2 nuclear inter-
rogatives. Gussenhoven and Peters (2004, 263) note that “if we abstract away from
timing differences, there are no pitch movements which are unique to either accent”:
accordingly, the tonal difference between Accent 1 and Accent 2 in Cologne lies in
the temporal alignment of the pitch contours—relatively early movement corresponds
to Accent 1, relatively late movement to Accent 2. The juxtaposition of declarative
and interrogative contours also indicates that there is no stable tonal realization of the
accents across pragmatic contexts: both Accent-1 and Accent-2 syllables can start
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either with high or low pitch, as well as end with high or low pitch. This issue will
become particularly important when we compare different approaches to the analy-
sis of predictable interactions between accent and word-medial consonant voicing in
Sect. 5.

In addition to f0 differences in nuclear syllables, Cologne shows a consistent du-
rational opposition between Accent 1 (relatively shorter accent syllable) and Accent
2 (relatively longer accent syllable), a property that is widely attested across tone-
accent dialects (other correlates, such as differences in vowel quality between the
accents, are found in some dialects only). As Gussenhoven and Peters (2004, 257)
state, “rhymes with Accent 2 are longer than otherwise identical sonorant rhymes
with Accent 1 [. . . ] in all positions.” Likewise, Peters (2006, Sects. 2.4, 2.6) reports
that Accent-2 rhymes are significantly longer than Accent-1 rhymes across all con-
texts, the difference ranging from 61.9% to 13.8%. In Fig. 2, the general durational
difference between the accents is indicated with a relatively wider unshaded box for
Accent-2 syllables.8

Importantly, Gussenhoven and Peters (2004) and Peters (2006) show that dura-
tion is the main correlate of the tone-accent contrast in post-nuclear position.9 Peters
(2006, 19) states that “the f0 difference between Accent 1 and Accent 2 [in post-
nuclear position] failed to reach significance.”10 In the absence of a tonal contrast,
however, Accent 2 is still significantly longer than Accent 1; this difference is par-
ticularly pronounced in the final position of a phrase (Peters 2006, 20). Along those
lines, Gussenhoven and Peters (2004, 271) conclude that “the distinguishing phonetic
feature in the realisation of the postnuclear contrast is duration.” The general dura-
tional difference between the accents is shown in (6), where Accent 1 is marked as
long and Accent 2 as overlong:

(6) Durational differences between Accent 1 and Accent 2 in the Cologne dialect
[da:x1] ‘day.DAT’ (long) [da::x2] ‘day.NOM’ (overlong)

In summary, we have discussed that the assignment of accent is largely predictable
from the voicing of intervocalic consonants in some dialects (examples in (4)), and
that Accent 1 and Accent 2 display tonal (shown in Fig. 2) and durational contrasts
(examples in (6)). In the next section, we demonstrate how our foot-based approach
to accent makes it possible to provide a unified analysis of these phenomena.

3 A foot-based analysis

In this section we first analyze interactions between consonant voicing and tonal ac-
cent (Sect. 3.1) and then discuss how our approach derives tonal (Sect. 3.2) and dura-

8Comparable durational differences are also attested in earlier phonetic work by Heike (1962, 1964); for
instance, Heike (1962, 152) characterizes Accent 2 as lang ‘long’ and Accent 1 as halblang ‘half-long,’
the durational difference between the accents ranging from 30% to 55% for different segmental contexts
(Heike 1962, Table IV).
9No durational data are available for syllables that follow the respective accent syllables.
10Gussenhoven and Peters (GusPet2005??, 273–274) report that there can sometimes be minor pitch <ref:??>

differences between the accents in post-nuclear syllables, but they confirm with perception tests that these
pitch perturbations cannot be perceived by native speakers.
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tional correlates (Sect. 3.3) in these disyllabic items. In Sect. 3.4, we discuss how our
analysis extends to overtly monosyllabic words. Section 3.4.1 summarizes the key
aspects of the analysis.

3.1 How consonant voicing influences foot structure

It is a well-established phonological generalization that domain-medial consonants
tend to be “weaker” than consonants at domain edges. For instance, foot-medial on-
set consonants tend to undergo weakening, a phenomenon commonly referred to as
lenition (e.g., Honeybone 2012; Katz 2016 for overview). A well-known example is
so-called flapping in American English, where /t/ and /d/ are neutralized towards a
flap in the onset of unstressed syllables that occur in foot-medial position (e.g., write
vs. writer; Davis and Cho 2003). Generally, foot-medial consonants in Germanic lan-
guages (and elsewhere) tend to be voiced rather than voiceless (e.g., Holsinger 2000;
Smith 2020 for overview). In this subsection, we show that this correlation can suc-
cessfully be utilized to model voicing-accent interactions in Franconian disyllabic
words.

Essentially, we propose that in the Franconian dialects under discussion, word-
medial consonant voicing regulates foot structure: on one hand, words with word-
medial voiced onsets receive Accent 1, as the foot naturally spans across voiced,
“weak” consonants. On the other hand, words with word-medial voiceless onsets
typically receive Accent 2 since the voiceless, “strong” consonants in question are
preferred at domain edges, and block foot formation across two syllables. Our anal-
ysis assumes the default metrical representations in (7). Accent 1, on the left side,
shows an item with a word-medial voiced consonant, which results in a disyllabic
foot in the dialects in question. Accent 2, on the right side, shows an item with a
word-medial voiceless consonant, which blocks the formation of a foot across that
consonant, thus preventing a strong consonant from occurring in a foot-medial onset,
a position that prefers weaker consonants. The second syllable of the Accent-2 item
is unparsed by the foot and links directly to a higher node, presumably the prosodic
word (not shown in (7)).

(7) Influence of consonantal strength on foot structure in Franconian for Cologne
[i:1.z@] ‘iron’ ∼ [ri:2.s-@] ‘tear-INF’

While such interactions between foot structure and consonant voicing are per-
fectly in line with typologically based predictions, we note that it has sometimes
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been claimed that lenition is always a “top-down” process and should not occur in
a “bottom-up” fashion (e.g., Blumenfeld 2006; Rasin 2016). This view thus predicts
that certain prosodic positions (such as foot-medial onsets) can influence the realiza-
tion of segments (= top-down) but that segments are not expected to influence foot
structure (= bottom-up). In our analysis, where foot structure is predictable from seg-
mental voicing, these Franconian data would accordingly present counterevidence to
this claim; we return to this point in Sect. 6.1.3.

The interactions we postulate can be straightforwardly modeled in any rule- or
constraint-based framework which does not exclude the possibility that segmental
structure can influence metrical structure. Unless stipulated otherwise, mainstream
constraint-based theories like Optimality Theory (Prince and Smolensky 1993) even
predict that such interactions should be possible by virtue of constraint reranking. We
demonstrate below how relevant patterns can be expressed in OT.

First, the OT formalization requires some constraint against strong consonants
in foot-medial position. Such constraints are regularly used to model different leni-
tion patterns, but there are ongoing debates regarding the question how to express
cross-linguistically observed patterns in the most parsimonious way (e.g., Smith
Smi2009??; Katz 2016). As it is not the goal of our paper to resolve debates on <ref:??>

the OT implementation of consonant lenition, we opt for a basic contextual marked-
ness constraint along the lines of Smith (Smi2009??) that can easily be replaced with <ref:??>

any other constraint from competing frameworks. Furthermore, we assume that the
voiceless obstruents in question are specified with a privative feature [SG] (= spread
glottis) while voiced obstruents and sonorants are underspecified, following Iverson
and Salmon’s (2007) specifications for Standard German. This choice is not crucial
for the analysis – it would be equally possible to model the interactions with other
feature systems, such as binary features. The relevant constraint is defined in (8):

(8) *FOOT-MEDIAL-[SG] (*FM-[SG]): Assign a violation mark for every foot-
medial consonant that is specified for [SG] (spread glottis).

This constraint must outrank PARSE-SYL, a basic OT constraint ensuring that all
syllables are parsed by a foot:

(9) PARSE-SYL: Assign a violation for every syllable that is not parsed by a foot.

These two constraints are sufficient to model predictable interactions of consonan-
tal strength and foot structure. In all tableaux, syllable boundaries will be represented
with periods, and foot structure will be indicated with parentheses. As shown in (10)
for the item [i:1z@] ‘iron,’ foot-medial voiced consonants without a [SG]-specification
will lead to a disyllabic Accent-1 foot, with Candidate (10a) being the winner (vac-
uously satisfying *FM-[SG], satisfying PARSE-SYL). The losing Candidate (10b) fa-
tally violates PARSE-SYL.

(10) Items with word-medial voiced consonants are always footed as a disyllabic
Accent-1 trochee
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While the tableau in (10) does not provide any ranking arguments, (11) demon-
strates for [ri:2s@] ‘to tear’ that *FM-[SG] must outrank PARSE-SYL. This ranking
correctly predicts that items with word-medial voiceless consonants (specified for
[SG]) will be footed as monosyllabic feet (= Accent 2), followed by an unparsed
second syllable, as shown in Candidate (11a); Candidate (11b) with a disyllabic foot
fatally violates highly ranked *FM-[SG].

(11) Items with word-medial strong/voiceless consonants are typically footed as
a bimoraic Accent-2 trochee

As discussed in Sect. 2.1, there is a distinct set of words with etymologically non-
high long vowels that always receive Accent 1, i.e., that surface with a disyllabic
trochee. To account for such items, we employ a claim in van Oostendorp (2005)
and Köhnlein (2011, 2016, 2018): these authors argue based on morphological and
phonological evidence that Accent 1 is the marked accent, which we represent here as
a lexically stored syllabic trochee (we discuss the issue of how to store unpredictable
Accent 1 in underlying representations further in Sect. 3.4 and Sect. 6.2). Following
Köhnlein’s approach, the heads of such underlying Accent-1 feet are protected by a
high-ranked faithfulness constraint HEADMATCH-FT (McCarthy 1995, 2000; Köhn-
lein 2011, 2016, 2018; Köhnlein and Zhu 2019; Morrison 2019), stated in (12).11

When HEADMATCH-FT is undominated, it will thus preserve any disyllabic trochee
in the input, even if that implies a violation of *FM-[SG].

(12) HEADMATCH-FT: Assign a violation mark for every element that is a foot
head underlyingly but is not a foot head on the surface.

Importantly, forms such as [SlO:1f@] indicate that the segment-accent interactions
in question must be bottom-up, rather than top-down. If this were top-down lenition,
we would expect [SlO:1f@] to either surface with Accent 2 (*[SlO:2f@]) or with Accent
1 and a lenited intervocalic consonant (*[SlO:1v@]). To formally block lenition of /f/
to [v], we introduce another basic OT constraint, a faithfulness constraint preserving
the feature [SG]:

(13) MAX-[SG]: Assign a violation mark for every feature [SG] in the input that
is not present in the output.12

The relevant interactions are demonstrated in (14) for the item [SlO:1f@] ‘to sleep.’
Candidate (14a) wins because it preserves the disyllabic foot that is present in the
input (= Accent 1) as well as the voicing quality of the foot-medial consonant, even

11Formally, we restrict faithfulness to maximal heads, an issue that we do not address here any further but
plan to discuss in more detail in future work.
12As observed by a reviewer, this constraint does not explicitly rule out the possibility of a delinked feature
reassociating to another segment, which could be resolved in various ways (the reviewer suggests replacing
MAX with IDENT). As this issue is not at the core of our argument, we will not discuss it any further here.
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Fig. 3 Idealized tonal contours in Cologne (Rule A), focus, non-final position; nuclear contour unshaded,
overall post-nuclear contour shaded. (Repeated from Fig. 2)

though the candidate violates lower-ranked *FM-[SG]. Candidate (14b), on the other
hand, has the preferred ‘default foot’ that does not span across a voiceless obstruent;
however, since its foot head is the first mora but not the first of two successive syl-
lables, it fails to preserve the syllabic foot head in the input, which leads to a fatal
violation of HEADMATCH-FT. Lastly, Candidate (14c) preserves the disyllabic foot
and satisfies *FM-[SG] but violates undominated MAX-[SG].

(14) Items with word-medial strong/voiceless consonants and lexically stored
syllabic trochees surface with Accent 1

To summarize, this subsection has shown how voicing-based footing can be for-
mally accounted for and demonstrated that the interactions in question can be for-
malized with standard OT mechanisms. In the next subsection, we discuss how foot
structure affects the realization of intonational tones.

3.2 How foot structure influences tone

As shown in Sect. 2.2, Accent 1 and Accent 2 in Franconian have contrastive tonal
melodies (hence the label tonal accent). Following Köhnlein (e.g., 2011, 2016, 2017,
2018) and van Oostendorp (2017), we analyze the relevant tonal oppositions as di-
verse mappings of the same intonational input tones, which, by virtue of being into-
national, are purely postlexical. In other words, the tonal contrast is derived from dif-
ferences in the association of intonational tones to a metrical opposition between two
types of feet, not from the presence of tonal information in the lexicon. To illustrate
our analysis, we focus on the phrase-medial Cologne nuclear contours introduced in
Fig. 2; these contours are repeated for convenience in Fig. 3 (for a detailed analysis
and formalization of the overall Cologne tonal system and other relevant dialects in a
foot-based approach, consider, e.g., Köhnlein 2011, 83–168).

To reiterate, Accent 1 in Cologne in phrase-medial position is realized as
a falling tone in declaratives and as a rising tone in interrogatives; Accent 2
is realized as a high-level tone with a post-tonic fall after the stressed sylla-
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ble in declaratives, and as a low-level tone with a post-tonic rise in interroga-
tives. Applying basic autosegmental principles, we can assume that contour tones
are combinations of two level tones, which means that falls are derived from
H and L in the same syllable, and rises from L and H in the same syllable,
respectively. Along these lines, we can thus generalize that the Cologne sys-
tem preferably allows two tones (HL, LH) in Accent-1 syllables but only one
tone (H, L) in Accent-2 syllables. In Köhnlein’s (e.g., 2011, 2016) approach,
this difference follows from the diverse foot structures for Accent 1 and Accent
2.

Before we can discuss how exactly intonational tones map to foot structure, we
need to introduce some crucial representational differences between bimoraic, mono-
syllabic feet and disyllabic feet; this concerns the level of representation at which the
respective feet branch. In Köhnlein’s approach, foot binarity, the principle responsi-
ble for assigning feet a head and a dependent, is determined at the highest level where
the foot can be binary (e.g., Morrison 2019 uses the same approach to analyze tonal
accent in Scottish Gaelic). Under traditional assumptions in metrical theory, feet can
be either binary at the syllabic level or at the moraic level (Hayes 1995). As we have
argued in Sect. 3.1, Accent 1 corresponds to a disyllabic foot. Since the foot thus
spans two syllables, binarity can be established at the syllable level, with the first
syllable being the foot head and the second syllable being the foot dependent. We
refer to this type of foot as a syllabic trochee (= Accent 1). In (15), left side, head-
edness in syllabic trochees is shown by underlining the foot head, the first syllable;
the second syllable is the foot dependent. Accent 2, on the other hand, corresponds
to a monosyllabic, bimoraic foot. The resulting foot is thus binary at the mora level
but, crucially, not at the syllable level. Accordingly, the first mora is the foot head
and the second mora the foot dependent. We refer to this type of foot as a moraic
trochee (= Accent 2). In (15), right side, this corresponds to the first, head mora being
underlined; the second mora is the foot dependent. Note that all diacritics such as
underlining, superscript pluses or superscript minuses are used for purposes of illus-
tration only; they have no representational status in the theory, both in surface and
underlying representations.

Crucially, the difference in headedness between the two feet has an impact on the
metrical “strength” of the moras in Accent-1 and Accent-2 syllables, respectively.
As shown in (15), left side, in syllabic Accent-1 trochees, both moras in the stressed
accent syllable are dominated by the foot head, the first syllable. We assume that these
moras inherit the strength of the syllabic foot head, which Köhnlein (2011, 2016)
refers to as a head domain. In other words, Accent-1 syllables contain two moras that
are dominated by a foot head, which makes them “strong” at the foot level; in (15),
left side, this is indicated with superscript pluses. The mora in the second syllable is
dominated by the foot dependent and is therefore metrically “weak” (indicated with a
superscript minus). In moraic Accent-2 trochees, on the other hand, the first mora in
the accent syllable is the foot head and strong (= superscript plus), while the second
mora is the dependent and weak (= superscript minus). Along these lines, Accent-1
syllables thus contain two strong moras, and Accent-2 syllables contain one strong
and one weak mora.
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(15) Tonal mapping for Accent 1 (left) and Accent 2 (right), phrase-medial
declarative intonation; here shown for H*L, same principle with L*H

With these representations in mind, the Cologne tonal mapping can be derived as
follows. The basic principle is that in the Cologne dialect, only strong moras license
intonational tones in the accented syllable, and the preferred association is one-to-
one. This then affects the mapping of intonational tones, i.e., of the declarative pitch
accent H*L and the interrogative pitch accent L*H. Since both moras in a stressed
Accent-1 syllable are strong, both tones of the respective intonational pitch accents
(H*L, L*H) can be realized in the accented syllable, leading to a fall (H*L) or a rise
(L*H). As shown in (15), left side, for declaratives, the first tone goes to the first
mora, and the second tone to the second mora. Accent 2, the moraic trochee, only
has one strong mora in the accented syllable, which means that it can host only the
starred tones of the respective intonational melodies (H*, L*). These starred tones
then spread to the second mora (as the tone is already licensed by the first mora, it
can spread). The trailing tones (L, H), on the other hand, have to be realized after
the accented syllable, the precise details of which depend on the structure of the
post-tonic domain (we leave this tone unassociated here, which is not crucial for our
argument). In summary, the fact that tonal movements occur earlier in Accent 1 than
in Accent 2 follows from our analytical claim that Accent-1 feet license two tones
in the accented syllable, and Accent-2 feet license only one tone; crucially, the tonal
input for both accents is identical, an intonational pitch accent (either H*L, as in (15),
or L*H; the principle remains the same).

While we propose that the tonal differences between Accent 1 and Accent 2 de-
rive from a difference between a syllabic and a trochaic foot, we note that this does
not imply that we have to recognize two types of stress – we address this issue
in further detail in Sect. 6.1.1. Our analysis does imply, however, that two types
of feet can be active in the same language, a claim that we motivate further in
Sect. 6.1.2.

3.3 How foot structure influences duration

In addition to the tonal contrast, Cologne Franconian also displays systematic dura-
tional differences between the accents, as do many other Franconian dialects: Accent
2 is substantially longer than Accent 1 (Gussenhoven and Peters 2004; Peters 2006).
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As discussed in Sect. 2.2., these durational differences accompany the tonal contrast
in nuclear position. In post-nuclear position, however, the durational difference be-
tween Accent 1 (long syllable rhyme) and Accent 2 (overlong syllable rhyme) is the
relevant correlate of the opposition, rather than pitch.

The use of durational correlates is a well-known property of many metrical (stress)
systems, and as such perfectly compatible with a foot-based analysis of tonal accent.
To model this aspect of the tone-accent opposition, we assume that a foot in Cologne
Franconian is assigned a certain phonetic duration, which is then distributed across
the elements of the foot (based on Köhnlein 2016); as we discuss in more detail
in Sect. 4, this analysis is inspired by a foot-based approach to ternary quantity in
Estonian (Prince 1980; Odden 1997; Prillop 2013, Pri2020??). In Franconian, the <ref:??>

principle can be applied as follows. Accent 1, the (di)syllabic trochee, distributes the
duration of the disyllabic foot across the head syllable and the dependent syllable.
Accent 2, the monosyllabic, (bi)moraic foot, distributes its duration over only one
syllable, the head mora and the dependent mora. Accordingly, Accent 2, where the
whole duration of the foot is expressed in the accented syllable, thus has a longer
accented syllable than Accent 1, where only some of the duration of the foot is re-
alized in the stressed syllable. This is shown in (16), where the durational differ-
ences in the accent syllable are expressed together with the tonal contrast for declar-
atives.

(16) Tonal and durational correlates of the opposition between Accent 1 (contour
tone, shorter vowel) and Accent 2 (level tone, longer vowel)

3.4 The treatment of overtly monosyllabic words

We have argued that the opposition between Accent 1 and Accent 2 is due to a dif-
ference in foot structure: Accent 1 is a syllabic trochee spanning two syllables, and
Accent 2 is a moraic trochee spanning (only) one syllable. We have argued that this
approach not only successfully captures interactions of word-medial consonant voic-
ing and accent (Sect. 3.1) but also successfully models the tonal (Sect. 3.2) and dura-
tional (Sect. 3.3) correlates of the opposition. However, not all Franconian items with
an accent opposition are overtly disyllabic; recall the examples from (1), which are
repeated in (17), now including the durational opposition:
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(17) Three tone-accent minimal pairs from Cologne Franconian, repeated from
(1)
a. [da:x1] ‘day.DAT’ [da::x2] ‘day.NOM’
b. [SIN1] ‘certificate.PL’ [SIN:2] ‘certificate.SG’
c. [lu:s1] ‘clever’ [lu::s2] ‘louse’

Following Köhnlein’s and van Oostendorp’s work, we assume that Accent-1 items
with one vowel are followed by a catalectic, empty-headed syllable, i.e., by a syllable
with an unpronounced vowel, which is the dependent of a disyllabic foot. In that
sense, Accent 1 only appears to be monosyllabic on the surface, but phonologically
it is a disyllabic unit. We argue that in such cases, a disyllabic foot is lexically stored,
and the empty-headed second syllable is created to ensure its realization as a head.
This is comparable to the storage of syllabic trochees in exceptional disyllabic words
like [SlO:1f@] ‘sleep’ that would otherwise be pronounced with a monosyllabic foot
and Accent 2 (as argued for in Sect. 3.1).

There is independent evidence that disyllabic Accent 1 in words with only one
vowel is the marked structure: for instance, in all morphologically relevant accent
minimal pairs, Accent 1 corresponds to the morphologically more complex category
(as observed in van Oostendorp 2005; see also Köhnlein 2016). Regarding the exam-
ples in (17), we assume that the syllabic Accent-1 trochee is a morphological expo-
nent in (17a) expressing dative, and in (17b) expressing plural, and stored together
with the stem in (17c). We illustrate the derivation of [da:x1] ‘day.DAT’ in (18); cru-
cially, because the foot template requires the trochee to be disyllabic (since the initial
syllable is an underlying head), the resulting item contains a second syllable with an
unpronounced vowel. This makes it possible to faithfully realize the foot template
with a syllabic head, which we represent in written text as /(σ+σ−)/.

(18) Dative derivation in Cologne: /da:x/ ‘day’ + /(σ+σ−)/ ‘DAT’ → [da:x1]

Storing foot templates underlyingly, as we propose here, appears to be at odds with
the traditional assumption that metrical structure cannot be underlying and/or con-
trastive – at least not above the level of the mora (e.g., Krämer 2012 for overview).
This position derives from the observation that syllabification is normally predictable
within a language, and that specifying metrical structure underlyingly appears to pre-
dict the possibility of contrastive syllabification. On the other hand, at least within
OT, the possibility of storing metrical material underlyingly follows from Richness of
the Base (e.g., Prince and Smolensky 1993). Furthermore, underlying metrical struc-
ture is consistent with the concept of homogeneity of inputs and outputs, i.e., the
notion that only objects that can appear in a phonological surface representation can
be present underlyingly, and vice versa (Moreton 1999 for discussion). In that sense,
we believe that directly storing metrical structure is in principle a viable solution in
an approach that employs metrical trees on the surface anyway.
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3.4.1 Summary of our analysis

In this section, we have argued that a foot-based model of Franconian tonal accent
provides a unified analysis of multiple, independent correlates. Our focus has been
on predictable effects of word-medial consonant voicing on accentuation, where we
have shown that utilizing well-known interactions of consonantal strength and foot
structure provides a straightforward account of the relevant patterns. We have demon-
strated that the resulting diverse foot structures are overtly expressed by means of
tonal and durational differences and have shown how these correlates can be ac-
counted for in a foot-based approach. In addition to predictable interactions between
segmental and metrical structure, we have argued that Accent 1 can also be derived
from stored syllabic trochees—this accounts for cases of unpredictable Accent 1 in
disyllabic words with word-medial voiceless obstruents, as well as for overtly mono-
syllabic words that, as we assume, are realized with a catalectic, empty-headed sec-
ond syllable.

4 Parallels to Estonian quantity

In this section we show that our analysis of segmental-accent interactions in Franco-
nian has close parallels to existing foot-based approaches to Estonian ternary quan-
tity, as in Prince (1980), Odden (1997) and, with certain extensions, Prillop (e.g.
2013, Pri2020??); Prince’s original analysis is informed by observations in Hint <ref:??>

(Hint73??) that predated foot-based metrical theory but already contained many rel- <ref:??>

evant ingredients for the analysis. An example of the ternary quantity contrast in
Estonian is provided in (19), taken from Odden (1997):

(19) Ternary quantity in Estonian

a. [sata] ‘hundred’ (Q1)
b. [saata] ‘send-2SG.IMP’ (Q2)
c. [saa:ta] ‘receive-INF’ (Q3)

There is a considerable literature concerning Estonian ternary quantity, including
Hayes (1995), Bye (1997), Ehala (2003), Viitso (2003), Pöchtrager (2006), Spahr
(2016), or Kuznetsova (2018). Here, we focus on foot-based approaches because this
allows for a meaningful comparison to our own analysis of Franconian tonal accent.

The foot-based analysis proposed by Prince, Odden and Prillop is based on the
idea that the contrast between Q2 and Q3 can be attributed to two contrasting
foot structures, rather than to three degrees of phonemic length: Q3 corresponds
to a monosyllabic, bimoraic foot (cf. Accent 2 in our Franconian analysis), Q2
to a disyllabic foot (cf. Accent 1 in our analysis), and Q1 to a disyllabic foot
with a monomoraic first syllable—since Franconian dialects typically do not have
monomoraic stressed syllables, there is no obvious analogue to the Q1-foot. The cor-
responding foot structures are given in (20) for the examples in (19); here, we adopt
Odden’s moraic model of foot structure:
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(20) Foot representations of Q1, Q2 and Q3 in a moraic model (Odden 1997)

To account for the durational differences between Q2 and Q3, Prince (1980) pro-
posed that the duration of monosyllabic Q3-feet is expressed in only one syllable,
leading to “overlength” in the stressed syllable; in disyllabic Q2-feet, the duration
of the foot spreads over two syllables, leading to “normal length” in the stressed
syllable—as noted to in Sect. 3.3, we have adopted this principle to account for the
durational differences between Cologne Franconian Accent 1 (disyllabic foot, nor-
mal length of the stressed syllable) and Accent 2 (monosyllabic foot, overlength of
stressed syllable).

In addition to the durational opposition between Q2 and Q3, certain intonational
contexts also trigger tonal differences between long and overlong syllables: it has
long been observed that the Estonian H*L contour is distributed over two syllables
in Q2, while the locus of the H*L contour is entirely in the first syllable for Q3 (e.g.,
Lehiste 1997; Asu 2004 for overview); we formalize this opposition as shown in
Fig. 4. The fact that the durational contrast can coincide with a tonal opposition be-
tween an early and a late fall is another obvious parallel between Estonian and Fran-
conian. Interestingly, however, the respective tonal melodies in Estonian and Cologne
Franconian are essentially reversed: the longer Q3 in Estonian has a falling tone,
while the longer Franconian Accent 2 has a level tone; conversely, shorter Estonian
Q2 has a level tone, while shorter Franconian Accent 1 has a falling tone. Therefore,
we obviously cannot analyze the tonal mapping in Estonian in the exact same way as
in Cologne Franconian.

Notably, however, there are Franconian dialects that display comparable tonal
melodies to Estonian, an example being Arzbach Franconian: as shown in Köhnlein’s
(2011) fieldwork, the disyllabic Accent-1 foot in Arzbach has a high-level tone (plus
a post-tonic fall) in declaratives, and the monosyllabic Accent-2 foot has a falling
tone, similar to Estonian (and thus the opposite of Cologne). According to Köhn-
lein (2011, 2016), the Arzbach system can be analyzed by assuming that metrically
strong moras, which are linked to the head of a foot, avoid low tone in the dialect,
a pattern found in various other tone systems (*HEAD/L; Kenstowicz 1997; de Lacy
2002)—the trailing L of an H*L melody will thus have to be realized on a weak
mora. The same principle can account for the Estonian mapping of H*L. As we show
in Fig. 4, prohibiting the trailing L from associating to strong moras blocks the low
tone from the stressed Q2 syllable: since the syllable node is the foot head, the two
moras in the strong syllable of the Q2-foot are both strong, so L must link to the weak
mora in the second, dependent syllable. In Q3 syllables, however, the first mora of
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Fig. 4 Tonal mapping in
Estonian in our foot-based
analysis: low tone is avoided on
strong moras

the moraic trochee is the foot head and strong, but the second mora is the dependent
and weak—the low tone can thus link to the second mora in the stressed syllable,
resulting in a falling tone in Q3 syllables.

As briefly mentioned in the introduction, Estonian also features morphophonolog-
ical consonantal alternations that interact with quantity. This is known as consonant
gradation and is characterized by the so-called strong grade (with word-medial fortis
consonants) versus the weak grade (with word-medial lenis consonants). The terms
Q1 and Q2 correspond to the weak grade, while Q3 corresponds to the strong grade.
For the sake of comparison to the Franconian facts, we will focus on the contrast be-
tween Q2 and Q3. Two examples are provided in (21), which shows the inflectional
paradigms of the words [kur:p] ‘sad’ and [teivas] ‘pole.’

(21) Estonian paradigms featuring consonant gradation, taken from Odden (1997,
185)

In a foot-based analysis of Estonian prosody, these gradation facts can be ac-
counted for by stating that post-tonic consonants in the middle of the disyllabic Q2
foot are preferably weak, whereas post-tonic consonants after the monosyllabic Q3
foot are preferably strong (see Prince 1980; Odden 1997 for details of the analysis).
This is shown in (22)—the gradation facts and their interaction with foot structure
are, once again, very similar to what we claim for Franconian. In the disyllabic foot
(22), left, two weak grade words are shown with the weak (so-called lenis) consonant
[v] in foot-medial position and their corresponding tonal melodies mapped to the
disyllabic foot along the lines of Fig. 4. In the monosyllabic foot (22), right, two cor-
responding strong grade words are shown with a monosyllabic foot and its respective
tonal melody mapped to the strong and weak moras of the first syllable. The second
syllable, whose onset is a strong (so-called fortis) consonant [p], remains unparsed
by the foot, as in Franconian Accent 2.
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(22) Interactions of consonantal strength, foot structure and tonal mapping for Q2
(left) and Q3 (right) in Estonian gradation

While the prosodic systems of Franconian and Estonian show striking durational,
tonal, and segmental similarities, there are also some differences regarding the respec-
tive segment-foot interactions: first, Estonian gradation is best treated as “foot-medial
weakening” (Odden 1997, 182), i.e., as a top-down process, rather than as a bottom-
up process where segmental structure influences footing, as we have proposed for
Franconian. Moreover, while the Franconian facts can be shown to be phonologi-
cally motivated, this is not as straightforward in the Estonian situation: as discussed
in some detail in Odden (1997, Sect. 3.4), certain paradigms do not strictly behave
in phonologically regular ways. According to Odden (1997, 185), at least some of
these issues can be resolved by specifying foot structure lexically, which again is
comparable to our stored syllabic feet deriving Accent 1 in items with word-medial
voiceless consonants and in some apparent monosyllables; yet there are also cer-
tain alternations in quantity, such as [seipi] ‘washer.GEN.SG’ with Q2 vs. [sei:pi]
‘washer.PART.SG’ with Q3 that unexpectedly do not show gradation, even though we
do see a change in quantity. Still, the foot-based analysis of the gradation patterns is
successful for many paradigms, and as such the similarity to the Franconian facts is
remarkable.

Second, it is not in all cases trivial to reduce the Estonian ternary quantity op-
position to binary principles, i.e., by attributing the durational difference between
Q2 and Q3 solely to different foot structures: there are certain words that appear to
contain geminates (typically assumed to be moraic in moraic theory; Davis 2011 for
overview) after long or overlong vowels (typically assumed to be at least bimoraic) or
after sequences of short vowels plus sonorants. While the precise representational sta-
tus of these words is not uncontested (Lehiste 1965; Prillop 2013, Pri2020?? for dis- <ref:??>

cussion) and the “correct” representation of geminates is still under debate in phono-
logical theory, it is fair to say that such items do not follow straightforwardly in a
strictly binary analysis of Estonian quantity (though see Prillop 2013, Pri2020?? for <ref:??>

an incorporation of relevant items into the foot-based approach). Yet whatever the
status of such items, they do not affect our main points, including their tonal be-
havior: long Q2 vowels plus a moraic geminate consonant would still contain only
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Table 1 Comparison of Franconian and Estonian foot-based accentual contrasts

Franconian Estonian

Foot-based opposition Disyllabic trochee (Accent 1) vs.
monosyllabic trochee (Accent 2)

Disyllabic trochee (Q2) vs.
monosyllabic trochee (Q3)

Tonal correlates Intonational tones map to two feet in
diverse ways

Intonational tones map to two feet in
diverse ways

Durational correlates Monosyllabic foot contains overlong
accented syllable

Monosyllabic foot contains overlong
accented syllable

Segmental correlates Consonant voicing influences foot
structure

Foot structure influences consonant
voicing

strong moras in the stressed syllable, and hence block the low tone in H*L; overlong
Q3- vowels plus a moraic geminate would still associate the low tone to the foot de-
pendent, the second mora, independent of the representation of the geminate – that
is, the presence or non-presence of a third mora in some cases does not change our
foot-based analysis of the tonal mapping.

In summary, we have aimed to show that our foot-based analysis of Franconian
displays several obvious parallels to the foot-based treatment of Estonian ternary
quantity in Prince (1980), Odden (1997) and Prillop (2013, Pri2020??), which we <ref:??>

believe underscores the typological relevance of our metrical approach to Franconian
tonal accent. We briefly summarize the parallels, as established in this section, in
Table 1.

In the next two sections, we explicitly return to our overarching themes by dis-
cussing the broader relevance of our analysis within word-prosodic typology. In
Sect. 5, we evaluate alternative analyses of Franconian tonal accent that would be
in line with different analytical trends in word-prosodic typology, as identified at the
outset of this paper (lexical tone, diacritic accents). We then discuss the implications
of our approach for word-prosodic typology in Sect. 6.

5 Why a foot-based approach is best suited to model the Franconian
facts

In previous sections, we have demonstrated how our foot-based analysis of tonal
accent allows for a unified analysis of tone, duration and the interaction of word-
medial consonant voicing and accent. In the typological overview literature, we have
identified two generally available alternatives, an approach that relies on lexical tone
(broadly in line with Hyman’s approach) and an approach with diacritic markings
on moras (broadly in line with van der Hulst’s approach). Regarding the lexical-tone
approach, there is ample relevant literature available by Gussenhoven and collabora-
tors; here, we focus on Gussenhoven and Peters’ (2004) and Peters’ (2006) analysis
of the Cologne dialect (Sect. 5.1). Analytical suggestions along the lines of van der
Hulst’s approach can be found in Schmidt (2002) or Boersma (2017, specifically for
an earlier, reconstructed stage of Franconian) but detailed analyses are missing; this
approach will be discussed in Sect. 5.2.
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Fig. 5 Analysis with lexical
tone for the Cologne dialect;
focus, non-final position.
Underlying tonal representation
for Accent 2: /μTμ/ (‘T’ =
unspecified tonal node TLex)

5.1 Franconian tonal accent with lexical tone

Gussenhoven and Peters (2004) (from here, G&P) and Peters (2006) have proposed
a tonal analysis of the Cologne facts, and we will use these analyses as a baseline for
comparison. G&P argue that the Franconian tone-accent opposition is best analyzed
under the assumption that Accent 1 is lexically toneless, and that Accent 2 has a
lexical tone: specifically, for Cologne, they claim that Accent 2 has an unspecified
tonal node TLex on the first mora of Accent 2, i.e., a lexical tone that has no underlying
value. This tone blocks the assignment of a starred intonational tone (H* in H*L,
L* in L*H) to the first mora and forces it to associate with the second mora; the
unspecified TLex then copies the value of this adjacent starred intonational tone. As
shown in Fig. 5, the lexical tone thus surfaces as HLex before H* and as LLex before
L*, respectively. This differentiates Accent 2 with a level tone (HLex H*, LLex L*)
from Accent 1 with a contour tone (H*L, L*H) – since there is no unspecified lexical
tone in Accent 1, no blocking occurs, and both intonational tones can be realized in
the accent syllable. In the nuclear syllable of a phrase, the lexical tone thus first acts as
a blocking device and then creates a (high or low) level tone in the stressed syllable
by copying the value of the following tone, but it does not add an independently
observable tonal target.

The analysis successfully captures the empirical tonal facts, though to the best of
our knowledge, the proposed interactions would make Franconian the only attested
language where intonational pitch accents determine the quality of a lexical tone;
at least, we have not been able to find any discussion of similar interactions in the
literature on, say, tone in tone languages of Asia or Africa. Moreover, recall that
in post-nuclear position, the accent opposition in Cologne is realized by means of
duration, rather than being accompanied by distinctive tonal differences. G&P (2004,
264) attribute the durational contrast to a process that the authors refer to as “tonal
lengthening,” which they describe as “phonetically arbitrary.” In post-focal position,
the unspecified tonal node surfaces solely as extra duration on the syllable rhyme,
without providing a distinctive pitch correlate. Once again, we are not aware of other
languages where the presence of a (privative) lexical tone can be expressed solely in
terms of duration.
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Since our approach to voicing-accent interactions is the first synchronic treatment
of the phenomenon, we cannot provide an analytical comparison to an existing tonal
analysis of the facts. We believe it is fair to note, however, that we find it difficult
to identify a straightforward way to account for these synchronic interactions with
lexical tone. Of course, it is well-known that high tone on vowels and [-voice] in ob-
struents correspond to each other in some tone systems, as do low tone and [+voice]
(e.g., Bradshaw 2000), so tone-segment interactions are certainly not unexpected.
Furthermore, it has also been argued that tone/pitch height can influence voicing of
neighboring obstruents, as argued in, e.g., Calabrese and Halle (1998) for Grimm’s
Law and Verner’s Law. In Cologne Franconian, however, Accent 2, the marked ac-
cent in G&P’s analysis, would be realized as high tone in nuclear declaratives (be-
fore H*), as low tone in nuclear interrogatives (before L*), and as an unspecified
tone in non-nuclear positions (where it surfaces as extra duration only)—the tonal
surface realizations of Accent 2 are thus all over the place and accordingly provide
no basis for postulating any consistent tone-segment interaction. Furthermore, the
lexical tone is assigned to the first mora, and as such it is unclear how it would af-
fect the voicing quality of a consonant that is separated from said lexical tone by an
additional mora and a syllable boundary. Likewise, the tone next to the voiced seg-
ment in Accent 1 is either low in declaratives (on the second mora after H*), high in
interrogatives (on the second mora after L*), or toneless in non-nuclear position—
again, there is no predictable tone associated with the position that is adjacent to the
word-medial consonants in questions, which in turn appears to make it impossible to
attribute the patterns to surface-transparent tone-segment interactions. This, we be-
lieve, is substantially different in our analysis where the relevant interactions can be
tied to cross-linguistically well-described differences between foot-medial positions
(favoring voiced segments → Accent 1, the disyllabic trochee) versus positions at the
boundary of the foot domain (favoring voiceless segments → Accent 2, the bimoraic,
monosyllabic trochee).13

5.2 Franconian tonal accent with diacritic accents

As indicated in the introduction, there are no detailed analyses of Franconian dialects
available in an approach where moras are diacritically marked with accents. Sugges-
tions along these lines have been made in Schmidt (2002) and Boersma (2017), the
latter specifically for Old Low Franconian, a predecessor of certain modern Franco-
nian tone-accent dialects. Regarding the tonal facts, present-day dialects like Cologne
could certainly be analyzed with moraic accents: Accent 1 would have an accented
first mora, and H* and L* could dock to that first mora, leaving room for the re-
spective trailing tones on the second mora. This would lead to an early fall or rise,
respectively. Accent 2 on the other hand would have an accented second mora, and
the starred tone would dock there, leading to a late fall or rise, respectively. This is
shown in (23).

13We note, however, that Gussenhoven and Peters (2019) have provided a general defense of their approach
with lexical tone in comparison to foot-based analyses (though without a discussion of voicing-accent
interactions)—also see Köhnlein (2019a, 2019b) for a brief reply.
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(23) Analysis with diacritic marks for the Cologne dialect; μ* designates a met-
rically prominent mora that attracts the starred intonational tone

While the Cologne tonal contrast can thus certainly be modeled with diacritics,
we are unsure how the durational opposition would be derived in a non-stipulative
manner—that is, to derive overlong Accent 2, one would have to limit accentual
lengthening to accents on the second mora (though see Spahr 2016 for a multi-layered
approach to the diacritic representation of Estonian prosody). More importantly, how-
ever, we cannot identify a straightforward way to analyze interactions of consonant
voicing and accent. Since diacritic accents do not define domains but are locally spec-
ified prominence markers, we do not see a non-stipulative answer to the question why
a diacritic accent on the first mora (= Accent 1) should prefer a voiced word-medial
consonant after the second, unaccented mora; likewise, we are also unsure why a di-
acritic accent on the second mora (= Accent 2) should prefer a voiceless intervocalic
mora to its right.14

In summary, we believe that a foot-based approach is the most promising analyti-
cal tool for a comprehensive analysis of Franconian tonal accent, specifically regard-
ing the analysis of predictable interactions of consonant voicing and accentuation. In
the next section, we discuss the broader implications of our approach.

6 Implications of our analysis for word-prosodic typology

We have argued here that a foot-based analysis of Franconian tonal accent is a promis-
ing analytical approach, with a focus on interactions between segmental structure and
accent, which we believe can be expressed most straightforwardly with feet; in ad-
dition, we have also accounted for durational and tonal correlates of the opposition
and have provided a close typological parallel, viz. Estonian ternary quantity. In this

14A reviewer wonders if this issue could be resolved by assuming that diacritics could only be used to
store the accents underlyingly and would then be translated into foot structure. We discuss the issue of un-
derlying representations in Sect. 6.2 below. Our main argument in this paper, however, regards predictable
interactions of segments and accent, however, and as such focuses mostly on surface representations,
which do not require underlying storage at all. We indeed believe that stored diacritic accents are not a
useful analytical tool for these surface alternations, for the reasons stated in this section.
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section, we put our approach in the broader context of word-prosodic typology. In
Sect. 6.1, we begin by discussing some implications of our approach, addressing
three questions regarding the relation of foot structure to stress (Sect. 6.1.1), the no-
tion of multiple feet in the same prosodic system (Sect. 6.1.2), and the interactions of
segmental structure and foot structure we have proposed (Sect. 6.1.3). We then situate
our approach in the typological literature, again taking Hyman’s and van der Hulst’s
work as points of reference (Sect. 6.2).

6.1 Some general implications of our approach

6.1.1 Question 1: Does our approach imply that there are two types of stress?

From a formal perspective, our analysis does not imply the existence of two types of
stress (even though it might be a useful intuitive notion to think of it that way in a
first approximation). It is widely accepted that trochaic feet sometimes count sylla-
bles and sometimes count moras (though traditionally considered a language-specific
property, on which see Question 2). Yet even in stress systems with mora-counting
moraic trochees, the stress-bearing unit is typically identified as the syllable (Hayes
1995, among many others). We take this to mean that our differentiating between syl-
labic and moraic trochees does not necessarily imply that we will have to recognize
two types of stress—both moraic trochees (Accent 2) and syllabic trochees (Accent
1) can be assumed to have the syllable as the stress-bearing unit. Rather, we refer to
differences in metrical headedness (syllable vs. mora) and domain size (two syllables
vs. two moras), which are expected in metrical theory. In our approach, such differ-
ences in headedness can indeed lead to prosodic contrasts within stressed syllables (in
this paper: tonal and durational contrasts), and the different domains can have effects
on post-tonic weak syllables (here: interactions of accent and consonant voicing), but
these contrasts are derived from abstract metrical representations and are therefore
not directly connected to the notion of stress.

6.1.2 Question 2: Can there be two types of feet in the same prosodic system?

In our approach, the answer is obviously “yes.” In traditional, parametric approaches
to foot structure (e.g., Hayes 1995), only one type of foot per prosodic system would
usually be permitted, based on parameter settings (such as quantity-sensitive vs.
quantity-insensitive, iamb vs. trochee, etc.) and indeed, many stress systems can be
successfully analyzed by assuming that only one foot is active in the phonology. This
does not imply, however, that the notion of “one foot type only” need necessarily be
true for all prosodic systems. Empirically, it might not always be easy to find unam-
biguous evidence for two types of trochaic feet: not all possible candidates are like
Estonian or Franconian in demonstrating multiple correlates that (we believe) are per-
fectly in line with the two-feet assumption and, assuming that the stress-bearing unit
is the syllable for moraic and syllabic trochees, speakers would arguably need some
additional (phonetic, phonological, distributional) evidence to postulate a difference
in footing between two types of words anyway (see Sect. 6.2 for further discussion).
Yet relevant cases outside of tonal accent might exist. For instance, Zhu (2023) argues



What word-prosodic typology is missing: Motivating foot structure. . .

that the domain for tone sandhi in Suzhou Chinese is either a (bi-)moraic trochee or
a (di-)syllabic trochee, depending on the weight of the initial syllable. In addition,
there are several languages for which it has been claimed that their metrical systems
contain trochees as well as iambs, and where so-called rhythmic reversals are caused
by certain preferences in the structure of prosodic words (e.g., Prince and Smolensky
PriSmo1994?? for discussion; Bennett and Henderson 2013 for particularly con- <ref:??>

vincing evidence from syncope in Uspanteko). Granted that at least some of these
iambic-trochaic analyses are essentially correct, there is thus ample evidence that a
given prosodic system can in fact have more than one type of foot. From a theo-
retical perspective, Optimality Theory even predicts the possibility of multiple foot
types per language, by virtue of having rerankable constraints. That is, rankings such
as PARSE-SYL � TROCHEE, IAMB in combination with other properties (lexically
marked stress, NONFINALITY, etc.) can easily derive oppositions between more than
one foot type. We conclude that the possibility of having two types of feet in the
same prosodic system can be independently motivated on empirical and theoretical
grounds (the latter being the case at least for Optimality Theory).

6.1.3 Question 3: If, in addition to top-down lenition, segmental structure can
influence foot structure in a bottom-up fashion, why is there so much
cross-linguistic evidence of top-down lenition, but apparently much less
evidence of corresponding bottom-up processes?

While, as we have shown in Sect. 3.1, OT-style constraint-based theories generally
predict the possibility of having bottom-up interactions of segments and foot struc-
ture, it seems clear that lenition is much more robustly attested than the reverse di-
rection. We believe that the reason for this dichotomy may be diachronic, rather than
synchronic. In the case of tonal accent, a language learner must have a reason to
postulate two types of feet to begin with. That is, the emergence of two foot types
will not originate from a conscious decision of learners to set up a more complex
prosodic system, but rather from a reinterpretation of existing phonetic tendencies
in the speech signal. For Franconian, we know that a complex mix of differences in
vowel quality and quantity, word-medial consonant voicing, and changes in syllable
number via vowel deletion (= apocope) have contributed to creating the present-day
tone accent opposition (Köhnlein 2020 and references therein for overview). In our
view, when tonal accent arose as a phonological opposition, the contrast was reinter-
preted as an opposition between two types of feet, and in at least some Franconian
dialects (i.e., Rule A), this reinterpretation was supported by bottom-up interactions
of segments and accent. In many other languages, such specific scenarios required
for the emergence of lexically contrastive foot-segment interactions might simply not
arise.

That said, broadly comparable phenomena where voicing influences foot struc-
ture in a bottom-up manner appear to be attested. That is, there are prosodic systems
with so-called onset-sensitive stress, i.e., languages where onsetless syllables avoid
stress (e.g., Aranda), where syllables with strong onset consonants attract stress (e.g.,
Pirahã), or where syllables with weak onset consonants repel stress (Karo)—see Top-
intzi (2010) for overview. To give an example, in Karo (as described in Gabas 1999,
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Sect. 2.5), stress typically occurs on the last syllable of a word, but if that last sylla-
ble contains “a voiced stop consonant, /b/, /r/ or /g/, then the stress shifts one syllable
to the left” (Gabas Gab99??, 30; note that Gabas considers /r/ to be a voiced stop <ref:??>

phonologically).15 Blumenfeld (2006) attempts to analyze these effects as top-down
lenition, but Topintzi (2010, Sect. 2.2.1.3) shows that such an analysis is empirically
problematic. Whatever the “correct” analysis of such onset-sensitive stress systems
may be, they demonstrate that bottom-up interactions between consonantal properties
and foot structure have been attested for languages other than Franconian.

6.2 Relating our analysis to Hyman’s and van der Hulst’s approaches to
word-prosodic typology

To begin, we obviously share van der Hulst’s view that there can be metrically con-
ditioned accentual contrasts within syllables—yet van der Hulst derives such opposi-
tions by assigning accentual prominence to moras (such as the first versus the second
mora of a heavy syllable) without involving any constituency. In our approach, how-
ever, constituency is key: that is, it crucially relies on the analytical notions of headed-
ness (syllable, mora) and domain (bimoraic, disyllabic) of feet; unlike van der Hulst,
we cannot single out a second mora in a stressed syllable as accentually prominent
since all feet are built on syllables, including those with moraic heads (see Sect. 3).

As we hope to have shown, the foot as an analytical tool helps to account for Fran-
conian (and Estonian) patterns that suggest evidence of constituency. Since using
both feet and diacritic accents in surface representations appears to be undesirable,
we argue that surface diacritics can be replaced with foot structure in the analysis
of metrically conditioned phonological phenomena. This is in line with other recent
metrical work on tonal accent mentioned in the introduction, and one of the core ar-
guments of our paper. As we have alluded to in Sect. 3.4.1, the issue is more complex
regarding the question of how unpredictable foot structure is stored in the lexicon,
e.g., either as metrical trees or diacritically.16 Given that lexical representations are
further removed from the phonetic realization than surface representations, it is diffi-
cult to disentangle these options empirically based on the data we have discussed in
this paper, if it is possible at all. What this means for the role of diacritics in prosodic
phonology more generally, specifically regarding the structure of lexical representa-
tions, is a matter for future research. Answering this question will require a continued
theoretical evaluation of competing proposals and their implications, as well as con-
sideration of other types of relevant evidence from various types of prosodic systems.
Be this as it may, we believe that our case for foot structure (rather than diacritics
only) on the surface is strong for the patterns we have discussed here, and that this
argument holds independently of how precisely unpredictable surface foot structure
is derived from underlying representations—personally, however, we do see virtue in

15Nasality and tone also influence stress placement, which we disregard here.
16Another possibility that we will not discuss here in detail is storing prominence as a segmental feature
[stress] that then gets translated into the maximal head of a metrical tree; see de Lacy (Lac2020??) for <ref:??>

discussion and a recent proposal along these lines. For our purposes, we can consider this a variant of
diacritic marking.
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trying to develop a theory where surface and underlying representations are of the
same kind.

Moving on to Hyman’s approach to word-prosodic typology, arguably the biggest
implication of our analysis is that some of Hyman’s assumptions are too restrictive—
after all, his approach assumes that tonal contrasts within (stressed) syllables must
be attributed to lexical tone, which is not compatible with our analysis. We appre-
ciate that a strong appeal of Hyman’s diagnostic tool lies in its simplicity: once we
observe a syllable-internal tonal opposition in a given prosodic system, the theory
predicts that the contrast must be due to the presence of lexical tone. In comparison,
what we have been pushing for here implies that the analyst and, ultimately, the lan-
guage learner, do not know immediately whether to attribute a tonal contrast within
(bimoraic) syllables to lexical tone or to a metrical opposition. Rather, they have to
take other factors into account, such as, in the case of Franconian, whether the tonal
opposition is restricted to stressed syllables, whether the number of tonal contrasts is
two, whether there are additional correlates accompanying the tone opposition that do
not appear to straightforwardly fit into an analysis with lexical tone (e.g., the contrast
sometimes being realized solely by durational means), or whether there are interac-
tions of tone and segmental structure that are unexpected under a tonal analysis but
fall into place with a foot-based analysis.17

While we obviously have no way to conclusively prove our point, we hypothe-
size that learners might indeed be able to perform such a task, given that they can
evidently learn other complex prosodic patterns, such as the diverse phonetic and
phonological correlates of stress in Germanic languages (vocalic, segmental, tonal/in-
tonational, distributional) and their realizational variation (correlates depending on
phrasal prominence), which they will have to map onto an abstract metrical system
(whatever its precise structure). As we have shown throughout this paper, Franconian
prosodic systems do in fact use many of the correlates we find in prototypical stress
systems, and as such they do not appear to be that different from the stress systems
of neighboring non-accent dialects and the respective standard languages.

The close similarities between the prosodic systems of accent and non-accent va-
rieties are reflected in, e.g., Ramachers (2018), who finds in a set of experiments that
speakers of Dutch (infants and adults) perform remarkably well on the perception of
the Franconian tone accent contrast. For instance, Dutch-speaking adults performed
significantly above chance in an AXB task that aimed to distinguish Accent 1 and
Accent 2, even though such lexical contrasts are not part of their native prosodic sys-
tem. Ramachers discusses several possibilities for why Dutch listeners performed so
well, a likely option being that “Dutch listeners have drawn upon their knowledge of
native cues to word stress during their perception of Limburgian tones” (Ramachers
2018, 144)—this interpretation is perfectly compatible with our views and supports
the idea that West Germanic word stress and Franconian tonal accent are closely re-
lated phenomena. That is, along the lines of our analysis, speakers of Franconian have

17Conversely, for the existing Cologne analysis with lexical tone in Gussenhoven and Peters (2004), the
learner has to infer that the lexical tone does not have a stable realization since it always assimilates to a
following intonational tone, that it thus cannot be observed as an independent target, that it can sometimes
be realized only by means of duration, and that there are non-transparent interactions with consonant
quality, all of which are properties without obvious typological parallels.
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prosodic systems that would appear to be largely similar to those of related varieties
that lack the lexical distinction between Accent 1 and 2, just that they have more
“fine-grained” metrical contrasts which include phonologically relevant oppositions
based on the domain of trochaic feet (syllabic or moraic).

In line with these observations, we note that the aspects of Franconian tonal accent
discussed in this paper do indeed meet several of the criteria that Hyman (2009, 217)
identifies as properties of prototypical stress systems (here italicized), viz. length-
ening of stressed syllables (durational differences between Accent 1 and Accent 2),
non-prominence effects in unstressed syllables (voiced post-tonic consonants always
corresponding to Accent 1, voiceless consonants commonly corresponding to Ac-
cent 2), tonal oppositions being greater on stressed syllables (no tonal accent on
unstressed syllables, reduction of the tonal opposition in non-nuclear syllables), and
the attraction of intonational tones to stressed syllables (intonational tones being an
integral part of the realization of the accents, independent of any specific analysis).
For these reasons, we believe that our analysis of Franconian is more easily com-
patible with Hyman’s approach than one might intuitively think. Just to reiterate, the
only substantial modification we suggest is that syllable-internal contrasts can some-
times be derived from two types of feet, rather than from lexical tone; as indicated
in Sect. 6.1.2, however, this does not necessarily imply that stress itself can affect
units below the syllable level, which again is in line with Hyman’s typology. Notably,
Hyman (2009, 227) himself poses the question “whether metrical structure = stress
(as I have assumed), or whether stress = metrical structure + something additional.”
While Hyman’s statement refers not to tonal contrasts within syllables but to the ob-
servation that certain languages appear to have foot structure without showing overt
correlates of stress, the question as such still indicates that his approach leaves room
for a deeper exploration of the role of feet in word-prosodic typology; this in turn is
precisely what we have been trying to do throughout this paper.

7 Conclusion: Where to go from here

We have argued throughout this paper that at least some binary tonal oppositions
within stressed syllables are best analyzed with reference to constituency, specifically
two types of feet being active in the same prosodic system. As such, one typological
implication of our approach would be that relevant binary contrasts can be analyzed
with reference to either foot structure (syllabic vs. moraic foot) or lexical tone, an
analytical decision that may be based on the evidence available to the learner. We
have suggested, in line with Hyman’s work, that the use of diacritics in surface rep-
resentations may therefore be obsolete, an argument that can possibly be extended
to underlying representations (cf. the discussion in Sect. 6.2), even though this latter
issue needs to be evaluated against a wider set of cross-linguistic empirical data than
we have been able to consider in this paper.

Assuming that the foot-based approach to at least some accentual word-prosodic
oppositions is indeed worth pursuing, it must be noted that this line of research is
still in its early days. First and foremost, what is needed are more empirical and the-
oretical studies of potentially relevant contrasts that should ideally focus not only
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on tonal oppositions but explicitly consider distributional restrictions and other pho-
netic and/or phonological phenomena related to the accentual opposition in question
where available. To give but one set of relevant examples, recent metrical analyses
of Scottish Gaelic tonal accent (Iosad 2015; Morrison 2019) have deepened our un-
derstanding of the prosodic system of the language by explicitly placing tonal accent
in the context of various connected segmental and suprasegmental phenomena found
in the language. We believe that such detailed studies have the potential to signif-
icantly advance our understanding of tonal accent, and as such can also contribute
to forming a coherent theory of word-level prosodic structure. For instance, within
foot- and mora-based metrical theory, there still are competing approaches regarding
the question how exactly relevant representations should be structured. While it has
traditionally been assumed that moraic and syllabic feet are both built on syllables,
Kager (1993) and subsequent related work (e.g., Kager and Martínez-Paricio 2019)
postulate that moraic trochees are directly built on moras, partially based on the anal-
ysis of accentual systems; furthermore, there still are debates regarding the question
whether foot structure might or might not be recursive (Morén-Duolljá 2013 and
Iosad 2016a for examples of using recursive feet to analyze accentual oppositions in
North Germanic). We think that down the line, tonal accent as one source of evidence
of metrical organization can help to evaluate competing theories of word-prosodic
organization.

Along these lines, whatever the “correct” approach to tonal accent will turn out
to be, investigating tonal accent and related prosodic oppositions from multiple
angles—be it foot structure, lexical tone, accent diacritics, or other tools—will cer-
tainly lead to the discovery of novel empirical generalizations and inspire scientific
debate, which in turn can only be beneficial for our understanding of “how differ-
ent languages systematize the phonetic substance available to all languages” (Hyman
2009, 213).
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