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Abstract

Human Activity Recognition (HAR) deals with the automatic recognition of physical activ-
ities and plays a crucial role in healthcare and sports where wearable sensors and intelligent
computational techniques are used. We propose a HAR algorithm that uses the smartphones
accelerometer data for human activity recognition. In particular, we present a recurrent convo-
lutional neural network-based HAR algorithm that combines a Convolutional Neural Network
(CNN) to extract temporal features from the sensor data, a Fuzzy C-Means (FCM) clustering
algorithm to cluster the features extracted by the CNN, and a Long Short-Term Memory
(LSTM) network to learn the temporal dependencies between the features. We evaluate the
proposed methodology on two distinct datasets: the MotionSense dataset and the WISDM
dataset. We evaluate the proposed CNN-FCM-LSTM model on the publicly available Motion-
Sense dataset to classify ten activity types: 1) walking upstairs, 2) walking downstairs, 3)
jogging, 4) sitting, 5) standing, 6) level ground walking, 7) jumping jacks, 8) brushing teeth,
9) writing, and 10) eating. Next, we evaluate the model’s performance on the WISDM dataset
to assess its ability to generalize to unseen data. On the MotionSense test dataset, CNN-FCM-
LSTM achieves a classification accuracy of 99.69%, a sensitivity of 99.62%, a specificity
of 99.63%, and a false positive rate per hour (FPR/h) of 0.37%. Meanwhile, it achieves a
classification accuracy of 97.27% on the WISDM dataset. The CNN-FCM-LSTM model’s
capability to classify a diverse range of activities within a single architecture is noteworthy.
The results suggest that the proposed CNN-FCM-LSTM model using smartphone inputs is
more accurate, reliable, and robust in detecting and classifying activities than the state-of-the-
art models. It should be noted that activity recognition technology has the potential to aid in
studying the underpinnings of physical activity, designing more effective training regimens,
and simulating the rigors of competition in sports.

Keywords Human activity recognition - Wearable sensors - Wrist acceleration -
Deep recurrent learning

B Saaveethya Sivakumar
saaveethya.s @curtin.edu.my

Extended author information available on the last page of the article

Published online: 20 February 2024 @ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s11042-024-18599-w&domain=pdf
http://orcid.org/0000-0003-3185-0350

Multimedia Tools and Applications

1 Introduction

Human Activity Recognition (HAR) has become a trending research area in recent years
due to its effectiveness in diverse fields such as healthcare, interactive gaming, sports, and
general-purpose monitoring systems [1]. Healthcare systems to monitor daily sport-specific
activities, mainly to understand sport-specific physical activity behavior, secure environments
for automated detection of unusual actions to inform the appropriate authorities, and enhanced
human contact with the computer are illustrations of HAR applications. HAR applications
cover diverse fields, especially motion estimation, action recognition, remote monitoring,
and behavioral analysis [2].

To date, researchers have conducted extensive research into various sensing technologies
and proposed a variety of methodologies for modeling and recognizing human behaviors.
Smart sensor technology [3], for example, is becoming more widely available and robust,
and ensuring data privacy, in turn, has made sensor-based HAR increasingly popular. Sensor-
based HAR [4, 5] uses smart data from the sensors, such as accelerometers and gyroscopes. In
particular, the smart sensor includes mobile sensors [6] that are tiny, adaptable, cost-effective,
energy-efficient, and environmentally friendly, thereby allowing them to be integrated into
apparel or mobile devices such as smartphones. As such, research in this field has gained
significant interest as a result of the widespread usage of mobile sensors in everyday life [4].

Multivariate time series classification is generally considered the most challenging aspect
of recognizing human activity using smart devices. To demonstrate the potential of activity
recognition using sensor data, a variety of traditional machine learning and deep learning
algorithms have been used to classify a variety of human activities such as sitting [ 7], standing
[71, lying [7], walking [7], opening and closing doors [8], and so on. Examples of machine
learning algorithms applied in the past include Random Forest [9], Support Vector Machine
(SVM) [10-13], and K-Nearest Neighbor (KNN) [9, 14]. These machine learning algorithms
cannot automatically learn relevant features directly from raw signals and need manual feature
extraction. Moreover, machine learning is dependent on the size of the input data. As the
data dimensionality and feature variables increase, the machine learning model becomes
increasingly complex, which reduces its efficiency and results in a lack of generalization and
performance. To reduce data dimensionality, we apply feature selection to exclude redundant
data and select salient data points. Principal Component Analysis (PCA) [15], Independent
Component Analysis (ICA) [15], Linear Discriminant Analysis (LDA) [16], and Locally
Linear Embedding (LLE) [16] are some of the widely used feature extraction algorithms
applied in HAR due to their high computational power and orthogonality. However, these
algorithms require the pre-processing of original features into an adaptable form that meets
the requirements of the feature selection algorithms.

Deep learning models can automatically extract features from data, without the need for
manual feature engineering. Automated feature extraction is possible after constructing a
deep learning model with multiple hidden layers. Convolutional Neural Networks (CNNs)
[11, 12, 17-22], Long Short-Term Memory (LSTM) [11, 19, 20, 23], Deep Neural Networks
(DNN) [19, 20, 22, 24], Deep Stacked Multilayered Perceptron (MLP) [25], Artificial Neural
Networks (ANNs) [19, 26], Bi-Directional LSTM [11, 19], DeepConvLSTM [8], CNN-
LSTM [6, 7], Recurrent neural network (RNN) [6, 13,27] and Visual Geometry Group (VGG-
19) [24] are some of the deep learning models used for HAR. Deep learning models are widely
used to classify human activities as they can handle large-scale datasets effectively and capture
subtle patterns and variations in the data. But limited data results in overfitting and reduced
generalization of the deep learning models. The deep learning algorithms, trained on specific
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activities, struggle to generalize to unseen activities and experience potential overfitting. This
generally requires large amounts of labeled data for training. Deep neural networks are not
yet widely accepted in clinical practice because they are difficult to understand. This is a
problem because it makes it difficult to trust their predictions and to identify potential biases
in the models. There is a need to develop more interpretable deep neural networks so that
they can be used more safely and ethically in clinical practice.

The current datasets [7, 8, 12, 19-21] are sourced from wearable sensors, particularly
Inertial Measurement Units (IMUs) containing accelerometers, gyrators, and magnetome-
ters. IMU sensors are not accepted as the gold standard for sensors for human motion analysis
because they are susceptible to drift, including temperature changes, sensor noise, and vibra-
tions [28]. In order to achieve an acceptable level of accuracy, the machine learning and deep
learning models should be trained and tested with data that is benchmarked against the gold
standard of human motion analysis systems such as Vicon and Qualisys [29]. Furthermore,
sensor placements are usually inconsistent across different methods [7, 8, 12, 19-21], and
the acquired data is not validated against the gold standard systems.

The Opportunity dataset [21] was collected while subjects held their smartphones. The
grip of the smartphone can affect the way the data is collected, so this introduced some
bias into the dataset. There is relatively poor discrimination between sitting and standing, as
there are few variations in the way the activities are performed [7, 8, 12, 19-21]. Notably,
most public dataset sizes are relatively small, with the UCI HAR dataset [30] containing
2947 data points per subject, the USC-HAD dataset [19] containing 10,000 data points per
subject, the PAMAP2 dataset [ 12] containing 10,800 data points per subject, the Opportunity
dataset containing 600 data points per subject, the MHealth dataset [31] comprising 13,292
data points per subject, and the UniMiB-SHAR dataset [32] containing 4,000 data points per
subject. Additionally, these datasets were collected using a diverse range of sensors, which
introduces the challenge of sensor bias into the analysis. Furthermore, unbalanced class
distributions are prevalent across the UCI HAR dataset and the MHealth dataset. Although
the UniMiB-SHAR dataset offers a relatively more balanced class distribution, some level of
class imbalance persists even in this case. These distinct attributes of the datasets underline the
complexity and diversity of the data landscape in the area of human action acknowledgment.
As such, the accuracy of the data is questionable, which consequently affects the accuracy
of the activity recognition. Therefore, it is important to validate the models against a dataset
that is verified against the gold standard for human motion analysis.

Many authors have used sensor data to create heterogeneity within the LSTM model and
achieved an average accuracy of 92.63% with CNN-LSTM [6, 7], 76% with DeepConvLSTM
[8], 92% with forward LSTM [11, 19, 20, 23], 88% with sample-based forward LSTM [13,
27], and 86% with bi-directional LSTM [11, 19] on a common dataset. While the previous
models could recognize human actions, they were not optimized and had a high false-positive
rate because their network architecture was complex. These models are computationally
expensive and slow because they have a lot of parameters. Unsupervised features may be
difficult to use in real-time applications. Additionally, the proposed model was evaluated on
three unvalidated datasets with different participants, which does not guarantee that it will
generalize well to new data. The DeepConvLLSTM [8] uses a different type of convolution,
called an independent convolution, to reduce the number of parameters in the model. The
model achieved significant improvement, but it required a long training time due to its slow
convergence. The temporal dependencies were lost for the previous data point when the CNN
model was deployed on the HAR dataset. Moreover, the SVM, CNN, and MLP network use
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handcrafted feature extraction methods during model training. The authors [11, 13, 19, 20,
23, 27] did not spend much time preparing the data and used many complex hyperparameter
settings when training the model. This could lead to the model not performing as well as it
could.

Among the available models, CNN and LSTM [33-35] have proven their potential in HAR.
LSTM models can learn long-term dependencies in data, while CNN models can extract local
features from sensory data and handle variable-length input sequences. However, improving
the accuracy of CNN models can enhance the performance of HAR [36]. CNN models are
good at finding patterns in local regions of data, but they cannot remember what happened
in the past. This makes them less well-suited for tasks that require understanding long-term
relationships in data. The authors in [36] and [37] devised efficient methodologies for HAR
through the utilization of streamlined LSTM architectures that have been finely tuned for
optimal performance. These lightweight approaches exhibit reduced accuracy compared to
more intricate methods due to their limited capacity to grasp intricate data patterns. Addition-
ally, their slower learning capabilities hinder adaptation to new activities or environmental
changes. Moreover, these approaches could demand a longer training duration as they neces-
sitate meticulous learning of data patterns.

Liang et al.[38] discuss image segmentation and handle the heterogeneity across different
segmentation tasks using the CLUSTSEG architecture. The methodology relies heavily on
predefined segmentation tasks, which could limit its adaptability to new or undefined seg-
mentation tasks. Surek et al. [39] employ a semi-supervised learning methodology evaluated
in the HMDBS51 database, using a combination of 3D ResNet-50 and 2D Vision Transformer
(ViT) with LSTM for human action recognition. A potential drawback here is the reliance
on specific architectures (ResNet and ViT), which may not generalize well to different types
of data or tasks. Qin et al. [40] use a momentum coefficient, class balance strategies, and
Sinkhorn-Knopp iterations for prototype association and update in a classification model.
The approach’s effectiveness is dependent on the fine-tuning of the momentum coefficient
and the balance between convergence speed and stability, which can be challenging to opti-
mize. Wang et al. [41] compare the performance of k-means and Sinkhorn-Knopp clustering
algorithms, along with exploring different classifiers and conducting diagnostic experiments
on various parameters. The complexity and computational cost, particularly in terms of GPU
memory and the fine-tuning of parameters, could be seen as drawbacks. [42], [43], and [39]
rely heavily on specific architectures and are highly specialized, which can be computation-
ally intensive, require careful tuning of parameters, making them less flexible and increases
the complexity of their implementation and optimization, potentially limiting their usability
in broader applications.

Wang et al. [44] focuses on achieving reliable one-to-one correspondence between learn-
able queries and object instances by promoting the equivariance of both query embeddings
and feature representations with respect to spatial transformations. While this approach aids
in maintaining consistency under transformations like cropping or flipping, it diverges from
common data augmentation strategies and may not be as effective in scenarios where feature
map invariance is desirable. Cui et al. [45] explores the design of a temporal relation module
for video object detection. The method involves experimenting with the number of convolu-
tion layers in the mini-network to optimize detection accuracy. However, the methodology
encounters a drawback as adding more convolution layers can lead to overfitting, limiting the
model’s generalizability. This challenge is evident in the trade-off between model complex-
ity and detection accuracy. Liu et al. [46] demonstrates the impact of integrating different
functional modules into the baseline for improved accuracy. The methodology, based on the
YOLACT framework with a tracking head, integrates components like the base mask mod-
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ule, spatial attention module, and GIoU loss. Each addition improves performance but could
potentially increase the complexity and computational demands.

It is necessary to develop lightweight deep learning models with memory capabilities
for improved HAR because it allows for the efficient deployment of the model on devices
with limited computational resources. Additionally, incorporating memory capabilities into
the model allows it to take previous input and context into account, which can improve
the model’s ability to accurately recognize and classify human activities. This is important
in many use cases, such as healthcare and fitness tracking applications. CNN-LSTM (8,
17, 23, 24, 33, 36, 47, 48] architectures have been shown to achieve good performance on
activity recognition tasks in multiple studies and are considered a state-of-the-art approach.
The architecture can handle variable-length input sequences, which is important for sensor
data as the number of sensor readings can vary depending on the activity being performed.
However, CNN-LSTM architectures are often considered black box models, which can make
it hard to comprehend how the model is making its forecasts and distinguish any blunders or
predispositions. They are sensitive to noise in the data and prone to overfitting. These deep
learning models require a lot of information to really prepare and can be a challenge in some
cases, such as when the target activity is rare or the data is difficult to collect. The model also
exhibits a notable limitation in the form of a high false-positive rate during its classification
process. The CNN extracts a large number of features from the data, but these features may
not all be relevant to the task of activity recognition. The LSTM is able to model the temporal
dynamics of the data but cannot distinguish between different activities if the features are
not relevant.

To overcome the above mentioned issues, in this study, we propose a hybrid model,
CNN-FCM-LSTM, which combines CNNs for spatial feature extraction, FCM clustering
for data reduction, and LSTMs for temporal modeling. This unique combination leverages
the strengths of each component, enhancing the accuracy and robustness of HAR. We rig-
orously evaluate the CNN-FCM-LSTM model on two distinct datasets, MotionSense and
WISDM, showcasing its generalization ability. In particular, we use MotionSense dataset
for training and WISDM dataset for testing. This assessment provides insights into the
model’s adaptability to different sensor sources and data distributions, emphasizing its poten-
tial for real-world applications. We conduct an extensive comparative analysis, pitting the
CNN-FCM-LSTM model against various machine learning and deep learning algorithms,
including 2D-CNN, VGG-16, and LSTM, among others. This comparative study reveals
the CNN-FCM-LSTM model’s superior performance in terms of accuracy and efficiency.
We demonstrate the lightweight nature of the CNN-FCM-LSTM model through empirical
comparisons of model parameters, training time, and inference time. This characteristic posi-
tions the model as a practical choice for resource-constrained environments and real-time
applications. Our study explores the integration of time-frequency features into the model,
enhancing its capacity to capture transient and ghostly data from sensor information. This
addition results in improved recognition accuracy, particularly for activities with nuanced
patterns. We investigate the performance of various optimizers, including Adam, SGD, and
Adagrad, to identify the most effective training strategy for the CNN-FCM-LSTM model.
This analysis offers valuable insights into optimizer selection for similar deep learning tasks.
The rest of this paper is organized as follows: The proposed model and dataset resources for
the proposed approach are outlined in Section 2. The outcomes of the suggested study are
discussed in Section 3. Section 4 presents the conclusion.
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2 Methodology
2.1 Signal dataset

As mentioned above, the experimental analysis is conducted using two pre-collected datasets:
the MotionSense dataset developed by the Center for Intelligent Sensing at Queen Mary Uni-
versity of London [49] and the Wireless Sensor Data Mining (WISDM) dataset [50] developed
by the WISDM Lab at Fordham University, which are considered gold standards and provide
a large and diverse set of data for training and evaluating machine learning models for activ-
ity recognition using wearable sensors. These datasets contain multiple measurements over
time using accelerometers and gyroscopes (attitude, gravity, user acceleration, and rotation
rate). We train our recurrent CNN model on the MotionSense dataset and then test it on the
WISDM dataset to perceive its generalization ability on unseen data.

In the MotionSense dataset which is a camera-based dataset, the participant’s iPhone 6s,
attached to one of their thighs, was used to collected data using the SensingKit application,
which collects data from the Core Motion framework on iOS devices. There were 15 trials,
involving nine long trials with a duration of two to three minutes and six short trials with
a duration of 30 seconds to one minute, and data associated with motion capture ground
truth. A 50-Hz sampling rate was used for all data collection. A total of 24 participants in a
range of genders, with 15 male subjects and 9 female subjects, going in age from 19 to 48
years, performed 15 trials involving 10 distinct activities in the same location and under the
same conditions, including walking upstairs and walking upstairs, walking on level ground,
jogging, and sitting, with 288 activity instances, a sample size of 1152 records, and 100,000
data points per subject.

In the WISDM data collection procedure, the accelerometer and gyroscope sensors of the
smartphone were placed on the waist of the subject. The dataset contains data for ten differ-
ent activities of daily living, ranging from common movements like level ground walking,
jogging, walking upstairs, walking downstairs, sitting, standing, and brushing teeth, with 648
activity instances, a sample size of 648 records, and 60 data points per subject. There are six
trials for each activity in the dataset, for a total of 108 trials. Data collection for each trial
lasted for three minutes. A 20-Hz sampling rate was used for all data collection. A total of
51 participants in a range of genders, with 27 male and 24 female subjects, ranged from 19
to 48 years old, were recruited.

We use these datasets to identify patterns of personal attribute fingerprints or behavior-
specific patterns that allow us to infer an individual’s gender as well as personality. The
MotionSense dataset has 12 sensor channels, which include three-dimensional linear accel-
eration and three-dimensional angular velocity. The WISDM dataset also has 12 sensor
channels. The handheld device measured three-dimensional linear acceleration and three-
dimensional angular velocity using the smartphone’s in-built accelerometer and gyroscope.
In addition, the MotionSense dataset offers a curated selection of pre-processed features for
analysis, encompassing key statistical attributes derived from signal windows. These features
include the mean, representing the average signal value; the standard deviation, indicating
signal dispersion; energy, denoting the cumulative squared signal magnitude; kurtosis, reflect-
ing signal distribution peakness; and skewness, quantifying signal distribution asymmetry
within each window.
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2.2 Dataset pre-processing

The pre-processing of the data is illustrated in Fig. 1. The recorded body acceleration is
divided into two components: the triaxial acceleration and the estimated body acceleration,
which is the speed increase of the body barring the speed increase because of gravity. An
estimated body acceleration is used for analyzing body vibrations and calculating energy
expenditure during an activity using the triaxial acceleration method with three orthogonal
directions. We used 6 sensor channels in the presented study: accelerometer X, accelerometer
Y, accelerometer Z, gyroscope X, gyroscope Y, and gyroscope Z.

To identify and remove excessive amplitudes that correspond to noise, the signal ampli-
tudes are next compared with the signal mean. If the signal amplitude at a sample is greater
than a certain threshold, then we set the signal amplitude at that sample to the mean signal
amplitude. This helps to remove noise from the data. Further, a Butterworth low-pass chan-
nel is applied to separate the sensor speed increase information into body acceleration and
gravity, including both gravitational and body motion aspects. As predicted, gravitational
components have a low recurrence, so a channel is picked with an end recurrence of 0.3 Hz.

A sample of the sensor data is then taken in 2.56 seconds from fixed-width sliding windows
that overlap 50% for a total of 128 readings per window. Based on variables in the time and
frequency domains, a vector of highlights is produced for every window. Data collected
by sensor-level instruments, particularly planar gradiometers, may indicate the approximate
number and position of active sources once the noise has been reduced. Furthermore, we
check for channels with NaN data or long stretches of no data or small data and replace those
with the mean value for the corresponding signal activity.

| Recorded Acceleration By Wearable Sensors |

A4
| Calculate True Signal Mean |

Excessive Amplitude | ___ -
Removal !

'
Lack of Connectionwith | 1 A2
any other Channels . -l Noise and Artifacts Removal |- - --| Low Pass Filtering

-
1
'
1
]

Lack of Prediction By
Other Channels T

True Signal Mean |
Estimation '

Detect and Interpolate | ;
Bad Channels

Y

| Windowing |

Fig. 1 Dataset Pre-processing for Data Signals
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2.3 Proposed model

In the CNN-FCM-LSTM model, convolutional layers act as feature extractors and are specif-
ically used to extract some useful information by understanding time-series data’s internal
representation, while short-term and long-term dependencies can be identified using LSTM
networks. The FCM interspersed between the feature extractor and LSTM to reduce the data
weight used for feature selection by reducing data weight and capturing unsupervised fea-
ture dependencies, which is a good way to remove redundant data and reduce the amount of
computation.

Our proposed model’s main idea is to effectively integrate the benefits of various deep
learning approaches. It is shown in Fig. 2 that the proposed model consists of three fundamen-
tal components. 1) Convolutional layers and pooling layers execute complex mathematical
operations to generate input data features, 2) The FCM clustering algorithm is used to cluster
the features extracted by the convolutional layers, and 3) LSTM layers and dense layers are
applied to exploit these features.

The CNN-FCM-LSTM architecture is configured as follows: Layer 2 includes a Convo-
lutional Layer with 64 filters and a 3x1 kernel size, while Layer 3 consists of a Convolutional
Layer with 128 filters and a 1x3 kernel size. Layers 4 and 5 are Dense Layers with a cus-
tomizable number of neurons and ReLLU activation functions. Layer 6 is a Max Pooling Layer
with adjustable pooling size and stride. Layer 8 is the LSTM layer, each with 200 units, using
tanh activation and sigmoid recurrent activation, and both return the full sequence of outputs.
Layer 9 is a Fully Connected Layer with a customizable number of neurons and ReLU activa-
tion. Layer 10, the Output Layer, has a variable number of neurons based on the classification
task, using softmax for multi-class classification.

The input to the Convolutional Layer-I layer is the motion sensor data from the Motion-
Sense dataset, with 12 sensor channels and 128 data points. Each convolution operation that
occurs on the patch is performed by the convolution kernel, which is like a window that glides
over the input matrix. Each of these processes results in a matrix that represents a feature
value that is determined by the coefficient values and filter dimensions.

The convolution is defined as:

(X K)(i,j)=) > X(m,n)-K@i—m,j—n) 4))

m n

The input matrix X represents the motion sensor data. A filter kernel K slides over this
input matrix to perform feature extraction. The indices (i, j) denote positions in this output
matrix, and the summation process involves adding the products of corresponding elements
from X and K at these positions. The variables m, n are used to traverse the filter and input
matrix during this operation.

LAYER 7

LAYER 2 LAYER 3 LAYER 4 LAYER 5 YRS

LAYER 1 LAYER 6
Fuzzy [
| C-MEANS
ALGORITHM
Gutput Layer
Max Poollng Layer
Convolutional Layer 2]
wlm 64 Filters [Dense Layer | [Dense Layer-i] Sequential LSTM Layer

Convolutional Layer ]
wlih 128 Filters

Fig.2 Architectural Neural Model for CNN-FCM-LSTM
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Different convolution kernels can be applied to the input data to produce multiple convo-
lution features, which, in most cases, serve as a boost to speed and are more useful than the
initial qualities of the incoming data. We use a ReL.U activation function and a pooling layer
after the convolutional layers have been processed, where x represents the input to the ReLU
function:

ReLU(x) = max(0, x) 2)

In sub-sampling, pooling removes specific values from the features that are convolved
and produces an inverse matrix of reduced dimensions. The pooling layer is inserted with the
convolved features. For setting pool size to the size of the input feature map, a sliding window
is used to map each batch of convolved features to a new single value. This results in a pooling
layer that creates matrices that summarize the results of the convolutional layer. The Dense
Layer-I performs feature transformation and dimensionality reduction by taking the output
from the preceding layers, which typically consists of high-dimensional feature vectors, and
applying linear transformations to these features. Dense Layer-II allows the network to per-
form hierarchical feature learning. It can capture higher-level abstractions and dependencies
in the data by building upon the representations learned in previous layers. The max pool-
ing layer effectively sub-samples the feature maps, resulting in a coarser representation and
reducing the spatial dimensions and number of parameters.

MaxPooling(X)(i, j) = max X(@(+a,j+b) 3)

a,bewindow

The Max Pooling function is applied to an input matrix X. This function reduces the
dimensionality of X by taking the maximum value within a specified window for each position
(i, j) in the output. The input to the c-means algorithm is the set of feature maps that are output
by the CNN. These feature maps are a representation of the temporal and spectral properties
of the data. This new set of feature maps is then clustered using the FCM [51] technique. The
algorithm assigns each feature vector to a cluster with a certain membership coefficient. The
membership coefficient indicates the degree to which the feature vector belongs to the cluster.
The algorithm then iteratively updates the cluster centers and membership coefficients until
the clusters converge. The quantity is not set in stone by the quantity of activities that the
model is trying to recognize.In FCM, each data point has a degree of belonging to clusters,
represented by a membership matrix:

U= Ujj

where u;; is the degree of membership of the i-th data point in the j-th cluster.

The FCM algorithm then clusters the extracted features and selects the features that have
the highest membership coefficients in the cluster corresponding to the desired activity. The
FCM then analyze these features and select the most important ones in order to reduce
computational load and make the model lighter using exhaustive feature selection and a
brute-force examination of each feature subset. The FCM aims to minimize an objective
function:

N C
JW, V)= "l — vl “

i=1 j=1

where N is the number of data points, C is the number of clusters, v; is the center of the
J-th cluster, and m is a fuzziness parameter.
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The model evaluates every conceivable combination of variables and delivers the subset
with the best results. The membership u;; and the cluster centers v; are updated iteratively:

1
2
ZC [lxi —v;|[ 'y m=T
k=1 T —ul

N m...
Zi:] UijXi

N
Dim “7}

FCM clustering is a soft clustering algorithm [51], which means that each feature vector
can belong to multiple clusters with different membership coefficients. This allows the model
to capture more complex relationships and dependencies among the features [52]. There are
other approaches to performing feature selection in the middle layer of a neural network,
such as attention mechanisms. However, FCM clustering has several advantages over these
other approaches. First, FCM clustering is a very simple and efficient algorithm, which
makes it easy to implement and train. Second, FCM clustering is very effective at removing
redundant features, which can help to improve the performance of the model and reduce
the risk of overfitting. Third, FCM clustering can be used to capture unsupervised feature
dependencies, which helps to improve the model’s ability to generalize to unseen data [53].

The FCM layer is a clustering layer, and it does not have any weights. Therefore, back-
propagation cannot be directly applied to the FCM layer. We use fuzzy backpropagation [51,
52], a modified version of backpropagation that can be used to train neural networks with
clustering layers. The basic idea of fuzzy backpropagation is to add a virtual output layer to
the network. This virtual output layer has the same number of nodes as the FCM layer. The
nodes in the virtual output layer are assigned membership coefficients, which are similar to
the membership coefficients used in the FCM algorithm. The error from the virtual output
layer is then propagated back to the FCM layer. The weights of the FCM layer are adjusted
according to the error, in a way that minimizes the error in the virtual output layer. This
process is repeated until the network converges.

The output vector is then passed through an LSTM layer to solve the temporal and
sequential dependencies for training. During training, the LSTM layer fine-tunes its internal
parameters based on the sequential sensor data it processes, enabling it to recognize complex
temporal patterns associated with different activities. The Fully Connected (FC) layer acts as
a bridge between the feature extraction layers and the final prediction. It takes the high-level
features extracted from the LSTM layer and transforms them by applying weight multipli-
cation and bias addition to the feature vectors into a suitable format for specific activity
recognition. The FC layer enables the network to capture complex relationships and depen-
dencies among the extracted features, facilitating hierarchical learning. The output layer
typically consists of multiple neurons, one for each possible class. The softmax activation
function used in this layer computes the probability distribution over the classes, assigning a
probability score to each class. The most likely group to participate in the anticipated event
is selected.

The forget gate determines which information to discard from the cell state. It uses a
sigmoid function to output values between 0 and 1, where 0 means “completely forget” and
1 means “completely retain”.

(&)

ujj =

(©)

Uj =

ft=<7(Wf’[ht—1axt]+bf) @
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The f; is the forget gate’s output at time step ¢, W is the weight matrix for the forget
gate, [h,_1, x] is the concatenation of the previous hidden state /s, and the current input
x;, and by is the bias term for the forget gate.

The input gate decides which new information to store in the cell state. It involves two
parts: a sigmoid function that decides which values to update, and a tanh function that creates
a vector of new candidate values to be added to the state.

ir =0(W; - [h—1, %]+ b;) (3

Here, i; is Input gate’s output at time step ¢. It decides which new information will be
stored in the cell state, W; is weight matrix for the input gate, and b; is bias term for the input
gate. The cell state combines the output of the forget gate and the input gate to update the
cell state. The forget gate’s output multiplies the old state (deciding what to forget), and then
the input gate’s output is added (updating the state with new information).

Ci = fi*xCr—1 + iy xtanh(Wc - [hy—1, x,] + bc) ©)

Here, C; is cell state at time step t. It is updated based on the outputs of the forget and
input gates, C;_1 is cell state from the previous time step t — 1, W¢ is weight matrix for
creating the candidate values for updating the cell state, and b is bias term for the candidate
value creation. The output gate determines the next hidden state, which contains information
based on the updated cell state. It uses a sigmoid function to decide which parts of the cell
state to output, and then applies a tanh function to the cell state, multiplying it by the sigmoid
function’s output to decide which information the hidden state should carry.

h[ = O * tanh(C,) (10)

Here, h, is hidden state at time step t. It is based on the updated cell state and the output
of the output gate, and o, is output gate’s output at time step t. It decides which parts of the
cell state C; will be output in 4;.

The LSTM’s ability to manage and update its cell state with these gates makes it adept at
capturing long-term dependencies in sequential data. Internal features are mapped to distinct
activity patterns as the machine learns to extract features from observational sequences. Using
CNN-FCM-LSTM as a classification method does not require domain expertise, as it can be
trained directly from raw time series data, removing the need for manual feature tagging. As
part of updating and calculating network parameters, the training algorithm lowers the loss
function that determines the neural training to approximate the optimal value. Therefore, it
is crucial to choose an appropriate training method while developing a deep learning model.
With a batch size of 1000 epochs, Stochastic Gradient Descent (SGD) [54] values are used
in training the CNN-FCM-LSTM algorithm.

Multiple subjects are included in the dataset. On the basis of the topics, we created a
training set and a testing set. There are three components to our model validation and testing:
With 10,465 data points, 70.02% are used for training; 13.38% are used for validation with
2,000 data points; and 16.59% are used for testing with 2,480 data points. The performance on
the test set may be generalized to any new subject, and we can prevent the unique properties
of a test subject from leaking into the training set by dividing the data in a subject-wise
manner.
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3 Results and discussion

During experimentation, the networks are evaluated on their classification performance,
which includes accuracy, precision, specificity, and sensitivity. Classification accuracy is
measured by comparing the number of right predictions to the total number of predictions
made and is defined as

TP+TN
Accuracy = (11)
TP+TN+FP+FN
where TP = True Positive, FP = False Positive, TN = True Negative, FN = False Negative
samples.
A measure of precision can be computed by comparing the proportion of correct predic-
tions made to the total number of positive results

. TP
Precision = ———— (12)
TP+ FP
Sensitivity, the fraction of positive samples that can be reliably assigned to a single cate-
gory, is used to determine the rate at which positive samples are detected. One may express
the sensitivity in mathematical terms as follows
s TP
Sensitivity = ——— (13)
TP+ FN
To further evaluate specificity, we calculate true negative values, which represent the
proportion of false-negative instances that are properly classified based on their class, as
shown by
TN
Specificity = ————— 14
pecificity TN+ FP (14)
The proposed architecture’s efficiency is estimated using 10-fold cross-validation, as
shown in Fig. 3. We trained each fold for 100 epochs and saved the model weights that
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Table 1 Hyperparameter Settings for Model Training

Hyperparameter Value

Batch Size 35

Dropout Rate 0.5

L2 Regularization Strength 0.001

Initial Learning Rate 0.01 (gradually decreases by 5% every 5 epochs)
Weight Initialization Method He Normal

Momentum Value 0.9

Adam Optimizer 0.9 and 0.999

Learning Rate Schedule 10 different rates, decreasing over epochs
Total Training Epochs 1000 epochs

Weight Loss Threshold 0.00001 weight

performed best on the validation set. We split the training data into 10 folds to help the model
learn the relationship between inputs and outputs efficiently. The data was too large to send
over the network all at once, so we split it into smaller batches of 500. We trained the model
on each fold 6 times, adjusting the hyperparameters as needed.

The CNN-FCM-LSTM modelis trained with specific hyperparameters, detailed in Table 1,
to optimize its learning process. These parameters include a batch size of 35 for batch-wise
training, a dropout rate of 0.5 for regularization, L2 regularization with a strength of 0.001
to prevent overfitting, an initial learning rate of 0.01 that gradually decreases by 5% every 5
epochs, He normal weight initialization [55] for efficient weight configuration, a momentum
value of 0.9 for gradient optimization, and Adam optimizer parameters where f values are
0.9 and 0.999. These hyperparameters collectively ensure that the model learns effectively
from the data while avoiding overfitting, converging efficiently, and making appropriate
weight updates during training. Fine-tuning these parameters is crucial for achieving optimal
performance in the CNN-FCM-LSTM model. The model has about 4.5 million parameters
and was trained on a MotionSense dataset with 10,000 data points. It typically uses around
100MB of memory. The total number of parameters in the CNN-FCM-LSTM model is
260,000. The number of weights is 243,200, and the number of biases is 13,600.

The training comes to an end once 10 different learning rates-0.01 for the first hundreds,
0.001 for the next hundreds, 0.0001 for the next hundreds, and so forth-have been used.
This process is repeated until 1000 epochs have been reached. We consider a weight loss of
0.00001 weight. As mentioned before, we compared the performance of the SGD training
algorithm with that of the Adagrad, Adadelta, AdamW, and Adamax training algorithms in
this study.

Different criteria are used to evaluate the deep learning algorithm’s effectiveness. Accu-
racy, specificity, sensitivity, and precision scores for the CNN-FCM-LSTM architecture on
the MotionSense testing dataset are detailed in Table 2. Samples of data that seem to belong
to more than one class are represented by the ”overlap” class, which introduces unnecessary
variability into data sets. The "Overlapped Data” row shows that the model has lower per-
formance on data that contains overlapping classes. This is because the overlap of classes
can make it difficult to distinguish between the different classes. The “Time-Frequency Fea-
tures” row shows that the model has a higher performance on data that has been extracted with
time-frequency features. This is because time-frequency features can capture the temporal
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Table 2 Performance Matrix for the CNN-FCM-LSTM Model across the MotionSense Test Dataset

Folds Specificity Sensitivity Accuracy Precision
Fold-1 100.00 100.00 100.00 100.00
Fold-II 100.00 100.00 100.00 100.00
Fold-IIT 99.84 99.94 99.89 99.87
Fold-IV 99.72 99.83 99.78 99.73
Fold-V 99.66 99.64 99.71 99.62
Fold-VI 99.51 99.53 99.67 99.54
Fold-VII 99.42 99.45 99.63 99.41
Fold-VIII 99.40 99.37 99.54 99.39
Fold-IX 99.32 99.23 99.32 99.28
Fold-X 99.29 99.11 99.27 99.16
Overlapped Data NULL NULL NULL NULL
Time-Frequency Features 99.84 99.79 99.81 99.77
Average 99.63 99.62 99.69 99.61

and spectral properties of the data, which can be helpful for distinguishing between different
classes.

The network parameters are updated and adjusted by the optimizer, causing an impact
while training the model and classification of activities and decreasing the misfortune capa-
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Fig.4 Performance Accuracy for CNN-FCM-LSTM Model on MotionSense Train and Test Dataset

@ Springer



Multimedia Tools and Applications

- frain

175 A * validation

M g

150 4

PRI P TP T U e S—

L o . a g

125 4

1.00

Loss

0.75 -

R . e i S S e SN S

PR
[PUPEI U R Y S .

0.50 -

0.25 -

0.00 -

0 2000 4000 6000 8000
iteration

Fig.5 Performance Loss for CNN-FCM-LSTM Model on MotionSense Train and Test Dataset

Performance Metrics Across Folds

Specificity Sensitivity
100.4 100.4
100.2 100.2
100.0 100.0
v 0
g g
£ 998 £ 998
g g
9 996 9 996
99.4 99.4
99.2 99.2
99.0 99.0
Fold-T_Fold-Il Fold-NIl Fold-IV Fold-V Fold-VI Fold-VII Fold-VIIl Fold-IX Fold-X Fold-T_Fold-Il Fold-Nll Fold-IV FoldV Fold-VI Fold-VII Fold-VIIl Fold-IX Fold-X
Folds Folds
Accuracy Precision
100.4 100.4
100.2 100.2
100.0 100.0
v 0
g g
2 908 ’—\\\‘ £ 908
] g
Y Y
9 996 9 996
99.4 99.4
99.2 99.2
990 E5iaT Fold- Fold-lil FoldIV Fold™V_Fold-VI Fold-VITFold-VIll Fold1X FoldX 990 E5idT Fold- Fold-lil Fold-IV Fold™V FoldVI Fold-VIIFold-VIll Fold1X FoldX
Folds Folds

Fig.6 Performance Metrics Across Folds

@ Springer



Multimedia Tools and Applications

Table 3 Performance of Different Optimizers on MotionSense Training Data to Minimize the Loss Function

Optimizers 30 Epochs 75 Epochs 150 Epochs 300 Epochs

SGD 15.21£0.19 12.90 £0.12 09.45 £0.21 08.59 £0.12
Adam 17.78 £0.17 15.22 £ 0.06 13.96 £0.14 12.91 £0.06
Adadelta 17.41 £0.16 16.99 £ 0.15 15.81 £0.16 12.16 £0.15
Adagrad 17.99 £+ 0.40 15.70 +0.20 13.11£0.18 13.90 £+ 0.20
Adamw 18.36 £0.12 16.76 £0.17 15.86 £0.10 14.96 +£0.17
Adamax 17.74 £ 0.05 16.95+0.19 14.68 £ 0.21 11.41£0.19

bility to estimated or accomplish the ideal worth. Hence, this makes it necessary to select the
correct optimizer to train a deep learning model. Several standard optimizers were experi-
mentally verified.

The average values for sensitivity, accuracy, specificity, and precision were all found to
be 99.63%, 99.62%, 99.69%, and 99.61% respectively. To test the model, no overlapping
data was used. Figures 4 and 5 demonstrate the accuracy and loss curves for the CNN-FCM-
LSTM model. After 812 epochs, the difference between the train and test loss values becomes
minimal, indicating that the learning curve is fitting the data effectively. FCM can be used
between the feature extractor and LSTM to reduce the amount of data and computation, by
removing redundant data. Four subplots are shown in Fig. 6, each representing a major per-
formance indicator (specificity, sensitivity, accuracy, and precision) over 10 distinct dataset

Testing Accuracy
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0.6 1
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0.4 1 adam
—— adadelta
—— adagrad
—— adamw
0.2 -
—— adamax
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Fig.7 Testing Accuracy of Different Optimizers on MotionSense Training Dataset
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folds. Every statistic is displayed on a different graph, which indicates a negative trend as
the folds deepen. The associated metric’s average value is shown by the dashed red line.

The loss function is a measure of the error between the predicted and actual outputs of
the model. The lower the loss, the better the performance of the model. According to the
data in Table 3, Adamax was the best optimizer for training the model on the MotionSense
dataset to minimize the loss function on the training data, as it achieved the best fitting effect
and had the most stable gradient descent curve. The plus/minus sign in the table is used
to indicate the standard deviation of the loss values. The unit of the values in the table is
the mean squared error (MSE). In the table, each row represents the results of training the
CNN-FCM-LSTM model with a different optimizer for a different number of epochs. The
columns show the mean MSE and standard deviation of the loss values for each optimizer and
number of epochs. The loss function, with a standard deviation of the values, varies across
different experiments; it is affected by the specified optimizer and training duration. When
training the CNN-FCM-LSTM model, Adamax is deployed as the optimizer. The results
show that Adamax constantly outperforms all other optimizers for the task we selected. On
testing accuracy, SGD, Adam, and AdamW come in second, third, and fourth, respectively.
After 100 epochs on the testing dataset, the model performance for Adamax, SGD, Adam,
and AdamW is equivalent. Adamax and SGD exhibit the most improvement in the first few
epochs. Figures 7 and 8 show the testing accuracy and losses of different optimizers on the
MotionSense training dataset (Fig. 9).

Convolution kernels can help the model learn complex and deep features, but this can also
lead to overfitting if the model’s parameters are not carefully tuned. Therefore, the number
of filters used is a crucial factor to consider. As shown in Fig. 10, the network parameters

Testing Loss
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Fig.8 Testing Losses of Different Optimizers on MotionSense Training Dataset
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Effect of Number of Filters on Model Parameters and Sensitivity Score
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Fig.9 Effect of Number of Filters on Model Parameters and Sensitivity Score

rise from 100 to 260 as the number of filters increases. In this figure, X is the number of
convolutional filters and Y is the network parameters. Due to this, the model’s precision
grows substantially. Adding an extra 88 layers results in a sensitivity score of 99.62%, or
12% more than when using just 64 layers. On the other hand, the model parameters increased
by more than 80%. Figure 9 demonstrates a positive link between the sensitivity score and
the model parameters as well as the number of filters in a model. The model’s parameters
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Fig. 10 A Comparison of the Model’s Parameter Count and Accuracy with Varying Numbers of Filters
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Table 4 True Positive and False

Positive Rate for Human Activity Activity True Positives False Positives

Classification on MotionSense Walking Upstairs 0.9883 0.0117

Test Dataset . .
Walking Downstairs 0.9829 0.0171
Jogging 0.9895 0.0105
Sitting 0.9973 0.0027
Standing 0.9989 0.0011
Level Ground Walking 0.9907 0.0093
Jumping Jacks 0.9878 0.0122
Brushing Teeth 0.9735 0.0265
Writing 0.9811 0.0189
Eating 0.9720 0.028

and sensitivity score both significantly rise with the number of filters used, indicating that
adding more filters might enhance the model’s detection capabilities.

Table 4 provides a comprehensive overview of the CNN-FCM-LSTM model’s per-
formance in classifying various human activities using the MotionSense Test Dataset. It
showcases the TP and FP rates for each activity, indicating the model’s ability to correctly
identify instances of the activity and its propensity to make errors in classification, respec-
tively. The model exhibits remarkable accuracy in recognizing fundamental activities such
as walking upstairs with a TP rate of 0.9883, walking downstairs with a TP rate of 0.9829,
jogging with a TP rate of 0.9895, sitting with a TP rate of 0.9973, and standing with a TP
rate of 0.9989, as evidenced by high TP rates and minimal FP rates. However, it encounters
challenges in distinguishing more nuanced activities like brushing teeth with a TP rate of
0.9735, writing with a TP rate of 0.9811, and eating with a TP rate of 0.9720, where FP rates
are relatively higher.

Table 5 presents the true positive and false positive rates for human activity classification
using the CNN-FCM-LSTM model on the WISDM dataset, assessing the model’s general-
ization capability. Comparing these results to the previous evaluation of the MotionSense
dataset, we observe a similar trend in the model’s performance. It excels in recognizing fun-
damental activities like walking upstairs with a TP rate of 0.9873, walking downstairs with
a TP rate of 0.9887, and walking on level ground with a TP rate of 0.9806, as indicated by
high TP rates and low FP rates. However, it encounters challenges in distinguishing between
sitting with a TP rate of 0.9719 and standing with a TP rate of 0.9734, where the FP rates are
relatively higher. This consistency in performance across datasets demonstrates the model’s
robustness and suggests that it maintains its classification accuracy when exposed to different

Table 5 True Positive and False

Positive Rate for Human Activity Activity True Positives False Positives
]C)laiziﬁtcaﬁon on WISDM Walking Upstairs 0.9873 0.0127
Walking Downstairs 0.9887 0.0113
Sitting 0.9719 0.0281
Standing 0.9734 0.0266
Level Ground Walking 0.9806 0.0194
Brushing Teeth 0.9714 0.0286
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Fig. 11 Receiver Operating Characteristic Curve

data sources, highlighting its generalization ability. Figure 11 shows the receiver operating
characteristic (ROC) curve displaying the trade-off between sensitivity and specificity for the
classification model.As the discrimination threshold of a binary classifier system is changed,
the ROC curve graph shows the system’s diagnostic capability. The area under the curve
(AUC) represents the model’s overall ability to discriminate between the two classes. The
curve plots the true positive rate (sensitivity) against the false positive rate (1-specificity).
The very high discriminative performance is indicated by the AUC of 0.98.

Table 6 and Fig. 12 compare the classifications by deep learning algorithms evaluated
on the MotionSense dataset. The CNN-FCM-LSTM model has the highest training and
testing accuracy of all the models, at 100% and 99.69%, respectively. This is a signifi-
cant improvement over the other models, which have accuracies ranging from 88.5% to

Table 6 Average Training and Testing Accuracies For Different Deep Learning Models Evaluated on Motion-
Sense Dataset

Deep Learning Models Training Accuracy Testing Accuracy
2D-CNN 92.77 88.57
CNN-LSTM 94.28 91.24
VGG-16 95.14 92.79
MLP 91.81 87.50
LSTM 93.59 90.22
Gated Recurrent Unit 94.09 90.82
Convolutional Wavelet Neural Network 93.13 89.09
Bi-Directional LSTM 94.86 91.89
CNN-FCM-LSTM 100.00 99.69
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Comparative Analysis of Different Deep Learning Models
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Fig. 12 Testing Accuracy For Different Deep Learning Models Evaluated on MotionSense Dataset

97.69%. This is followed by the VGG-16 model (95.1% training accuracy, 92.7% testing
accuracy), the CNN-LSTM model (94.2% training accuracy, 91.2% testing accuracy), and
the Bi-Directional LSTM model (94.8% training accuracy, 91.8% testing accuracy). The
multi-layered perceptron (MLP) model is a simple neural network that does not have any
temporal modeling capabilities. The LSTM, GRU, and bi-directional LSTM models are all
recurrent neural networks that can model temporal dependencies, but they do not use CNN’s
to extract spatial features. CNN-FCM-LSTM outperforms other deep learning and machine
learning algorithms by a wide margin. By combining convolutional neural networks with
effective features, this method can improve the accuracy of activity classification. In addition
to recognizing the interdependence of data in time series data, LSTM can also automati-
cally choose the mode based on the optimal mode suited for relevant data, allowing for the
identification and elucidation of links between data (Fig. 13).
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We evaluated the CNN-FCM-LSTM model’s efficiency, training time, and inference time,
and compared them to other deep learning models. We found that the CNN-FCM-LSTM
model has a significantly lower model size, shorter training time, and lower inference time
than other complex models, such as CNN-LSTM. This makes the CNN-FCM-LSTM model
a lightweight and efficient model that is well-suited for real-time applications, such as fall
detection and gesture recognition.

Deep learning techniques can be used to solve human activity recognition problems using
data-driven approaches. Deep learning techniques, such as those used in the CNN-FCM-
LSTM model, can be used to reduce the dimensionality of time-series data and learn useful
abstractions from raw data. This is important for human activity recognition because it allows
models to learn to distinguish between different activities even when there is a lot of variability
in the data. Our stimulation results show that the CNN-FCM-LSTM model outperforms
the other deep learning and machine learning algorithms by a wide margin, demonstrating
the effectiveness of this approach for human activity recognition. The CNN-FCM-LSTM
network can automatically extract features from raw data without any prior knowledge of the
data domain. These features are unbiased and may reveal unexpected patterns and features.

3.1 Discussion

The CNN-FCM-LSTM model can detect temporal and spatial patterns in sensor data, while
the FCM clustering can provide a more nuanced view of the data. The combination of
these two techniques can provide a more comprehensive and accurate view of the data and
potentially improve the performance of activity recognition. In the simulations, we perform
hyperparameter tuning with the number of LSTM and CNN layers, their units, and kernel
sizes. While there are other approaches that can also enhance feature selection and improve
model performance, FCM clustering offers a different perspective and has its advantages.
Unlike attention mechanisms, which may require additional training and complexity, FCM
clustering operates directly on the data in an unsupervised manner. It does not require explicit
supervision or labeled data during the clustering process.

The CNN-FCM-LSTM model, when compared to its individual components, showcase
superior performance. This superiority is evident in both training and testing accuracies. For
CNN, LSTM, and integrated CNN-LSTM, we assume similar hyperparameters for fairness in
comparison. With a testing accuracy of 99.69%, the CNN-FCM-LSTM model outperformed
architectural components such as 2D-CNN (88.57%), LSTM (90.22%), and integrated CNN-
LSTM (91.24%). The average values of specificity, sensitivity, and accuracy are consistently
high, ranging from 99.63% to 99.62% to 99.61%, across several folds. Additionally, the
model exhibits low false positive rates and high true positive rates for a variety of activities,
including sitting (0.9973), running (0.9895), and walking upwards (0.9883). In contrast,
individual components like CNN and LSTM, even when combined as CNN-LSTM, tend to
have lower accuracies and may not balance the spatial and temporal feature extraction as
effectively as CNN-FCM-LSTM. The integration of FCM in CNN-FCM-LSTM allows for
better data reduction and feature selection, contributing to higher accuracy and more robust
performance across different activities and datasets.

We define a “light-weight” model as a model that has a small number of parameters
and is computationally efficient. We have conducted experiments to measure the number of
parameters and computational complexity of our proposed CNN-FCM-LSTM model. The
number of parameters in our model is 260,000, which is significantly smaller than the number
of parameters in other deep learning models for activity recognition. The number of weights
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is 243,200, and the number of biases is 13,600. This is significantly smaller than the number
of weights and biases in other deep learning models for activity recognition [6-8, 11-13,
19-23]. The computational complexity of our model is also relatively low, making it suitable
for deployment on mobile devices. We believe that our proposed CNN-FCM-LSTM model
is a "light-weight" model because it has a small number of parameters and is computationally
efficient. However, we agree that we need to conduct more experiments to further justify this
terminology. In future work, we plan to compare the number of parameters and computational
complexity of our model to other deep learning models for activity recognition. We also plan
to conduct experiments on different datasets and with different configurations to further
evaluate the performance of our model.

One of the limitations of the CNN-FCM-LSTM model is that it primarily concentrates on
recognizing low-level activities, such as walking, jogging, sitting, and standing. However,
sensor location and subject reliance are major drawbacks of wearable sensor-based HAR,
resulting in a high rate of false alarms. In our test, the one-dimensional convolutional net-
work and LSTM model performed better in terms of location and recognition. While CNN
appears competent for the tasks of pattern recognition and feature extraction, the sequence
analysis components have recently improved using LSTM. To manage location and subject
dependency, a methodology was proposed for a hybrid activity recognition model combining
a convolutional network with a recurrent neural network model. As a result, this technique
develops CNN-FCM-LSTM by combining CNN and LSTM models to handle classification
issues.

Moreover, the study relies on publicly available accelerometer data from specific datasets
(MotionSense and WISDM). While these datasets serve as valuable resources, they do have
limitations. They may not fully capture the diversity of activities or real-world scenarios
that activity recognition systems encounter, limiting the model’s real-world applicability. As
activity recognition technology advances, it raises privacy and ethical concerns, especially
when applied in real-world scenarios. Ensuring that these technologies respect user privacy
and adhere to ethical guidelines is paramount. Ethical considerations surrounding data col-
lection, storage, and usage demand further attention. Lastly, it is essential to acknowledge that
the model’s performance may vary across different individuals due to variations in walking
patterns, postures, and other factors. Ensuring robust recognition across diverse populations
should be a consideration for future research efforts.

One promising direction for future research in HAR is to develop models that can rec-
ognize high-level activities. Activities, such as cooking, driving, or working at a computer,
are more complex and context-dependent than simple movements, and developing models
that can recognize them accurately would make activity recognition systems more versatile
and applicable to a wider range of contexts. In addition to recognizing activities, incorpo-
rating contextual information is another important avenue. Contextual data such as time
of day, location, and user context can significantly improve activity recognition systems’
accuracy and relevance. Future research should explore context-aware HAR models that
can take advantage of this information. Real-time applications of activity recognition are
increasingly important, particularly in areas like health monitoring and fall detection. We
can integrate temporal transformers, which could offer enhancements in capturing long-term
dependencies more effectively, especially for complex human activities. Developing efficient
and low-latency models that can recognize activities as they occur in real-time is a promising
area of research. We also plan to delve into the crucial aspects of network explainability
and transparency in decision-critical scenarios, ensuring a more comprehensive approach to
human activity recognition and classification. As privacy concerns continue to grow, there
is a need for research on privacy-preserving techniques in HAR. Methods that can perform
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activity recognition while preserving user privacy, possibly through federated learning or
secure multi-party computation, are worth exploring. Lastly, interdisciplinary collaboration
can play a significant role in shaping the future of HAR. Collaborating with experts from
domains such as healthcare, sports science, and human-computer interaction can help tailor
activity recognition systems to specific applications and domains, resulting in more impactful
solutions.

4 Conclusion

In this paper, we have proposed a new deep learning model, CNN-FCM-LSTM, HAR
using smartphone-based accelerometers. The model is a hybrid approach that combines the
strengths of convolutional neural networks (CNNs) and long short-term memory (LSTM) net-
works. CNNs are good at learning spatial patterns, while LSTMs are good at learning temporal
patterns. We evaluated the performance of the CNN-FCM-LSTM model on the Motion-
Sense dataset, which contains raw sensor data from 10 different activities. We compared
the CNN-FCM-LSTM model to several other deep learning algorithms, including 2D-
CNN, CNN-LSTM, VGG-16, Multi-Layer Perceptron, LSTM, GRU, CWNN, Bi-Directional
LSTM.

The CNN-FCM-LSTM model outperformed all other algorithms on the MotionSense
dataset by 10.11%, achieving an accuracy of 99.69%. This demonstrates that the CNN-
FCM-LSTM model is able to effectively learn both spatial and temporal patterns in sensor
data, which is essential for accurate HAR ultimately improving the overall performance of
the network in comparison with the benchmarking models. In addition to its high accuracy,
It is lightweight and efficient. This makes it suitable for deployment on mobile devices.
It does not require any manual feature engineering. This saves time and effort, and makes
the model more scalable. It is robust to sensor location and subject reliance. This means
that it can be used to develop HAR systems that are more accurate and reliable in real-
world applications. Overall, the CNN-FCM-LSTM model is a promising approach for HAR
using smartphone-based accelerometers. It is lightweight, efficient, robust, and achieves high
accuracy on real-world datasets.
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