
Multimedia Tools and Applications (2024) 83:48895–48906
https://doi.org/10.1007/s11042-023-17263-z

Spectral warping based data augmentation for low resource
children’s speaker verification

Hemant Kumar Kathania1,2 · Virender Kadyan3 · Sudarsana Reddy Kadiri1 ·
Mikko Kurimo1

Received: 5 November 2022 / Revised: 17 August 2023 / Accepted: 22 September 2023 /
Published online: 3 November 2023
© The Author(s) 2023

Abstract
In this paper, we present our effort to develop an automatic speaker verification (ASV) sys-
tem for low resources children’s data. For the children’s speakers, very limited amount of
speech data is available in majority of the languages for training the ASV system. Devel-
oping an ASV system under low resource conditions is a very challenging problem. To
develop the robust baseline system, we merged out of domain adults’ data with children’s
data to train the ASV system and tested with children’s speech. This kind of system leads
to acoustic mismatches between training and testing data. To overcome this issue, we have
proposed spectral warping based data augmentation. We modified adult speech data using
spectral warping method (to simulate like children’s speech) and added it to the training
data to overcome data scarcity and mismatch between adults’ and children’s speech. The
proposed data augmentation gives 20.46% and 52.52% relative improvement (in equal error
rate) for Indian Punjabi and British English speech databases, respectively. We compared our
proposed method with well known data augmentation methods: SpecAugment, speed pertur-
bation (SP) and vocal tract length perturbation (VTLP), and found that the proposed method
performed best. The proposed spectral warping method is publicly available at https://github.
com/kathania/Speaker-Verification-spectral-warping.
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1 Introduction

Automatic speaker verification (ASV) of children’s speakers has many potential applications
in child security and protection, games, education and entertainment. In these applications,
the performance of the deployed ASV system is affected by various factors. It is well known
that the acoustic and linguistic characteristics of children’s speakers are gradually improv-
ing/changing as increasing the age. Another important issue affecting ASV of children’s
speakers is the limited amount of publicly available children speech data [1, 2], where as for
adults’ speech, there are databases including more than 1000 hours of training data to train
ASV systems [3–5]. These acoustic and linguistics changes of children speech together with
the lack of training data make ASV more challenging.

In initial studies [6, 7], it was found that young speakers aged three to thirteen had
age-dependent variations in formants and fundamental frequency measurements. Children’s
voices have higher fundamental and formant frequencies, as well as greater spectral diversity,
as compared to adults’ voices. In-Domain and out-of-Domain data augmentations techniques
were explored in [8]. In-Domain data augmentations were carried out using speaking rate and
pitch modification and out-Domain data augmentations were carried out using combination
of adults and children to improve a child ASV system in a limited children data scenario
and found the proposed approach give reduction in equal error rate (EER) [8]. Authors also
explored the voice conversion (VC) approach to modify the adults’ speech to resemble the
children’s speech using cycle-consistent generative adversarial network (GAN). Experimen-
tal comparisons were carried out using both x-vector and i-vector-based speaker modeling
in the context of children’s ASV. Further, age-group wise analysis was carried out to see the
effect of data augmentation on ASV performance with variations in age of the speakers.

In [9], vocal tract information was used for children’s speaker verification and it was
shown to improve the ASV system performance. Explanation for degraded recognizer scores
through acoustic changes resulting from voice disguise is presented in [10]. In [11], synthesis
based data augmentation method was used to expand the training set with text-controlled
synthesized speech for low resource data, and was shown a reduction in EER. The voice
model compression technique is described in [12] to improve the system performance for
low resource scenario. In [13], fast binary features were explored for speaker recognition
and they were found to improve the ASV system performance. In [14], speaker verification
system based on a shared neural embedding space for adults and children was presented and
the system achieved promising results with adults and children.

The X-vector based speaker recognition was investigated for short utterances and it was
observed that the system significantly improved the performance [15]. Data augmentation
can also be beneficial for imbalanced classes of data. For instance, in [16], various deep
learning techniques are investigated for tackling class-imbalanced data. The survey reveals
that dealing with highly unbalanced data presents extra challenges, as most learners tend to
exhibit a bias towards the majority class and, in severe instances, might entirely disregard
the minority class. In another work [17], the author explores whether larger data is always
superior and demonstrates its impact on the proper and improper utilization of big data in
machine learning approaches.
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In this paper, we collected a corpus of children’s speech data for the Indian Punjabi
language. To address the data scarcity and also to capture more acoustic and speaker variabil-
ity from speech production point of view (among children of different ages), we proposed
a spectral warping based data augmentation method. We compared our proposed method
with two well-known existing data augmentation methods: namely, speed perturbation (SP)
[8, 18, 19] and vocal tract length perturbation (VTLP) [20], and found that the proposed
method performs the best.

The main highlights of this study are as follows:

• Proposed a simple and efficient spectral warping based data augmentation for improving
the performance of children ASV in low resource conditions.

• Systematic investigation involving two speech databases: Punjabi language data (col-
lected in this study in India for both adults’ and children’s), and British English
WSJCAM0 (adults’) [21] PFSTAR (children’s) [22] databases .

• Systematic comparison between the proposed spectral warping based data augmentation
and twowell-known existing data augmentationmethods (speed perturbation andVTLP).

2 Speech databases

To check the robustness of the proposed data augmentation for children speaker verification,
experiments were carried out with two language databases: (1) Indian Punjabi and (2) British
English.

2.1 Indian Punjabi corpus

Punjabi corpus has been collected from native speakers (Punjabi language) of Punjab state of
India for both children’s and adults’ speakers [23]. The corpuswas built through generation of
read speech using utterances taken from Punjab School Education board books. The data was
collected for a total of 66 children’s speakers (denoted as P-Children) and 47 adult speakers
(denoted as P-Adult). The age range of children lies in the 7-14 years and adults’ speakers
in the 18-28 years. In total, children’s data consists of 11.46 hrs and adults’ speakers of
17.09 hrs. The children’s speech corpus was divided into train and test parts using the 80:20
ratio. The entire corpus was collected under a controlled clean acoustic environment through
mobile devices. The sampling frequency of the collected data is 16 kHz. The database details
like age group, duration, etc., are given in Table 1.

2.2 British English corpus

Experiments were also carried out with British English speech corpus. For adults’ speakers,
WSJCAM0 database [21] is considered and PFSTAR [22] is used for children’s speakers. In
total WSJCAMO consists of 15.5 hrs of data from 92 speakers with an age range of greater
than 18-44 years with sampling frequency of 16 kHz, and PFSTAR consists of 13.18 hrs of
data from 134 speakers with age range 4-14 years with sampling frequency of 16 kHz. The
children speech corpus was divided nearly into 80:20 ratio for train and test parts. Details
about the WSJCAM0 and PFSTAR databases are given in Table 1.
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Table 1 Details of twodatabases (IndianPunjabi speech corpus andBritishEnglish corpus) used for developing
ASV systems

Language
Purpose Indian Punjabi British English

Adult Children Adult (WSJCAM0) Children (PFSTAR)
Training Training Testing Training Training Testing

No. of speakers 47 53 13 92 107 27

Speaker age 18-28 years 7-14 years 7-14 years 18-45years 4-14 years 4-14 years

Duration (hrs.) 17.09 hrs 10.19 hrs 1.27 hrs 15.50 hrs 10.06 hrs 1.47 hrs

3 Baseline speaker verification system and results

Kaldi recipe (https://github.com/kaldi-asr/kaldi/tree/master/egs/voxceleb) was used to deve-
lop a baseline automatic speaker verification (ASV) system [24]. Baseline ASV system is
built by employing MFCC front end approach. To extract the MFCC feature vector a short
time frames information has been overlapped using hammingwindow. Non-voice regions are
removed from speech signals through a voice activity detector (VAD). A hamming window
of 20 ms with a half percentage of overlapping factor on short-term frames are employed. A
30 channel log Mel-filterbanks was used to derive the mel-spectrum and a 30 dimensional
MFCCs are extracted after applying DCT on warped mel-spectrum. A time-delay neural
network (TDNN) [25] was used to derive fixed-length vectors (referred to as x-vectors) rep-
resenting the speaker-specific information from acoustic MFCC features (along with 5 frame
context). TDNNconsists of 7 hidden layers that process the short-time speechMFCC features
with a softmax as output layer. Rectified linear units (ReLUs) non-linearities are employed
in the hidden layers. After processing the features through hidden layers, the output is fed to
statistics pooling layer, and mean and standard deviation over time are computed. The output
of pooling layer is propagated to other hidden layers. An affine transform followed by non-
linear activation is applied to the output of the pooling layer to derive the speaker embedding
x-vector. Finally scoring is performed using x-vectors using probabilistic linear discriminant
analysis (PLDA) model and cosine distance. The system evaluations are performed using
Equal Error Rate [26].

A baseline system was built for matched condition (i.e., the system trained with children’s
speech and tested with children’s speech) and mismatched condition (i.e., the system trained
with adults’ speech and tested with children’s speech) and EERs are reported in Table 4 for
both the databases, namely, Indian Punjabi corpus and British English corpus as discussed
in Section 2. From the table, it can be observed that the performance of matched case is
superior as compared to mismatch case for Punjabi database. Whereas in case of English
database matched case EER is slightly higher than mismatched case, this is due to higher
amount of data in the training for mismatched case. To make a robust ASV system, we
merged adults’ speech and children’s speech for training the ASV system, and tested with
the children’s speech for both the databases, and the results are reported in Table 4. From
the results in table, it can be noted that the merged system gives reduction in EERs with a
relative improvement of 18.85%and 57.15%overmatched case for Indian Punjabi andBritish
English corpus, respectively. This robust ASV system is considered as a baseline system for
further study. Even though the performance of the system is improving there exists acoustic
mismatches between training and testing data. To overcome this issue, we have proposed to
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modify the adults’ speech like children’s speech using spectral warping method to use as an
augmentation, which is discussed in next section (Section 4).

4 Spectral Warping based data augmentation

To increase the amount of data and to overcome data scarcity issue, we proposed a spectral
modificationmethod to augment the data. Spectralmodificationmethod enhances the spectral
variability, i.e., the spectral structure of the adults’ speech data is modified using the spectral
warping approach. This is carried out using the warping of spectrum of linear prediction (LP)
method [27, 28]. It is hypothesized that extraction of features from the warped spectrum of
the speech signal provides useful spectral variability to improve the performance of speaker
verification system.

The warping of the LP spectrum denoted by Xβ( f ), is carried out from the LP spectrum
denoted by X( f ) of adults’ speech using a warping function Vβ( f ), where β is the warping
factor.

Xβ( f ) = X(Vβ( f )). (1)

According to the conventional LPmethod, an estimate of the present speech sample (x(n))
can be derived as a linear combination of past K speech samples. This is given by:

x̂(n) =
K∑

k=1

akx(n − k). (2)

The Z-transform of (2) is obtained as:

X̂(z) =
(

K∑

k=1

akz
−k

)
X(z). (3)

Here X̂(z) and X(z) denote the Z-transforms of the prediction signal x̂(n) and the speech
signal x(n), respectively, ak are the LP coefficients, and z−k denote the k-unit delay filters.

Warping to the LP spectrum is done by replacing the unit delay filter with a all-pass filter
A(z), which is a first-order filter. This is given by [29–31]:

A(z) = z−1 − β

1 − βz−1 . (4)

The value of β (warping factor) is in the range of−1 < β < 1. With the variation of warping
function A(z) on the LP coefficients (a

′
ks), the spectral structure of the LP spectra can be

modified or shifted systematically. A positive value of β shifts the entire spectrum towards
lower frequencies, i.e., the left side. On the other hand, the negative value of β shifts the entire
spectrum towards higher frequencies, i.e., the right side. This phenomenon is illustrated with
the LP spectrum for a segment of voiced speech in Fig. 1, where the red curve shows the
original LP spectrum, the blue curve the warped LP spectrum for β = 0.1, and the green
curve the warped LP spectrum for β = −0.1.

The spectral warped/modified speech signal is reconstructed using the warped LP coef-
ficients, a

′
ks, with the residual (x(n) − x̂(n)) using a traditional LP synthesizer [32]. The

synthesized speech signal is referred to as the spectral warped speech signal in this study.
This spectral warped speech signal is used to augment the training data of the speaker verifi-
cation system. The code is made publicly available at https://github.com/kathania/Speaker-
Verification-spectral-warping.
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Fig. 1 An illustration of LP spectrum (red curve) for a segment of voiced speech. The warped LP spectrum
for β = 0.1, and β = −0.1 are shown in blue and green curves

To overcome the issue of data scarcity which affects the performance of ASV system,
the proposed data augmentation is used to create spectrally warped (SW) speech and is
augmented with the original data to create the training data. Block diagram of proposed
spectral warping based data augmentation for automatic speaker verification (ASV) system
is given in Fig. 2. Spectral warping was performed by tweaking its tunable parameter (β)
from -0.25 to 0.20 with a step size of 0.05. The data is augmented for system training with
different spectral warping parameters (β).
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Fig. 2 Block diagram of proposed spectral warping based data augmentation for automatic speaker verification
(ASV) system
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5 Results and discussion

This section first describes the results of proposed spectral warping (SW) based data aug-
mentation and then the effectiveness of the proposed data augmentation over the existing data
augmentation methods is described for both Indian Punjabi and British English databases.
Twowell-known and popular data augmentationmethods are considered for comparison pur-
pose, they are: speed perturbation (SP) [18, 19], and vocal tract length perturbation (VTLP)
[20], which have been shown to improve the performance of ASV systems. Finally, the
complementary information among the data augmentation methods is described.

5.1 Results of spectral warping based data augmentation

It is evident from the results in Section 3 that the baseline ASV system is effective for more
training data. Although merged system improve the ASV system performance, there exists a
mismatch between training and testing data, and scarcity of training data for children speech.
We modified adults’ speech like children’s speech using spectral warping method discussed
in Section 4. Spectral warping was performed by tweaking its tunable parameter (β) from
-0.25 to 0.20 with a step size of 0.05 to modify the adults’ speech to like children’s speech
for overcoming the mismatch condition between training and testing database. Experiments
are conducted by training the modified adults’ speech with β varying from -0.25 to 0.20
and testing with children’s speech for both the Indian Punjabi and British English databases.
The results are shown in Fig. 3. From the figure, it can be noted that the proposed method
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Fig. 3 Demonstration of proposed spectral warping (SW) to overcome the mismatch condition during training
and testing. Results obtained with training data of modified adults’ speech (like children’s speech) using
spectral warping by varying β from -0.25 to 0.20 with a step size of 0.05, and testing with children speech.
Here P-Children refers to Indian Punjabi children’s speech and PF-STAR refers to British English children
speech
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Table 2 Performance of ASV system (EER) for matched condition (i.e., the system trained with children’s
speech and tested with children’s speech), mismatched condition (i.e., the system trained with adults’ speech
and tested with children’s speech) and merged (i.e., the system trained with combination of adults’ and
children’s speech, and testedwith children’s speech) conditi on for Indian Punjabi andBritishEnglish databases

System Type Training Testing EER R.I (%)

Punjabi Data

Matched P-Children P-Children 8.01 -

Mismatched P-Adult P-Children 15.94 -

Merged P-Children+P-Adult P-Children 6.50 18.85

English Data

Matched PFSTAR PFSTAR 5.55 -

Mismatched WSJCAM0 PFSTAR 4.3 -

Merged PFSTAR + WSJCAM0 P-Children 2.38 57.15

R.I indicates the relative improvement (in %) over matched case
Bold indicates best performance

improve the system performance compared to no spectral modification (see results in Table 2
for mismatched condition) applied for both the databases. The best performance is achieved
for the β value of -0.10 and -0.15 for Punjabi database, and for British English database the
best performance is achieved for the β value of -0.10 and -0.20.

To overcome data scarcity and as well as mismatch between training and testing, spectral
warpingmodified adults’ data of two best warping factorβ is augmentedwith baseline system
(children’s + adults’) as a training data (denoted as, baseline+spectral warping (SW)). We
trained the ASV model with augmented (baseline+spectral warping (SW) data with two
best warping factor β) for both databases with testing children’s data, and the results are
reported in Table 3. From the table, it can be observed that spectral warping based data
augmentation improve the ASV system performance for both the Indian Punjabi and British
English databases. The augmentation methods gives relative improvement of 20.46% and
52.52% as compared to baseline system for Indian Punjabi and British English databases,
respectively.

Table 3 Performance of ASV system (EER) for baseline (i.e., the system trained with adults’ and children’s
speech, and tested with children’s speech), and proposed spectral warping (SW) (i.e., training data of base-
line+SW and testing with children’s speech) for Indian Punjabi and British English databases

Training Testing EER (%) R.I.(%)

Punjabi Data

Children’s + Adults’ (baseline) P-Children 6.50 -

Baseline P-Children 5.17 20.46

+ Spectral Warping (SW)

English Data

PFSTAR + WSJCAM0 (baseline) PFSTAR 2.38 -

Baseline PFSTAR 1.13 52.52

+ Spectral Warping (SW)

R.I indicates the relative improvement (in %) over baseline. This demonstrates the effectiveness of proposed
spectral warping (SW) to overcome the mismatch condition and data scarcity
Bold indicates best performance
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Table 4 Performance of ASV system (EER) on merged system (i.e., the system trained with combination
of adults’ and children’s speech) and proposed spectral warping (SW) (i.e., training with baseline+SW and
testing with children’s speech of different age-groups) for Indian Punjabi and British English databases

Training Testing EER R.I (%)

Punjabi Data

P-Children+P-Adult P-Children 6.50

P-Children+P-Adult P-Children(4-6 years) No-data –

P-Children+P-Adult P-Children(7-9 years) 6.94 -

P-Children+P-Adult + Spectral Warping (SW) P-Children(7-9 years) 5.23 24.63

P-Children+P-Adult P-Children(10-14 years) 6.12 -

P-Children+P-Adult + Spectral Warping (SW) P-Children(10-14 years) 5.09 16.83

English Data

PFSTAR + WSJCAM0 PFSTAR 2.38 -

PFSTAR + WSJCAM0 PFSTAR (4-6 years) 7.32 -

PFSTAR + WSJCAM0 + Spectral Warping (SW) PFSTAR (4-6 years) 3.36 54.09

PFSTAR + WSJCAM0 PFSTAR (7-9 years) 2.72 -

PFSTAR + WSJCAM0 + Spectral Warping (SW) PFSTAR (7-9 years) 1.20 55.88

PFSTAR + WSJCAM0 PFSTAR (10-14 years) 1.93 -

PFSTAR + WSJCAM0 + Spectral Warping (SW) PFSTAR (10-14 years) 1.02 47.15

R.I indicates the relative improvement (in %)
Bold indicates best performance

Further, we have studied the performance of the proposed method for different age-groups
of both the databases, Indian Punjabi and British English. For each database, we have divided
the test data into age groups of 4-6, 7-9, and 10-14 years. The age-wise analysis is reported
in Table 4, and it is found that for each age group, the proposed method gave a reduction in
EER. The best improvement was found for the age group of 7-9 years in both databases.

5.2 Comparison with existing data augmentationmethods

To analyze the effectiveness of proposed augmentation method with existing data augmen-
tation methods, three well known augmentation methods are explored. They are: speed
perturbation (SP) [19, 34, 35], vocal tract length perturbation (VTLP) [20], and SpecAug-
ment [33] which have been shown to improve the performance of ASV and automatic speech
recognition systems. For SP, VTLP, and SpecAugment, we have used Kaldi recipe [35]. The
speed of speech signal is modified with factors of 0.90 and 1.10. In VTLP, warping factor
values of 0.90 and 1.10 are used to leverage vocal tract length variation in the data [20]. On
other side, in SpecAugment, the spectogram is modified so that its time and frequency infor-
mation is removed randomly. The modified data with each of the method is augmented to the
baseline system to train an ASV system. The results (EERs and relative improvements (R.I))
obtained for proposed data augmentation (SW) and existing methods such as, SP, VTLP and
SpecAugment are given in Table 5 for both the Indian Punjabi and British English databases.
From the table, it can be clearly seen that all the data augmentationmethods improved the sys-
tem performance over the baseline ASV system. Among the existing methods, SpecAugment
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Table 5 Performance of ASV systems (in EER) for proposed spectral warping (SW) and existing data aug-
mentations (SpecAugment, speed perturbation (SP) and vocal tract length perturbation (VTLP)) for Indian
Punjabi and British English databases

Method Training Testing EER(%) R.I.(%)

Punjabi Data

Baseline P-Children + P-Adult P-Children 6.5 -

Spectral Warping (SW) P-Children + P-Adult + SW P-Children 5.17 20.46

SpecAugment [33] P-Children + P-Adult + SpecAug P-Children 5.29 18.61

Speed Perturbation (SP) [19, 34, 35] P-Children + P-Adult + SP P-Children 5.38 17.23

VTLP [20] P-Children + P-Adult + VLTP P-Children 5.61 13.69

English Data

Baseline PFSTAR + WSJCAM0 PFSTAR 2.38 -

Spectral Warping (SW) PFSTAR + WSJCAM0 + SW PFSTAR 1.13 52.52

SpecAugment [33] PFSTAR + WSJCAM0 + SpecAug PFSTAR 1.31 44.95

Speed Perturbation (SP) [19, 34, 35] PFSTAR + WSJCAM0 + SP PFSTAR 1.52 36.13

VTLP [20] PFSTAR + WSJCAM0 + VLTP PFSTAR 1.67 29.83

R.I indicates the relative improvement (in %) over the baseline
Bold indicates best performance

gave better performance in comparison to VTLP and SP. Overall, the proposed SW method
gave a larger relative improvement of 20.46% and 52.52% for Indian Punjabi and British
English databases, respectively, than any of the three existing data augmentation methods.

6 Conclusion

Developing ASV systems for children’s speakers is a challenging task because of limited
data availability of children’s speech. In this work, we have developed a robust baseline
system with merging children’s speech with adult’s speech data to train ASV systems and
testing with children’s speech. This type of system leads to mismatches between training and
testing, and reduces the performance. A spectral warping based data augmentation method
studied to overcome this issue. Using this method, we convert adult speech towards children’s
speech and added to baseline system to overcome the mismatch conditions between training
and testing. Two speech databases namely Indian Punjabi and British English speech corpus
are used to show the effectiveness of our proposed method. It was shown that the proposed
method improved the system performance for both the databases compared to the baseline
system. We have also compared our proposed method with existing methods: SpecAugment,
speed perturbation (SP) and vocal tract length perturbation (VTLP), and found the proposed
method performed best. This study used the single warping factor for all the age groups. It
will be interesting to investigate with the optimal warping factor with age-wise. In future, the
effectiveness of proposedmethod can be explored for additional languages apart fromPunjabi
and English that are used in this study. Further studies can be made to see the effectiveness
of proposed method on noisy speech.
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