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Abstract
The usage of smartphones is increasingly widespread, and the usefulness of mobile appli-
cations as low-vision aids is evident but not thoroughly examined. In this study, we sur-
veyed people with low vision to assess the usability of common, preloaded mobile applica-
tions, to evaluate the usage of typical assistive technologies of smartphones, and to measure 
the usefulness, and usability of recent software advancements that can be used as visual 
aids. We invited 134 low-vision individuals to participate, and 45 of them met the eligibil-
ity criteria and completed an in-person survey. The eligibility criteria were as follows: aged 
18 years or older and mentally competent, visual acuity worse than 0.4 logMAR with best-
corrected glasses in the better-seeing eye, ownership of a smartphone and familiarity with 
visual assistive technologies. All testing scenarios were carried out using the participants’ 
smartphones, either with Android or iOS operating systems. Participants reported the use-
fulness and ease of use for common visual display enhancements (i.e., text size, bold text, 
increased contrast, inverted colors, and dark mode), audio feedback capabilities, four pri-
mary preloaded apps (Dialer, Clock, Calculator, and Calendar), and four usage scenarios 
that serve as low-vision aids (magnify with camera, hard-copy text-to-speech, voice typing, 
and voice commands). Participants also indicated whether they could use the apps or exe-
cute the scenarios independently. The Dialer and Clock apps, text enhancements, camera 
magnification, and voice typing were rated as highly useful, while the Calendar application 
received lower ratings. Most of the selected apps or services were rated as easy to use, with 
lower ratings recorded for the Calendar and Select to Speak ones. Considering the posi-
tive results across all options, this collection of apps and services proved useful for all age 
groups, regardless of gender, technological familiarity, or education. The feedback received 
in this study can help towards improving the everyday lives of low-vision people as well as 
informing the design of apps and assistive features, guiding future research and develop-
ment to enhance visual accessibility on mobile computing devices.
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1  Introduction

According to the World Health Organization (WHO), 246 million people worldwide is 
estimated to have best-corrected visual acuity poorer than 20/60 [1]. Patients with vari-
ous underlying ocular pathologies, resulting in severe visual impairment, have difficul-
ties in reading as a result of their limited vision [2, 3]. Reading habits have changed 
as a result of the emergence of digital media and the increasing availability of digital 
reading devices in the market [4]. A large number of visually impaired and blind peo-
ple are using information communication technologies (ICT) as assists for performing 
their daily life activities [5]. A survey of visually impaired people conducted in the UK 
found that more than three-quarters of participants had a smartphone, and almost half 
of them used tablets [6]. Vision alternatives such as speech systems, auditory, multi-
modal interaction, haptic feedback, vibro-tactical, and gesture recognition systems are 
compensating visually impaired and blind people in operating  touch-based interfaces, 
i.e., smartphones and tablets [7, 8]. These devices have been far more popular in recent 
years, including low-vision people [9]. This study aims to contribute to the improve-
ment of everyday life for low-vision individuals by proposing a selection of free and 
easily accessible mobile applications that can be utilized as low-vision aids, while also 
examining the design of these apps and assistive features.

1.1 � Background

Recent advancements in Human–Computer Interaction (HCI) [10], User eXperience 
(UX) design [11], Artificial Intelligence (AI) [12], Machine Learning (ML) [13], and 
Virtual and Augmented Reality (VR/AR) [14] have opened up new possibilities for 
applying technology in various domains, such as journalism [15], education [16, 17], 
engineering [18, 19], or assisting individuals with sensory impairments (e.g., vision, 
hearing) [20, 21]. Mobile computing interfaces have greatly simplified human–computer 
interaction, offering an extensive range of accessibility options [22, 23]. The two lead-
ing mobile operating systems, Android and iOS, provide many visibility enhancements 
[24, 25]. Touchscreen devices proved to be helpful for visually impaired and blind peo-
ple in performing activities of daily living. Nonetheless, a limited number of applica-
tions have been specifically designed for these user groups and many usability problems 
exist. Khan et  al. [5] noted that many issues with the existing user interfaces contrib-
ute to a trade-off in discoverability, navigational complexity, cognitive overload, layout 
persistency, accessibility, and cross-device interactions. The paper reports an improve-
ment in interaction experience when using an accessibility-inclusive, blind-friendly user 
interface framework. Another study investigated the use of smartphones and tablets, the 
degree to which they replace traditional visual aids, and the factors influencing these 
decisions [26]. Results show that mainstream devices are frequently used among visu-
ally impaired adults in place of or in combination with traditional assistive aids for spe-
cific tasks. Yet, traditional devices are still preferable for certain tasks, including those 
requiring extensive typing or editing. Szpiro et  al. explored the use of smartphones, 
tablets, and computers by low-vision participants when performing simple tasks such 
as reading emails [27]. The research found that users preferred accessing information 
visually than aurally, and juggled a variety of accessibility tools. However, these tools 
did not provide them with appropriate support, revealing the unique needs of low-vision 
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users, which differ from those with no vision, concluding that design opportunities for 
improving low-vision accessibility tools exist [27].

Given all those limitations, and despite the growing availability of digital text in audio 
or braille formats, the continuing importance of visual reading for low vision individuals 
is highlighted in many studies. Wu et al. [3] observed that participants use technology to 
access both hard-copy and digital text, noting that they achieved their desired magnifica-
tion by reducing viewing distance and increasing on-screen letter size. Similarly, a survey 
revealed that 83% of normally sighted participants spent more time on digital reading than 
before [28]. However, more than 90% of participants preferred hard-copy to digital mate-
rial for reading. Another study showed that normally sighted and visually impaired people 
were equally likely to own a handheld video device. Some laboratory studies demonstrated 
the benefit of using digital devices for reading. For instance, people with age-related macu-
lar degeneration can read faster on an iPad than on paper or an e-book reader, when given 
the same print size across all media, but paper was still considered easier to use [29]. In 
[30], the reading ability of people with low vision was tested on the iPad and 94% of them 
were able to read N8 or smaller newsprint in a predetermined article from the New York 
Times webpage by zooming in and adjusting the contrast. Morrice et al. [31] found that 
only experienced low-vision iPad readers can read as fast as low-vision closed-circuit tel-
evision readers, but the average reading speed was not significantly different between iPad 
and closed-circuit television for non-experienced readers. Fok et al. [32] showed that many 
digital devices and technologies, such as screen magnification software and large monitors, 
serve as useful assistive technologies for people with low vision.

Apart from approaching smartphones and tablets solely as reading devices, today’s 
hardware comes with a variety of helpful built-in features, such as zoom, contrast polarity, 
or text-to-speech, that make them more accessible to visually impaired users [33]. Mobile 
devices are equipped with high-quality peripherals, like cameras, LED flashes, micro-
phones, and speakers, that may further assist low-vision individuals in their daily lives. For 
example, people with low vision are no longer limited to the use of optical magnifiers but 
instead have a variety of choices to help them read. A study reports that many of them used 
their smartphone’s camera and screen as a magnifier, and others used the camera flash as a 
flashlight [34]. Moreover, many third-party apps have been designed specifically for people 
with low vision. Da Silva et al. [35] tested three Android apps as reading aids and all of 
them provided improvements in reading performance with proven usability. Furthermore, 
they recommend smartphone apps for magnification be considered in reading rehabilitation 
programs for low vision patients. In [36], 14 iOS apps were tested as visual aids, recom-
mending Seeing AI and Be My Eyes apps to assist low vision patients with activities of 
daily living. Maeng et  al. [37] suggest that, as smartphones become increasingly useful 
for persons with visual impairment, low vision providers should be encouraged to provide 
information about the available accessibility options of smartphones to individuals with 
vision loss.

1.2 � Motivation

The literature review and our clinical experience indicate that the use of casual touchscreen 
devices is widespread among low-vision individuals, who use these consumer devices to 
access books, the Internet, and applications. Furthermore, the accessibility options pro-
vided by the most popular mobile operating systems are constantly improved and people 
use the devices as low vision aids, by taking photographs and enlarging the image, or by 
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using the camera flash as a flashlight to see in dim conditions. We have also noticed that 
many recent software services are very popular among low-vision individuals, although 
they have not been designed to target these user groups, thus, offering limited usability. 
For instance, the speech-to-text (dictation) option that is offered by most keyboard applica-
tions proves to be extremely helpful for low-vision users. However, there is limited evalu-
ation regarding this special group, and it seems likely that these services would be way 
more assistive for visually impaired people if they were designed according to their spe-
cific needs. Therefore, the purpose of this work is (i) to assess the usability of common, 
preloaded mobile applications, (ii) to evaluate the usage of common assistive technologies 
on mobile phones, (iii) to measure the usefulness and usability of recent software advance-
ments for people with low vision, (iv) to provide useful feedback for future research and 
development to improve visual accessibility on mobile computing devices.

2 � Materials and methods

2.1 � Participants

A cross-sectional study was conducted at the Aristotle University of Thessaloniki, includ-
ing forty-five (45) individuals as part of the research project. All participants were from 
Greece and met the WHO criteria for low vision, and were particularly selected if they 
experienced vision loss that caused limitations in their daily activities for more than six 
months. Approval of the Committee for Bioethics and Ethics of the Aristotle University of 
Thessaloniki was obtained, and all participants signed informed consent. Furthermore, the 
study complied with the tenets of the Declaration of Helsinki. Screening questions exam-
ined the age and cognitive condition of the participants, ensuring that they used a smart-
phone or were able to use it in their daily lives. For the survey, low-vision was defined 
as an acuity worse than 0.4 logMAR with best-corrected glasses in the better-seeing eye. 
Individuals who were under 18 years old or cognitively impaired were excluded. Individ-
uals  who  did not own a smartphone and had no familiarity with assistive technologies 
for low vision or were reluctant to use such applications were excluded too, though they 
were informed about them, via in-person live demonstrations, and encouraged to try these 
supportive applications in their daily lives. Besides, there are well-known barriers to the 
utilisation of low-vision assistive products [38]. It is worth mentioning that roughly one-
quarter of the total number of individuals who were asked to participate in the actions of 
this research were eligible or likely to be included in the current study.  Specifically, one 
hundred thirty-four (134) low-vision individuals were asked to participate and forty-five 
(45) of them met the eligibility criteria and were willing to participate and complete an in-
person survey. The vast majority of these patients were 75 years old or older, and they did 
not show any interest in technology considering them unnecessary in their daily lives. They 
also possessed a mobile phone of older technology. It has to be noted that many patients 
had significantly better acuity in one eye, though the other eye was significantly impaired, 
still having overall usable vision for executing everyday habits without the need for any 
aid. In summary, the eligibility criteria for participants were as follows: (i) aged 18 years 
or older and mentally competent, (ii) visual acuity worse than 0.4 logMAR with best-cor-
rected glasses in the better-seeing eye, and (iii) ownership of a smartphone and familiarity 
with visual assistive technologies.



30923Multimedia Tools and Applications (2024) 83:30919–30936	

1 3

2.2 � Procedure

The participants were interviewed for key demographics such as age, gender, educa-
tion level, and technological familiarity. A medical examination followed to identify the 
cause of the vision loss and quantify their visual acuity. They were also asked about 
the presence of other common comorbidities for a more comprehensive evaluation of 
their general health. For this work, only information about the cause of low vision and  
visual acuity in terms of logMAR was used. The main stage of the survey included an 
interview conducted by an expert in the fields of HCI and UX design. This interview 
focused on the ease of access of common mobile applications, while also investigating 
the usability of typical assistive technologies and third-party apps for low-vision users. 
A questionnaire was formulated to record the opinions of the users about the exploited 
visibility apps/services. Overall, the survey consisted of five sections, analyzed below 
and summarised in Table 1:

	S1.	 Demographics: The demographic questions addressed gender (male, female, other, 
no answer), age, education level (primary, secondary, tertiary), employment status 
(Employed, Student, Retired, Unemployed), and technology familiarity (Likert scale 1–5) 
of the participants. Table 2 presents the questions that were implicated in this section.

	S2.	 Nature and history of low vision: Recorded data corresponds to the participant’s 
cause of low vision, visual acuity, and type of visual field loss, if any. Table 3 sum-
marises the set of questions that were included in this section.

	S3.	 Usage of common applications on smartphones: This set of questions is aimed at 
assessing the accessibility of common, preloaded apps found in today’s smartphones. 
In specific, the Dialer, Clock, Calculator, and Calendar applications were evaluated 
using the stock apps found in the iOS and Android operating systems. It is worth men-
tioning that these applications are almost identical for both operating systems. The 
users were asked about the usefulness and ease of use of the selected applications. It 
should be noted that the clock feature regards the clock display both in the status bar 
and the lock screen of the smartphones.

Table 1   The sections of the 
survey

Section Items

S1 Demographics 5
S2 Nature and status of low vision 2
S3 Usage of common preloaded mobile applications 4
S4 Usage of common visual enhancements on smartphones 2
S5 Usage of mobile apps/features as assistive technologies 

for low vision
4

Table 2   The items of the questionnaire for the demographics section

S1-1 Age In years

S1-2 Gender Male, Female, Other, No answer
S1-3 Education Level Primary, Secondary, Tertiary
S1-4 Employment Status Employed, Student, Retired, Unemployed
S1-5 Technology Familiarity Excellent, Good, Moderate, Poor
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	S4.	 Usage of common visibility enhancements and assistive technologies on smart-
phones: This section encompassed two types of assistive technologies: display enhance-
ments and audio feedback options. Display enhancements included options such as text 
size, bold text, increased contrast, inverted colors, and dark mode. Each participant 
was initially asked to evaluate this set of enhancements, followed by an open-ended 
question inquiring about the specific features they used and their reasons for doing so. 
Audio feedback options involved the Select to Speak,1 TalkBack2 and Spoken Content,3 
VoiceOver4 features found in the Android and iOS operating systems, respectively. 
Similarly, participants were asked to evaluate these enhancements, followed by an open-
ended question asking which particular feature they preferred and why. These features 
refer to the ability of a device to verbally speak the words, numbers, or icons displayed 
on any given screen. The primary difference between TalkBack, VoiceOver and Select 
to Speak, Spoken Content is that the first two provide always-on verbal feedback for 
any touch made on the screen, altering the interaction protocol between the user and 
the device (i.e., a single touch provides verbal feedback, a double touch registers a 
selection). This makes a device usable even without watching the screen, but it adds 
significant overhead when interacting with the device. On the other hand, the Select to 
Speak and Spoken Content options are more geared toward continuous reading, as the 
user should first physically select a region (e.g. text). Therefore, this feature is more 
suitable for partially sighted users, who still have a usable vision that would allow them 
to see what they are trying to select [33]. This would be nearly impossible for blind or 
severely visually impaired users. As our preliminary investigation indicated, the Talk-
Back and VoiceOver aids were not preferred by most of our participants, as they still 
have usable vision and find the former, on-demand, screen readers more convenient. 
This feature has very similar functionality between the two operating systems, with only 
a few variations. For assessing both display enhancements and audio feedback options, 
users were prompted to read text found in an e-mail.

	S5.	 Usage of apps/features that can be used as low-vision aids: This concerns four sce-
narios: magnifying with the camera, reciting printed material, voice typing, and voice 
commands. First, participants were asked if they use their smartphone as a portable hand-
held electronic magnifier. There are a lot of mobile apps that use the built-in camera to 
magnify hard-copy text, but the vast majority of the participants who use this kind of 
magnification make use of the built-in camera application to magnify physical elements. 

Table 3   Data recorded regarding 
the low-vision section S2-1 Low Vision Diagnosis AMD, DR, RP, Glaucoma, Stargardt,

High Refractive Error, Miscellaneous
S2-2 Visual Acuity In logMAR

1  How to read selected text aloud using Select to Speak in Android 12—My Computer My Way, https://​bit.​
ly/​3qb8M​RR.
2  How to use TalkBack in Android Jelly Bean—My Computer My Way, https://​bit.​ly/​3Qjmc​WE.
3  How to use speak selection to read aloud text in iOS 14 for iPhone/iPad/iPod Touch—My Computer My 
Way, https://​bit.​ly/​3LTJN​e0.
4  How to use VoiceOver, the screen reader in iOS 15 on your iPhone, iPad, or iPod Touch—My Computer 
My Way, https://​bit.​ly/​3Kmhf​Zu.

https://bit.ly/3qb8MRR
https://bit.ly/3qb8MRR
https://bit.ly/3QjmcWE
https://bit.ly/3LTJNe0
https://bit.ly/3KmhfZu


30925Multimedia Tools and Applications (2024) 83:30919–30936	

1 3

Therefore, participants were asked to assess this workflow when trying to read a para-
graph of hard-copy text. Second, the feature of reciting printed material (or hard-copy 
text-to-speech) was examined. Many applications provide such capabilities [39, 40], but 
they come with significant drawbacks. They are not free, and they may not support some 
non-popular languages (e.g., Greek), while their OCR (optical character recognition) 
and text-to-speech algorithms are often not precise enough. All these factors make these 
applications less accessible to target users. Therefore, we decided to assess the “listen” 
capability of the “camera translate” feature5 found in the Google Go6 or Google7 applica-
tions, which are free and offer state-of-the-art text-to-speech capabilities [41]. Participants 
were asked to use this particular workflow on a paragraph of hard-copy text. Third, voice 
typing was tested by using the Gboard8 application, as it offers cutting-edge speech-to-text 
technology, it is free, and is available for both iOS and Android operating systems [42]. 
Finally, the voice commands feature was assessed by using the Siri and Google Assistant 
features provided by the iOS and Android operating systems, respectively.

Regarding sections S3, S4, and S5, the evaluation process was categorized into three 
parts (A, B, C), involving three factors for each question, quantifying the usefulness, the 
ease of use, and the ability of the user to exploit the application/service on his own. Follow-
ing the scope of the low vision questionnaire (LIFE4LVQ), we aimed to evaluate the ability 
and independence of low vision individuals in their everyday lives [43]. The “usefulness” is 
a necessary parameter for assessing the necessity of an aid. The “ease of use” refers to the 
ability to use an aid, and the “use on my own” is related to independence. All the aforemen-
tioned metrics were measured on a 5-level Likert scale, ranging from 1 (strongly disagree) 
to 5 (strongly agree)  (Table 4). It is important to note once again that the sessions involv-
ing S3, S4, and S5 were conducted exclusively with participants who owned a smartphone, 
were familiar with its use, and had experience with visual aids. If a participant lacked famili-
arity with visual aids, we provided a training session and scheduled a follow-up session after 
two months. All testing scenarios (S3, S4, S5) were carried out using the participants’ own 
smartphones. Notably, approximately 90% of the devices featured screen sizes between 5.5 
and 6.5 inches. The smallest screen size was 4.7 inches, as seen in the iPhone 6, 6s, 7, and 8 
models. Moreover, all low-vision participants use their smartphones for executing common 
tasks (e.g., messaging, browsing, calling) and improving their everyday lives (e.g., magnifi-
cation, hard-copy text-to-speech).

2.3 � Data analysis

Data analysis was conducted using IBM SPSS 27.0 (IBM Corp., Armonk, NY). Continu-
ous variables were described using mean and standard deviation (SD) or median and the 
interquartile range (IQR). Categorical variables were described using frequencies (percent-
ages/relative frequencies). Cronbach’s alpha was used to evaluate the internal consistency 
of the overall questionnaire and parts A, B, and C separately. Questions were treated as 
ordinal variables since they were on a 5-point Likert scale. The relationship between two 

5  Read, listen, and search with Lens Go—Google Search Help, https://​bit.​ly/​3ODS0​7y.
6  Google Go—Apps on Google Play, https://​bit.​ly/​3Yw8R​wt.
7  Google—Apps on Google Play, https://​apple.​co/​44OKc​W8.
8  Gboard—Apps on Google Play, https://​bit.​ly/​3QoMG​Gf.

https://bit.ly/3ODS07y
https://bit.ly/3Yw8Rwt
https://apple.co/44OKcW8
https://bit.ly/3QoMGGf
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independent samples was examined using the Mann–Whitney’s U test, while the Kruskal 
Wallis test was used to check the relationship between three or more independent samples. 
Bonferroni corrections were used to adjust for multiple comparisons. The Spearman’s cor-
relation coefficient was used to examine the associations between questions in parts A, B, 
and C and continuous or ordinal variables. Furthermore, the Spearman’s correlation coeffi-
cient and Cohen’s kappa were used to compare the scores of parts B and C of the question-
naire. P-values less than 0.05 were considered statistically significant.

3 � Results

First, a reliability test based on Cronbach’s alpha was conducted, which was found to be 
equal to 0.896 for the overall questionnaire, indicating that the internal consistency is good. 
Cronbach’s alpha from parts A, B, and C were found to be equal to 0.742, 0.750, and 0.751, 
respectively, indicating acceptable internal consistency. Table 5 presents the corresponding 
results.

3.1 � Demographics

Demographics are presented in Table  6. The majority of participants (64.4%) are above 
50 years old, while a proportion of participants (22.2%) are under 30 years old. Most of the 
participants have secondary or tertiary education (82.2%), with the remaining 17.8% hav-
ing a primary level of education.

Table 4   The items of the questionnaire concerning the usage of applications and visual assistive technolo-
gies on smartphones

Application / Technology Part A
Usefulness

Part B
Ease of use

Part C
Use it on my own

S3-1 Dialer Likert Scale 1–5 Likert Scale 1–5 Likert Scale 1–5
S3-2 Clock Likert Scale 1–5 Likert Scale 1–5 Likert Scale 1–5
S3-3 Calculator Likert Scale 1–5 Likert Scale 1–5 Likert Scale 1–5
S3-4 Calendar Likert Scale 1–5 Likert Scale 1–5 Likert Scale 1–5
S4-1 Display enhancements Likert Scale 1–5 Likert Scale 1–5 Likert Scale 1–5
S4-2 Audio feedback Likert Scale 1–5 Likert Scale 1–5 Likert Scale 1–5
S5-1 Magnify with camera Likert Scale 1–5 Likert Scale 1–5 Likert Scale 1–5
S5-2 Recite printed material Likert Scale 1–5 Likert Scale 1–5 Likert Scale 1–5
S5-3 Voice typing Likert Scale 1–5 Likert Scale 1–5 Likert Scale 1–5
S5-4 Voice commands Likert Scale 1–5 Likert Scale 1–5 Likert Scale 1–5

Table 5   Cronbach’s alpha results 
for the different parts of the 
questionnaire

Cronbach’s Alpha

Overall 0.896
Usefulness 0.742
Ease of use 0.750
Use it on my own 0.751
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The moderate number of responses is justified by the fact that most participants had no 
prior experience with assistive technologies and were not using a smartphone at all, mainly 
because of their old age. The current research requires long-term usage of the involved 
applications and technologies to get meaningful feedback. Nevertheless, the aforemen-
tioned argument favors the reliability of the evaluation results.

3.2 � Nature and status of low vision

The logMAR scale was used to quantify visual acuity. The average binocular acu-
ity was 0.680 logMAR (SD = 0.245 logMAR). 22.2% of the participants have been 
diagnosed with age-related macular degeneration (AMD), 13.3% with Glaucoma, 
13.3% with retinitis pigmentosa (RP), 8.9% with high refractive errors, 11.1% with 
diabetic retinopathy (DR), while 22.2% have other diseases, such as Rhabdomyosar-
coma, epiretinal membrane (ERM), retinal vein occlusion (RVO), optic nerve atro-
phy, cone dystrophy, Leber optic neuropathy, Von-Hippel-Lindau disease.

Table 6   Demographic 
information, diagnosis, and 
visual acuity of the participants

Age Mean (SD)
  52.76 (20.146)

logMAR Mean (SD)
  0.680 (0.245)

Sex N (%)
    Females   25 (55.6)
   Males   20 (44.4)

Education Level N (%)
   Primary   8 (17.8)
   Secondary   18 (40.0)
  Tertiary   19 (42.2)

Employment Status N (%)
    Unemployed   7 (15.6)
     Employed   15 (33.3)
     Student   10 (22.2)
     Retired    13 (28.9)

Tech Familiarity N (%)
    Excellent   18 (40.0)
     Good    2 (4.4)
     Moderate    19 (42.2)
     Poor    6 (13.3)

Diagnosis N (%)
    AMD    10 (22.2)
     DR     5 (11.1)
    Glaucoma     6 (13.3)
   High Refractive Error      4 (8.9)
   RP      6 (13.3)
   Stargardt      4 (8.9)
   Miscellaneous     10 (22.2)
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3.3 � Accessibility suite

Descriptive statistics for the measures concerning the responses for the “usefulness”, “ease 
of use”, and “use it on my own” parts are depicted in Table 7. In general, participants feel 
satisfied both in terms of usefulness and ease of use with the presented applications/ser-
vices. Median values are above average for all responses.

Figure 1 illustrates the response rates for each question concerning the “usefulness” part 
of the questionnaire. Based on the median values, participants find very useful the Dialer 
(S3-1; Mdn = 5, IQR = 0.0) and the Clock (S3-2; Mdn = 5, IQR = 1.0) preloaded apps, the 
text enhancements (S4-1; Mdn = 5, IQR = 1.0), the camera magnification technique (S5-1; 
Mdn = 5, IQR = 1.0), and the voice typing feature (S5-3; Mdn = 4, IQR = 1.0). Less useful 
was rated the Calendar application (S3-4; Mdn = 4, IQR = 1.5).

Accordingly, Fig. 2a presents the response rates for the “ease of use” part of the ques-
tions. Low-vision users rated as easy to use almost every proposed app or feature. Lower 
ratings were recorded for the Calendar (S4-1; Mdn = 3, IQR = 1.0), audio feedback (S4-1; 
Mdn = 3, IQR = 1.0), voice typing (S5-3; Mdn = 3, IQR = 1.0), and voice commands (S5-4; 
Mdn = 3, IQR = 1.0) options. Finally, the visual representation for the “use it on my own” 

Table 7   Response rates for the 3rd, 4th, and 5th sections of the questionnaire—Mdn (IQR)

Application / Technology Usefulness Ease of use Use it on my own

S3-1 Dialer 5.0 (0.0) 4.0 (1.0) 4.0 (1.0)
S3-2 Clock 5.0 (1.0) 4.0 (1.0) 4.0 (1.0)
S3-3 Calculator 4.0 (1.0) 4.0 (1.5) 4.0 (1.5)
S3-4 Calendar 4.0 (1.5) 3.0 (1.0) 3.0 (1.5)
S4-1 Display enhancements 5.0 (1.0) 4.0 (1.0) 4.0 (2.0)
S4-2 Audio feedback 4.0 (1.0) 3.0 (1.0) 3.0 (1.0)
S5-1 Magnify with camera 5.0 (1.0) 4.0 (1.0) 4.0 (1.0)
S5-2 Recite printed material 4.0 (1.0) 4.0 (1.0) 4.0 (2.0)
S5-3 Voice typing 4.0 (1.0) 3.0 (1.0) 4.0 (1.0)
S5-4 Voice commands 4.0 (1.0) 3.0 (1.0) 4.0 (1.0)

Fig. 1   Response rates for each question concerning the “usefulness” part of the questionnaire
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part is given in Fig. 2b. Analogous to the previous results, a similar pattern is visible both 
in Fig. 2a and b. This correlation will be verified statistically, later on. The positive results 
for this part further verify the ease of use of the majority of the selected applications.

The lowest ratings in this category correspond to Calendar (S4-1; Mdn = 3, 
IQR = 1.5), audio feedback (S4-1; Mdn = 3, IQR = 1.0), voice typing (S5-3; Mdn = 3, 
IQR = 1.0), and voice commands (S5-4; Mdn = 3, IQR = 1.0) options.

Next, some correlations between the data were investigated. First, the correlation 
between visual acuity and the usefulness of the selected applications was examined. The 
results are presented in Table  8. The analysis showed that there is a moderate posi-
tive correlation between the usefulness of using the smartphone as a magnifier and the 
visual acuity in the logMAR scale (Spearman’s rho = 0.305, p = 0.042), while no other 
strong correlation was verified (p > 0.05).

Additional tests reveal that there is no correlation between age and the “useful-
ness” part of the questionnaire, while there is no difference in the answers for this part 
between females and males. No difference in the answers between the “usefulness” part 
of the questionnaire and the diagnosis categories was observed. However, it has to be 
noted once again that the limitation of the small sample size does not allow for adequate 
comparisons with the diagnosis categories. A larger sample would be more indicative of 
the effect of diagnosis on the scores of the “usefulness” part of the questionnaire.

(a)

(b)

Fig. 2   Response rates concerning the “ease of use” and “use it on my own” parts of the questionnaire
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Next, no association was found between age and the “ease of use” and “use it on my 
own” parts of the questionnaire. There is no correlation between tech familiarity or gender 
and the aforementioned parts of the questionnaire, either. Answers on the ease of use for 
the voice commands feature are significantly different between the categories of education 
(Table 9). More specifically, answers from individuals with primary education were signifi-
cantly lower compared to the answers of those with tertiary education (p = 0.039).

Moreover, “use it on my own” answers for the calendar found significantly different 
between the categories of education (Table  10). In particular, answers from individuals 
with primary education were significantly lower compared to the answers of those with 
tertiary education (p = 0.023).

All other pairwise comparisons were not significant. In general, the absence of such cor-
relations is very promising for the overall value of the vision suite because it indicates that 
the tested applications/features need no special skills to be used. Taking into consideration 
the positive results that are summarised in Table 7, we can assert that the selected appli-
cations/features prove to be useful for all age groups, regardless of gender, technological 
familiarity, or education.

A Spearman’s rho test revealed that the “ease of use” and “use it on my own” parts of 
the questionnaire are strongly correlated, as the corresponding score is greater than 0.7 for 
almost all questions. On top of that, nearly all kappas are greater than 0.6, indicating sub-
stantial to perfect agreement. Table 11 depicts the corresponding results.

Finally, it was observed that responses on the usefulness of the calendar application sig-
nificantly differ among employment statuses. Answers from unemployed individuals were 
significantly lower compared to the answers of employed people (p = 0.017). All other pair-
wise comparisons were not significant.

Table 8   Spearman’s correlation 
between visual acuity and 
the “usefulness” part of the 
questionnaire

Spearman’s rho p

Dialer 0.160 0.293
Clock 0.121 0.429
Calculator 0.042 0.784
Calendar 0.117 0.443
Magnify with camera 0.305 0.042
Voice typing 0.044 0.773
Recite printed material -0.019 0.901
Audio feeback 0.048 0.755
Voice commands 0.174 0.253
Display enhancements -0.189 0.215

Table 9   Pairwise comparison of responses regarding the ease of use of the voice commands feature 
between the different groups of education. Bonferroni correction was applied to adjust for multiple com-
parisons

Primary Secondary

Primary - p = 0.465
Tertiary p = 0.039 p = 1.000
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4 � Discussion

Considering the presented results, many interesting findings can be documented. The over-
all evaluation of the selected applications was encouraging. This is justified by the positive 
results in terms of usefulness and ease of use. In general, we can assert that the proposed 
suite of applications proves to be useful for low-vision individuals regardless of age, gen-
der, technological familiarity, or education. Besides these general considerations, more 
specific conclusions can be formulated as well.

First, preloaded applications achieved high ratings, both in terms of usefulness and ease 
of use. Results confirm that apps/services like the Dialer, Clock or Calculator are very 
useful to our everyday lives, but also reveal that most of the corresponding user interfaces 
are accessible for people with low vision. The displays of modern smartphones are large, 
the design of the graphical user interfaces has evolved, being adequately clear, while core 
apps feature relatively large fonts and graphical elements that help low-vision people oper-
ate them seamlessly. Calendar applications appear to offer a subpar user experience, likely 
due to the abundance of graphical elements displayed on the relatively small screens of 
smartphones (month view worsens the issue). This results in smaller, less distinguishable 
graphical elements. Apple’s Human Interface Guidelines9 for the iOS platform and Goog-
le’s Material Design10 recommend a minimum height of 5.5 mm for buttons and 7.5 mm 
for touchable targets, while the smallest documented font is 10 pt. Punchoojit et al. sug-
gest that pressing virtual buttons can be challenging [44], and Conradi et al.’s study found 
notable differences in errors and time on task between the smallest size (5 × 5 mm) and 
all other button sizes [45]. The problem of small graphical elements and text in calendar 
apps remains even when using the largest possible font size setting, since the same number 
of elements must fit within the same screen space. As a result, these applications require 
increased visual and touch attention, posing challenges for low-vision users due to their 
reduced visual acuity. It is recommended that an alternative interface be developed for low-
vision individuals.

Second, display enhancements proved to be very useful for low-vision users. The 
most popular option was the larger font size, which was exploited by all of our par-
ticipants. This evidence is in line with related research [3, 30–33]. On the other hand, 
we recorded a lower percentage of users that choose a reversed-contrast user interface, 
either by enabling the dark mode or the invert-colour options on the screen of their 
devices. Only about 20% of our participants prefer the reversed contrast option, while 
a significantly higher percentage has been reported in other studies [3]. It turns out 
that even if it is well-known that participants with cloudy ocular media (from cataract, 
corneal damage, or vitreous debris) or suffering from other diseases (e.g., albinism, 

Table 10   Pairwise comparison of responses regarding the “use it on my own” question of the calendar app 
between the different groups of education. Bonferroni correction was applied to adjust for multiple com-
parisons

Primary Secondary

Primary - p = 0.546
Tertiary p = 0.023 p = 0.277

9  Human Interface Guidelines—Apple Developer Documentation, https://​apple.​co/​3KnHZ​Zk.
10  Material Design, https://​bit.​ly/​44P4p​eu.

https://apple.co/3KnHZZk
https://bit.ly/44P4peu
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retinitis pigmentosa, glaucoma) sometimes have better reading performance with 
reversed contrast [46], this happens to a lesser extent when using a smartphone in gen-
eral and not focusing solely on text reading. Moreover, positive feedback was recorded 
for the available audio feedback features found in modern mobile operating systems. 
In specific, the Select to Speak and Spoken Content features of the Android and iOS 
operating systems, respectively, have been positively rated by the participants, espe-
cially when the screen contains a lot of text. The TalkBack and VoiceOver aids were 
not preferred by most of our participants, as they still maintain relatively functional 
vision and find the former, on-demand, screen readers more convenient. This is in line 
with evidence found in other works [33, 34].

Third, according to other studies, low-vision users find useful, workflows that make 
use of the peripherals of a smartphone, i.e., the camera, the microphone and the speaker 
[34–36]. Primarily, our patients used their smartphone’s camera and screen as a magnifier, 
a common practice for low-vision people. In addition to this, the participants were very 
pleased with voice typing (speech-to-text), a casual feature on today’s mobile keyboards. 
On top of that, users were excited about the reciting printed material service. All these vali-
date the need for third-party applications and services that can assist low-vision individuals 
in everyday activities, as highlighted in similar works, as well [35, 36].

Lastly, it is worth noting that many of the applications/services used (e.g., voice typ-
ing, reciting printed material, camera magnification) are not specifically designed for 
low-vision individuals, which may limit their ease of use for this target group. Nonethe-
less, the determination of low-vision patients to complete everyday tasks and receive 
support from digital aids is strong enough to result in positive evaluations. Our expe-
rience suggests that versions of the apps specifically redesigned for low-vision indi-
viduals could enhance user satisfaction. This idea is also supported by other studies 
that emphasise the distinct needs of low-vision people, which differ from those without 
vision, concluding that there are further design opportunities for improving low-vision 
accessibility tools [26–28]. However, these low-vision-tuned applications should be 
developed and formally assessed in a future study, making this our primary recommen-
dation for additional work in this field.

Table 11   Spearman’s rho and Cohen’s kappa statistic for the “ease of use” and “use it on my own” parts of 
the questionnaire

Spearman’s
rho

p Cohen’s kappa
coefficient

p

Dialer 0.748  < 0.001 0.588  < 0.001
Clock 0.910  < 0.001 0.835  < 0.001
Calculator 0.848  < 0.001 0.834  < 0.001
Calendar 0.945  < 0.001 0.800  < 0.001
Magnify with camera 0.855  < 0.001 0.765  < 0.001
Voice typing 0.768  < 0.001 0.670  < 0.001
Recite printed material 0.699  < 0.001 0.620  < 0.001
Audio feedback 0.890  < 0.001 0.662  < 0.001
Voice commands 0.800  < 0.001 0.807  < 0.001
Display enhancements 0.883  < 0.001 0.706  < 0.001
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5 � Conclusions

Summing up, it is evident that current mobile phones can greatly assist low-vision indi-
viduals in their daily lives. However, there is room for improvement for existing low vision 
assistive features and applications, and new features may be redesigned specifically for 
low vision individuals. These findings reinforce our view of the importance of continued 
research on low-vision reading in the digital era and ongoing efforts to enhance the visual 
accessibility of text. For instance, although camera magnification, voice typing, and text 
scanning and reciting services proved to be very useful to low vision users, they are not 
included in the accessibility suites for both iOS and Android operating systems, and the 
best-performing applications are not designed for low vision users. Additionally, the Select 
to Speak feature is not pre-installed on many Android devices (e.g., Samsung smartphones) 
and has to be installed manually via the Play Store. The ease of use of this particular fea-
ture should also be improved, as denoted by the results. The same applies to the voice 
typing and voice commands features and the Calendar application. Furthermore, the vast 
majority of users prefer dark mode over the inverted colors feature. The former option may 
be included in the accessibility options of the mobile operating systems. In conclusion, 
smartphones are increasingly useful for persons with visual impairment, and this study 
tried to identify opportunities for enhancing low vision assistive features and applications.
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