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Abstract
To diagnose the liver diseases computed tomography images are used. Most of the time 
even experienced radiologists find it very tough to note the type, size, and severity of the 
tumor from computed tomography images due to various complexities involved around the 
liver. In recent years it is very much essential to develop a computer-assisted imaging tech-
nique to diagnose liver disease in turn which improves the diagnosis of a doctor. This paper 
explains a novel deep learning model for detecting a liver disease tumor and its classifica-
tion. Tumor from computed tomography images has been classified between Metastasis 
and Cholangiocarcinoma. We demonstrate that our model predominantly performs very 
well concerning the accuracy, dice similarity coefficient, and specificity parameters com-
pared to well-known existing algorithms, and adapts very well for different datasets. A dice 
similarity coefficient value of 98.59% indicates the supremacy of the model.

Keywords  Computed tomography · Deep learning · Metastasis · Carcinoma · 
Cholangiocarcinoma · Labelled images · Unet

1  Introduction

Liver is the largest organ, present below the ribcage on the right side of the belly. 
Abnormal liver cells growth on or in the liver leads to a lump called liver tumor, which 
indicates a liver disease. Liver suffers from different type of diseases, like cirrhosis, 
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hepatitis, liver cancer etc. [10]. Due to cirrhosis and liver cancer, there are around 50 
million people who died worldwide every year from past two decades [22]. Cancer 
spreading from cancer affected organs of the body into the liver or vice versa called 
Metastatic cancer [19, 21]. The cancer cells that grow in liver metastasis are cells from 
part of the body where cancer is originated. Since the cancer is spread from other organ 
to liver doctor may diagnose it as progressive cancer or stage 4 cancer. Common types 
of cancer that spread to the liver are colorectal, lung, breast, pancreatic, stomach, esoph-
agus, melanoma, etc. Where maximum people will develop metastasis on both lobes 
of the liver [19]. The cancer originated in the bile duct of the human is called cholan-
giocarcinoma. Cholangiocarcinoma is the second most common primary hepatobiliary 
tumour and recently it is increasing globally. Cholangiocarcinoma which is intrahepatic 
or extrahepatic also called as bileduct cancer as it is originated from the bileduct [6]. 
We have different types of liver diseases, in this work we are mainly focusing on Meta-
static and cholangiocarcinoma cancer which are life threatening.

Automatic Identification and classification of these diseases will help in avoiding 
the manual diagnosis. In this paper we are developing an automatic model for binary 
classification of liver disease by comparing several classifiers such as machine learn-
ing and deep learning methods along with calculating confusion matrix to assess the 
classification using different metrics. One effective way to differentiate diseases from 
a given set of dataset is by means of feature extraction and selection. Feature extrac-
tion includes extracting texture, geometrical and statistical features. Texture analysis 
is the mathematical parameter computation from a two-dimensional images on pix-
els, whereas statistical and geometrical features are used in various medical recogni-
tion methods. Extracting different statistical, geometrical and texture features from a 
given set of datasets and selecting a particular feature to classify the disease can be 
done using a deep learning model. In several areas such as image classification, image 
recognition, speech recognition deep learning models are successfully used. Recently 
because of their feature selection and extraction capability, deep learning algorithms 
find a top place in biomedical applications [11]. These models become more power-
ful because models capable of learning features by themselves and they have high 
discriminatory power. A large quantity of manually labeled data from experts are 
required to develop a high-quality deep learning model, which is the main limitation 
of deep learning method. Due to patient privacy policy getting a large dataset in bio-
medical is a difficult task hence we have to develop an algorithm which learns fea-
tures very quickly even for small datasets. The main contribution of this paper are as 
follows

i)	 To develop an automatic deep learning model for detection and classification of liver 
disease

ii)	 Preparing a labeled dataset with the help of expert radiologist from the 3Dircadb dataset 
and selecting the optimal features which improves the performance

iii)	 Developing a confusion matrix to calculate different metrics.
iv)	 Our developed method reached a dice score of 98.59%, an accuracy of 98.61% and a 

specificity of 100% on a labelled 3dircadb dataset

This paper is arranged as follows. Related work on identification and classification 
of liver diseases discussed in Section 2. Section 3 presents about explanation of dataset, 
proposed modified Unet-60 network architecture, feature extraction, feature selection. 
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Section 4 is about implementation, results and comparison with other works. Finally, Sec-
tion 5 conclusion.

2 � Literature review

Increasing access to hidden attributes in the medical dataset permit us to predict liver 
diseases using deep learning models. To predict liver diseases with good accuracy differ-
ent datasets containing binary computed tomography images, histologically marked slide 
images, blood panels with liver tests, and molecular pointers present in blood samples have 
been used to train classifiers. In the following papers, recent studies related to liver disease 
identification and classification are introduced.

Dehua Chen et al. [5] developed a knowledge-powered deep breast tumor classification 
model using deep neural networks. The model is evaluated on a dataset containing 3.96 k 
patients data. Each patient is having four clinical reports of ultrasound, mammography, 
computed tomography and magnetic resonance imaging. The model can learn to extract 
features hierarchically and pay attention to important elements like words and sentences in 
the clinical reports. Proposed method achieved an accuracy of 0.8854, recall of 0.8771 and 
F1 score of 0. 9070.

Ahmed Gaber et al. [9] developed a computer aided diagnosis method using machine 
learning and a voting-based classifier for ultrasound images to classify liver images as fatty 
or normal based on features extraction. Here to reduce the number of computations multi 
region of interest is selected and from each region of interest 26 features were extracted. 
The voting-based classifier achieved a classification accuracy of 95.71% which shows the 
strength of the model. The drawback of the work is limited dataset.

Mehdi Hosseinza et  al. [12] proposed a diagnostic prediction model for chronic kid-
ney diseases and its severity level that applies IOT multimedia data [26]. Different clas-
sification techniques are used to assess the chronic liver disease prediction and its level by 
selecting different features based on expert clinical observations and also earlier studies 
for chronic kidney diseases in various sets of multimedia datasets. By applying decision 
tree classifier on the prepared dataset with selected features produces an accuracy of 97%, 
sensitivity of 99% and specificity of 95% and also improves the execution time compared 
to other models.

Rayaan Azam Khan et al. [17] proposed a review paper which discuss about the com-
puter aided diagnosis system for malignant liver detection and treatment and also discussed 
three image acquisition modalities like computed tomography, ultrasonography, and mag-
netic resonance imaging. Further preprocessing of images, extraction and selection of fea-
tures also discussed with their pros and cons in addition to a lot of state of the art algo-
rithms discussed which utilises numerous methodologies to fulfill the diagnostic tasks.

Mohammad Saber Iraji et  al. [13] developed a method to detect covid-19 in X-ray 
images with the help of feature selection using deep convolutional neural network and 
binary differential algorithm. The database consists of three different categories of 1092 
images including covid 19, pneumonia and healthy images. The method has achieved an 
accuracy of 0.9943, sensitivity of 0.9916 and specificity of 0.9957. Developed method can 
be applied in various medical applications.

Halgurd S. Maghdid et  al. [20], developed a method for detecting coronavirus disease 
using alexnet model with convolutional neural network in computed tomographic and X-ray 
images. The dataset used for the detection of coronavirus is collected from different sources. 
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The experimental results obtained an accuracy of 0.98% using alexnet model whereas using 
updated convolutional network accuracy is settled at 0.94%.

Joel Jacob et al. [14] proposed a diagnosis of liver disease using machine learning tech-
niques. He utilised Indian liver patient dataset comprising ten diverse attributes of 583 patients 
by using distinct algorithms like Logistic regression, K nearest neighbour, support vector 
machine, & artificial neural network which produced 0.7323, 0.7205, 0.7504 & 0.928 accu-
racy correspondingly.

Joloudari J. H et al. [16] proposed a method using hybrid support vector machine with par-
ticle swarm optimization which achieved a maximum accuracy over support vector machine, 
random forest, Bayesian network, multilayer perceptron, and a neural network for the liver 
disease detection by predicting maximum number of features. The accuracy was calculated 
as 0.8735, 0.7891, 0.6678, 0.7651 and 0.9517 for random forest, multilayer perceptron, neural 
network, support vector machine and pso-svm models. Here hybrid pso-svm achived a highest 
accuracy with least number of selected features.

Keerthana Jagnathan et al. [15] using support vector machine and optimal descriptor sets 
proposed a prediction of drug induced liver toxicity. By using machine learning quantitative 
structure activity relationship models are constructed and for molecular descriptors sets fea-
ture selection methods are constructed. Here different feature selection methods are used to 
improve the prediction performance. Experimental results showed that with reduced num-
ber of molecular descriptors support vector machine classifier developed a better classifica-
tion accuracy.

Phan and Chan et al. [25] proposed a deep learning model to detect liver cancer in hepati-
tis patients and this model achieved an accuracy of 0.98% with convolutional neural network 
in identifying the liver cancer. To distinguish health signals from the disease history in the 
hepatitis cohort which in turn predicts liver cancer. The state of art techniques applied through 
deep learning methods. When analysed by age the hepatitis is increased in older groups com-
pared to any other age group and in future these deep learning methods are applied on identi-
fying severe diseases.

Abhay Krishnan et al. [18] developed a multi-level ensemble model to detect and classify 
liver cancers such as hepatocellular carcinoma, which works on feature extraction. To explain 
the robustness of the classifiers K-fold cross validation is also used. This model achieved a 
maximum accuracy in the detection and classification of different tumors compared to diverse 
classifiers.

Yu Sub Sung et al. [29] proposed radiomics and deep learning in liver disease combina-
tion used in various liver imaging fields such as liver fibrosis, prognosis of malign tumors, 
automated detection and characterisation of liver tumors, abdominal organ segmentation 
and body composition analysis. This study aimed at anticipate binary classifications of 
liver disease by comparing among several classifiers, machine learning and deep learning 
methods and also to calculate confusion matrices for comparing target classes with output 
classes.

3 � Methods

We proposed a deep learning model called modified Unet 60 for detection and classifi-
cation of liver diseases from a given set of datasets. The proposed workflow for identifi-
cation and classification of liver diseases is presented in Fig. 1. Liver disease CT images 
has been trained using Unet-60 deep learning model. The excerpted statistical, textural 
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and geometrical features were used to select and classify the Metastasis and cholangio-
carcinoma tumors.

3.1 � Dataset

Overall, with data augmentation 864 liver cancer images collected from 3Dircadb pub-
licly available dataset. Among the 864 images, 360 images belong to Metastasis cancer 
and remaining 360 images belongs to Cholangiocarcinoma, here around 720 CT images 
are used for training and 144 CT images for testing. Labelling of CT images for entire 
dataset containing 20 CT volumes is done by a well-known radiologist. Here the CT 
images are resized to size 256 × 256 and 128 × 128 from 512 × 512 due to limited CPU 
using MATLAB tool.

Fig. 1   Flow of the planned 
system



2778	 Multimedia Tools and Applications (2024) 83:2773–2790

1 3

3.2 � Grouped data

By converting the images from dicom to jpg and png format, and removing the images 
with no liver and tumor among labelled data, the deep learning model is trained and 
tested on these CT images. In the 3Dircadb dataset we have a separate mask for both 
liver and its tumor.

3.3 � Network architecture

Signifying the traditional deep convolutional neural network here we developed a modi-
fied Unet 60 model for the detection and classification of liver diseases. The network 
architecture is based on the original UNET architecture, however the novelty of the 
paper is the model itself which is designed using 60 layers without a batchnormalisa-
tion layer which is important for normalizing the outputs of convolutional layers, and a 
maxpool layer is included after every pair of convolutional and relu layers in the expan-
sion path along with one dropout layer at the end of the encoder path which deactivates 
some of the neurons to control overfitting of the network. Other modifications are done 
on filters at each convolutional block where 32 filters are present in the first block and 
it will be doubled for the consecutive three blocks and becomes 256 at the last convo-
lutional block. At the end of the contraction path a globalmaxpooling layer is included. 
Left hand side of the network is called as encoder which is used for framework seizure, 
which consist of 8 pairs of convolutional and relu layers, 3 maxpooling layers and at the 
end one dropout layer whereas right hand side of the network is called as decoder which 
contains 8 pairs of convolutional and relu layers and 4 layers of upconvolution and 
uprelu which is used for highlighting the specific position, finally encoder and decoder 
connected using bridge network with the help of 4 depth concatenation layers. The 
entire structure is in the form of letter U hence the name is given as Unet. By increas-
ing the number of hidden layers inside the network performance can be endorsed. The 
architecture of the proposed model is shown in Fig.  2. Binary CT labelled dataset is 
passed through a Unet 60 model which is trained by tuning different hyper parameters. 
The Unet60 model extracts features from the binary CT images. On these extracted fea-
tures binary differential evolution algorithm is applied to select best features suitable for 
classification. Using the selected best features the classification of Liver disease using 
CT images has been performed and their classification is assessed by different metrics. 
Different layers used in the proposed model is explained below and also analysis of the 
model is shown in Fig. 3.

Convolutional layer  It contains a filter with size 3 × 3 that convolves around the input 
image. By performing a dot product operation between the filter weight content and every 
location of the image outcome of the layer is attained.

Relu layer  It is an activation function, which sets negative values to zero in a matrix. It 
performs a threshold operation to each element of the input.

Maxpool layer  Its nature is similar to that of convolutional layer. It is applied on every 
individual location in the input image which takes maximum neighbouring value. It is used 
to reduce the spatial size in the middle of the architecture.



2779Multimedia Tools and Applications (2024) 83:2773–2790	

1 3

Dropout layer  The dropout layer reduces the overfitting in the model, and it acts as a mask 
that removes some neurons contributions to the succeeding layer while leaving all others 
unchanged. Here we set dropout layer value to 0.5.

Depth concatenation layer  It is a layer used to transfer the features of the encoder to the 
decoder.

Up convolutional layer  A transposed convolutional layer used for up sampling that is to 
generate an output feature map that has a spatial dimension greater than that of the input 
feature map.

Global pool layer  To review the presence of a feature in an image global pool layer is used 
in the model. It can also be used as an alternative for fully connected layer which act as an 
output predictor.

Fully connected layer  It is used at the end of the model which act as a output predictor. 
Here each neuron is fully connected to every other neuron in the previous layer. It uses fea-
tures learned by previous layers to make decisions.

Softmax layer  It is applied at the end of the model which will serve as a classifier and it is 
responsible for categorizing different inputs into distinct types.

Classification output layer  This layer computes the cross-entropy loss for classification 
and weighted classification tasks with mutually exclusive classes.

Fig. 2   Modified UNET-60 architecture
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Fig. 3   Analysis of Unet 60
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3.4 � Feature extraction

Feature extraction is one of the significant parts in the classification of liver diseases since 
it identifies the essential details about the contents of an image [27, 28]. The Unet 60 model 
is capable of extracting statistical features from the binary CT images such as shape, size, 
area and total number of connected components etc. Among the extracted features, best 
features are selected using feature selection method for the liver disease classification.

3.5 � Feature selection

For precise liver disease classification all the extracted features that influence on liver dis-
ease classification is included [12]. A Binary differential evolution algorithm is a feature 

Fig. 3   (continued)
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selection method used to select a relevant feature by eliminating unrelated features [13]. 
Feature selection is generally applied

i)	 To minimize the number of features
ii)	 To minimize the computational cost
iii)	 To reduce the features which reduce the storage requirement

Features like area, mass, number of connected components, correlation, size are selected 
from the dataset to classify the liver diseases.

4 � Results and discussion

The proposed system for liver cancer detection and classification is trained and tested 
on 864 CT images containing cancer lesions. The developed model utilizes resultant 
binary segmented tumors from Unet architecture or CT images from the 3Dircadb data-
set (https://​www.​ircad.​fr/​resea​rch/​data-​sets/​liver-​segme​ntati​on-​3d-​ircadb-​01/). The Unet 
60 model with different layers performs feature extraction and suitable extracted fea-
tures are selected using feature selection method to identify and classify liver diseases.

4.1 � Metrics for evaluation

At the authentication phase, parameters like accuracy, sensitivity, specificity, dice similar-
ity coefficient, True positive, True negative, False positive, False negative are used to check 

Fig. 4   Accuracy vs Iterations

Fig. 5   Loss vs Iterations

https://www.ircad.fr/research/data-sets/liver-segmentation-3d-ircadb-01/


2783Multimedia Tools and Applications (2024) 83:2773–2790	

1 3

the attainment of the deep learning model. The equations of the above parameters are spec-
ified below with explanation.

(1)	 Accuracy [31]: It is the ratio of correct number of identified pixels to the total number 
of pixels in an image.

(2)	 Sensitivity [31]: It is the measure of actual positive values percentage which are cor-
rectly identified.

(1)Accuracy =
TP + TN

TP + TN + FP + FN

(2)Sensitivity =
TP

TP + FN

Fig. 6   Accuracy vs Iterations

Fig. 7   Loss vs Iterations

Table 1   Confusion Matrix details 
for training

Training set

Class Cholangiocarcinoma Metastasis 
carcinoma

Cholangiocarcinoma 356 2
Metastasis carcinoma 4 358
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(3)	 Specificity [31]: It is the measure of actual negative values percentage which are cor-
rectly identified.

(4)	 Dice score [1, 3]: It is a measure of till what degree of extent both the samples are similar.

(3)Specificity =
TN

TN + FP

Table 2   Confusion Matrix details 
for testing

Testing set

Class Cholangiocarcinoma Metastasis 
carcinoma

Cholangiocarcinoma 70 0
Metastasis carcinoma 2 72

Fig. 8   Confusion matrix for training
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4.2 � Implementation and testing assessment

The developed technique was trained on a desktop computer with a MATLAB 2020a tool 
using adam optimizer with a learning rate of 0.001, learn rate drop factor of 0.5, minibatch 
size of one, learn rate is piecewise, learn rate drop period of 20 and these parameter values 
are derived from repeated training. Randomly from the dataset 85% were used for train-
ing and 15% were used for testing. By utilizing 60 layers from the network, model trained 
for 200 epochs where each epoch took 720 iterations leading to a total of 144,000 itera-
tions. The training progress of the model with respect to the accuracy, loss vs iterations is 
shown in Figs. 4 and 5 respectively whereas Figs. 6 and 7 represents the graph of testing 
data. From the Figs. 4 and 6 it is clear that as the number of iterations increases the loss 
decreases gradually and remains constant after certain iterations, whereas in Figs. 5 and 7 
accuracy of the model increases after certain iterations and remains constant till the end of 
training and testing.

Classification results  Classification of Metastasis carcinoma and cholangiocarcinoma can 
be achieved using the proposed modified Unet 60. The confusion matrix for training and 

(4)Dice =
2TP

2TP + FP + FN

Fig. 9   Confusion matrix for testing
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testing data is shown in Tables 1 and 2. Table 1 contains resultant data where classifier cor-
rectly predicts 356 cholangiocarcinoma and 358 metastasis carcinoma images out of total 
720 images. Whereas Table 2 dispalys data related to testing of 144 images in which classi-
fier able to predict correctly 70 images of cholangiocarcinoma and 72 images of metastatic 
carcinoma. The confusion matrix for both training and testing data is shown in Figs.  8 
and 9 respectively where it is displaying an accuracy of 99.2% with 0.8% loss for training 
data and an accuracy of 98.6% with 1.4% loss for testing data. The results of the proposed 
model are shown in Figs. 10 and 11 correspondingly. Table 3 shows the results obtained for 
different metrics for testing the dataset using trained model. We have compared our model 
results with different classifiers and a summary of the comparison is displayed in Table 4. 
From Table 4 we observed that the proposed method has better accuracy, dice similarity 
coefficient, and specificity compared to other models as we increase the number of test 
samples accuracy of the model also increases, this we can conclude from the training data-
set as it achieves an accuracy of 99.2% in training.

Si 

nos

Input CT Ground truth 

image

Metastasis

carcinoma

segmented

1

2

3

Fig. 10   Results of the metastatic carcinoma
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As shown below in Fig. 10, first column represents original CT images, second column 
indicates the original masks of the liver tumor taken for training, third column indicates 
results of detected and classified metastasis carcinoma images.

Si 

nos

Input CT Ground truth 

image

Cholangiocar

-cinoma 

segmented

1

2

3

Fig. 11   Results of the cholangiocarcinoma

Table 3   Results obtained for the 
proposed model

Parameters Testing dataset

Accuracy 98.61
sensitivity 97.22
specificity 100
DSC 98.59
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As shown below in Fig. 11, first column displays original CT images, second column 
displays the original masks of the liver tumor taken for training, third column indicates 
results of detected and classified cholangiocarcinoma images.

5 � Conclusions and future work

Here we have developed a deep learning classifier to detect and classify two different liver 
diseases. The diagnostic performance of the modified Unet-60 is superior to other identi-
fied classifiers as it has achieved a high accuracy of 98.61%, sensitivity of 97.22%,100% of 
specificity, and importantly it achieved a dice score of 98.59% which is superior compared 
to any classifier. In the future, we would like to work on reducing the time taken by the 
developed model to train the dataset, and also a greater number of labeled CT images with 
different liver diseases need to be investigated. Further disease identification must be inves-
tigated through 3D-volumetric analysis of a liver. As a substitute for binary classification, 
we can practice multinominal classification by differentiating the liver disease types.
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the corresponding author on reasonable request.
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