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#### Abstract

This study presents a method to improve state-of-the-art concave point detection methods as the first step towards effectively segmenting overlapping objects in images. The approach relies on analysing the curvature of the object contour. This method comprises three main steps. First, the original image is preprocessed to obtain the curvature value at each contour point. Second, the regions with higher curvatures are selected and a recursive algorithm is applied to refine previously selected regions. Finally, a concave point is obtained for each region by analysing the relative position of their neighbourhood. Furthermore, the experimental results indicate that improving the detection of concave points leads to better division of clusters. To evaluate the quality of the concave point detection algorithm, a synthetic dataset was constructed to simulate the presence of overlapping objects. This dataset includes the precise location of concave points, which serve as the ground truth for evaluation. As a case study, the performance of a well-known application, such as the splitting of overlapping cells in images of peripheral blood smears samples from patients with sickle cell anaemia, was evaluated. We used the proposed method to detect concave points in cell clusters and then separated these clusters by ellipse fitting.
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## 1 Introduction

Segmenting overlapped objects in images is a process that can be used as a first step in various biomedical and industrial applications, ranging from the study of blood cells [11] and grain analysis [28] to the segmentation of magnetic resonance breast images [6].

In these applications, the analysis of individual objects using their singular features is typically required. The existence of image areas with overlapping objects reduces the available information for some of the objects in the image, that is, occlusion zones. These occlusion zones introduce enormous complexity into the segmentation proces, making it a challenging problem that can be solved from multiple points of view and is still open.

Several strategies have been proposed for addressing this problem. Watershed algorithms [18, 22, 25] and level sets [4] are widely used in scenarios with well-defined boundaries between overlapping objects. However, these methods cannot separate overlapping objects with homogeneous intensity values because the detection of the initial markers is inaccurate, resulting in a diffuse boundary.

To circumvent these difficulties, an alternative segmentation method based on concave point detection can be employed. These points denote the positions where the contours of the different objects overlap and, simultaneously, are the locations where the overlapped object changes from one of its sub-objects to another. Once the concave points are detected, multiple techniques can be used to divide the objects. The advantage of concave points detection is that it is invariant to scale, color, rotation, and orientation.

Furthermore, methods based on the detection of concave points can perform good segmentation without using a large dataset or input image size constraints, unlike deep learning methods. Moreover, the detection of concave points for segmenting overlapping objects can be considered transparent because it presents simulatability, decomposability, and algorithmic transparency [1].

The better the concave-points detection, the better is the cluster division. Therefore, we propose a new method that increases the precision concave-point detection compared to state-of-the-art methods. This method is based on the analysis of contour curvature. To evaluate our proposed method, we constructed a synthetic dataset to simulate overlapping objects and provided the position of concave points as ground truth. We used this dataset to compare the detection capacity and spatial precision of the proposed method with those of the state-of-the-art methods. As a case study, we evaluated the proposed concave point detector with a well-known application: the splitting of overlapping cells in microscopic images of peripheral blood smear samples of red blood cells (RBC) of patients with sickle cell disease (SCD). Note that this algorithm is not limited to cell segmentation; it can be used for other applications in which the separation between overlapping objects is required.

The remainder of this paper is organized as follows: in the next section, we describe the related work. In Section 3 we explain the proposed method for efficient detection of concave points. Section 4, specifies the experimental environment and describes the datasets used. Section 5 discusses the results and comparison experiments obtained after applying the proposed method to synthetic and real images of object clusters. Finally, in Section 6 we give the conclusions of our work.

## 2 Related work

In state-of-the-art methods, we can find multiple approaches based on concave-point detection. Following the taxonomy proposed by Zafari et al. [31]. However, by adding a category for other methods, we classified these methods into four categories: skeleton, chord, polygon approximation, curvature, and others.

### 2.1 Skeleton

Skeleton-based approaches utilize information about the boundary and its medial axis to detect concave points. Song and Wang [24] identified concave points as local minima of the distance between the boundary of an object and its medial axis. The medial axis was obtained using an iterative algorithm based on a binary thinning algorithm, followed by a pruning method. Samma et al. [23] identified concave points by intersecting the boundary of an object obtained by applying the morphological gradient skeleton of a dilated background image.

These methods require a large change in curvature to detect existing concave points. Therefore, skeleton-based methods tend to fail on contour objects with smooth curvatures.

### 2.2 Chord

Chord methods use the boundary of the convex hull area of overlapping objects. This boundary consists of a finite union of curved segments, each of which is an arc of the object's contour $C$, or a line with its endpoints on $C$ called a chord. If $L_{i}$ is one of those lines (a chord) and $C_{i}$ is a segment of C with the same endpoints, the union of $L_{i}$ with $C_{i}$ generates a simple closed curve, that determines a convexity defect. Chord methods use the convex hull contour and the convexity defects to detect concavities. The primary idea of these approaches is to identify the furthest points between the contour and convexity defect.

Multiple solutions used chord analysis to extract convex points. Farhan et al. [9] proposed a method for obtaining concave points by evaluating a line fitted to the contour points, where a concave point is detected if the line that joins two contour points does not reside inside the object. Kumar et al. [15] proposed boundaries of concave regions and their corresponding convex hull chords. The concave points were defined as the points on the boundaries of the concave regions that maximized the perpendicular distance from the convex hull chord. Similarly, Yeo et al. [29] and LaTorre et al. [16] applied multiple constraints to the area between the convexity defect and the contour to determine its quality.

Chord methods consider assume that only one concave point exists for each convexity defect, but this assumption may not always hold in clusters containing more than two objects, therefore, some concave points are missdetected.

### 2.3 Polygon approximation

Polygon approximation is a set of methods that represents the contours of objects through a sequence of dominant points. These methods aim to remove noise by approximating the contour of a simpler object.

Bai et al. [2] developed a new class of algorithm to follow this approximation. Their algorithm analysed the difference between a set of contour points and a straight line connecting their extremes. Points at a large distance from this previously defined line were considered dominant points. Chaves et al. [5] used the well-known Ramer-Douglas-Peucker (RDP)
[8] algorithm to approximate the contour, and concave points were detected using conditions on the gradient direction at the contour. A similar approach for detecting these points was presented in [32] by Zafari et al., in which the authors proposed a parameter-free concave point detection to extract dominant points. They selected the concave points using a condition based on the scalar product of consecutive dominant points described in [33].

The same authors [30] used a modified version of the curvature-scale space proposed in [14] to find interest points. Finally, they discriminated them between concave and convex points.

Zhang et al. [35], similarly to [30], used a modified version of the curvature-scale space to approximate an object. By applying the previously described object approximation algorithms, they obtained a set of dominant points, from which the concave points were identified. The concave points were detected by evaluating the angular changes in these dominant points, and these angular changes were evaluated using the arctangent criteria. The points with an angular change higher than a threshold were classified as concave points.

These methods are highly parametric and are not robust changes in object size. Another limitation of these methods is that they deform the original silhouette to simplify it. The approximation is a tradeoff between the lack of precision in the position of the concave points and the smoothness applied to the contour. This tradeoff affected the final results.

### 2.4 Curvature

Methods that fall into this category identify the concave points as the local extremes of the curvature. The curvature $\kappa$ at each point $q_{i}=\left(x_{i}, y_{i}\right)$ on the contour is computed as:

$$
\begin{equation*}
\kappa\left(q_{i}\right)=\frac{x_{i}^{\prime} \cdot y_{i}^{\prime \prime}-y_{i}^{\prime} \cdot x_{i}^{\prime \prime}}{\left(x_{i}^{\prime 2}+y_{i}^{\prime 2}\right)^{3 / 2}}, \tag{1}
\end{equation*}
$$

where $x_{i}$ and $y_{i}$ are the contour points coordinates.
Wen et al. [27] calculated the derivative by convolving the boundary using Gaussian derivatives. González-Hidalgo et al. [11] used the $k$-curvature and the $k$-slope to approximate the value of the curvature. The dominant points, the ones with the highest curvature, can be located in both the concave and convex regions of the contours. In [31] three different heuristics were described to detect the concave points.

These methods tend to fail when multiple concave points are located in small areas. The main reason for this is the loss of precision caused by the approximating the curvature value. Another problem is the existence of noise, which tends to be identified as changes on the curvature, one way to fix this problem is to use a coarser approximation.

### 2.5 Other methods

Despite the taxonomy proposed by Zafari et al. [31], other techniques exists for determining concave points that do not fall into any of the previous categories. Some of these studies are described below.

Fernández et al. [10] defined a sliding window for the contour and calculated the proportion of pixels that belongs to the object and the pixels that belong to the background on this window. This proportion determines the likelihood of concavity existing at the evaluated point. He et al. [13] adapted this method for use in three dimensions. The optimum results were obtained in scenarios with high concavity. This method is highly sensitive to changes in the size of objects, and its accuracy decreases in the presence of noise. These two problems are a consequence of the lack of generalizability of the method.

Wang et al. [26] proposed a bottleneck detection method. They defined a bottleneck as a set of two points that minimized the Euclidean distance and maximized the distance on a contour. The set of points that defined the bottleneck were concave points. A cluster may contain multiple bottlenecks. This algorithm was unable to determine the number of elements belonging to a cluster, and the number of elements was a hyperparameter of the algorithm. Another limitation is that they did not consider clusters with an odd number of concave points.

Zhang and Li [34] proposed a method for determining concave points using two-step algorithm. First, they detected a set of candidate points by using a Harris corner detector [12]. Second, they selected concave points using two different algorithms: one for obvious concave points and the other for uncertain concave points. Their algorithm has a high number of parameters. This higher number of parameters has two different consequences: on one hand the method is highly adjustable to the features of the overlapping objects; on the other hand, this number of parameters results in a high complexity of the algorithm.

## 3 Methodology

Motivated by the performance of state-of-the-art methods and with the aim of improving the results on the challenging task of separating overlapped objects, we propose a new method based on the work of González-Hidalgo et al. [11] for detecting concave points. The entire process is illustrated in Fig. 1.

### 3.1 Pre-procesing

We applied a segmentation algorithm to obtain objects from the images. Depending on the complexity of the data, we can use different techniques: from Otsu [20], a simpler, nonparametric, thresholding technique, to a more complex approach such as Chan-Vese [3] that needs to be parameterized. Once the object was segmented we obtained its contour and removed the noise generated by the segmentation technique using the RDP algorithm proposed by [8]. Finally, we compute the curvature at each point using a well-known technique called $k$-curvature [21]. This technique considers the curvature of each point as the difference in its slope. The $k$-curvature is separable, which allows us to perform the calculation independently for each direction.


Fig. 1 Flow chart of the proposed method to obtain concave points from a contour

### 3.2 Points of interest

In this section, we define a methodology to find points of interest by analysing the curvature of each contour point, which can be either a concave or convex point, in next step, we will identify the concave points.

The first step in obtaining the points of interest involved determining the subsets of contiguous points that included those with the highest curvature. We referred to these subsets as regions of interest. All points belonging to a region of interest (ROI) have a curvature greater than a certain threshold and are defined by their start and end points. The process to determine the regions of interest is a recursive procedure described below, which provides a list of regions of interest and ensures the presence of a point of interest within each ROI.

Let $C$ and $t$ be the set of contour points and initial threshold for the curvature value, respectively. We also defined two other thresholds to control the length of the regions of interest, namely $l_{\min }$ and $l_{\max }$. The $l_{\text {min }}$ value aims to avoid an excessive number of regions and reduce the effect of noise on the object contour. The $l_{\max }$ value is useful for preventing the point of interest from being located in an excessively large region, because we were interested in extracting only one concave point from each region. The optimal values of both parameters are closely related to the size of the object handled by the algorithms. The process of determining these values is highly dependent on the specific problem. Section 4.3 describes the process of determining these values for two different problems. The recursive procedure that allowed us to detect the regions of interest is as follows:

Step 1: Taking the contour points $C$, we constructed a list of regions of interest l_regions selecting all non-overlapping sets of adjacent points which curvature was greater than $t$. If necessary we updated $t$. The original image is shown in Fig. 2a. Figure 2b depicts the list of regions of interest detected, and the different regions of interest are marked in different colors.

Step 2: Let $r$ be a region of interest in l_regions, and we denote in length by $\ell(r)$. Three cases are considered in this study:

- Case 1: If $l_{\text {min }} \leq \ell(r) \leq l_{\text {max }}$, we continued with the next region of interest.
- Case 2: If $\ell(r)>l_{\text {max }}$, we returned to Step 1 with $r$ and $t+\delta t$. We updated l_regions with the regions where $r$ is divided, and $r$ is removed from the list.
- Case 3: If $\ell(r)<l_{\text {min }}$, we combined the region $r$ with its closest region. That is, we identified $r_{\text {closest }}$ such that $d\left(r, r_{\text {closest }}\right)<k$, where $k$ was the displacement allowed to calculate the $k$-curvature. Let $r_{\text {new }}=r \cup r_{\text {closest }}$ be the new region.


Fig. 2 Successive steps to identify regions of interest. (a) Original image. (b) Regions of interest detected in Step 1. Different regions of interest are marked with different colors. (c) Detail of a region of interest detected in Step 1. (d) Regions of interest detected by the recursive procedure, Step 2. (e) Detail of Step 2
a) If $\ell\left(r_{\text {new }}\right)>l_{\text {min }}$, we returned to Step 1 with $r_{\text {new }}$ and $t+\delta t$. If necessary, we updated l_regions.
b) If $\ell\left(r_{\text {new }}\right)<l_{\text {min }}$, we moved to Case 3 with $r_{\text {new }}$ instead $r$.

The process ended when all the regions of interest in the l_regions had a length between $l_{\text {min }}$ and $l_{\text {max }}$. In Fig. 2d, the final list of detected regions is presented. As mentioned previously, different regions of interest are marked in different colors. Moreover, in Fig. 2c, a zoomed view of an initial region of interest is shown, and in Fig. 2e, the final state is depicted. As observed, the initial region of interest is divided into two new regions, each containing a point of interest.

After this recursive procedure, we obtained a list of regions of interest, where each region contained a point of interest, that is, a concave or convex point. Finally, we identified one interest point for each region of interest. We used the weighted median of the curvature to locate them because it is a well-known technique that assumes that the point of interest is located near the center of the region; however, this central position is not a perfect location, and can be improved.

### 3.3 Selection of concave points

After identifying the set of points of interest, we proceeded to detect the concave ones. This part of the algorithm is based on an analysis of the relative position of the neighbourhood of each point [11], we include this for the sake of completeness with a more detailed explanation. The classification phase consists of the following three steps:

1. Determine two $k$-neighbour points: We selected two points on the contour, which were located at a distance of $k$ and $-k$ relative to the interest point. This step is described in Fig. 3a.
2. Definition of a line between the $k$-neighbours: We constructed a straight line between the points selected in the previous step, see Fig. 3b.
3. Middle point of the line: We classified a point as concave if the middle point of the previously defined line was outside the object; otherwise, the point was classified as convex. See Fig. 3c.

## 4 Experimental setup

The experimental setup was designed to evaluate the performance of the concave point detector compared to state-of-the-art methods and demonstrate that better concave point detection implies a better segmentation of overlapping objects.

(a) We select two points at k and -k
distance from the interest point.

(b) We determine the straight line between previously selected points.

(c) The interest point is classified concave if the red point is outside the object.

Fig. 3 Steps to discriminate between concave and convex points


Fig. 4 Three examples from the OverArt dataset. In blue color the concave points, in white color the clusters defined by three overlapped ellipses

### 4.1 Datasets

Two sets of images were used in this study. On the one hand, we created a set of synthetic images, that we called OverArt dataset. It contains 2000 images, each with three overlapping objects, with annotated concave points as the groundtruth. On the other hand, we used the ErythrocytesIDB2 dataset of real images from González-Hidalgo et al. [11], it contains 50 images of peripheral blood smears samples of patients with sickle cell anaemia. We used this dataset to check whether the spacial precision of the concave point detector method affects the results of overlapping object segmentation.

### 4.1.1 OverArt dataset

We generated the OverArt dataset to obtain the ground truth of the concave points on overlapped objects. Each image in the dataset contains a cluster of three overlapped ellipses. We placed three ellipses in order to simulate the real case of the red blood cells in microscopic images.

The code is available at https://github.com/expainingAI/overArt. The data set of images used in this study was created choosing nusing 42 as the random seed.

Figure 4 shows three different examples from this dataset.
The ellipses of each image are defined by three parameters: rotation, feret diameter size, and centre. These values are randomly generated using the set of constraints listed in Table 1.

Table 1 Parameters we used to generate the OverArt dataset

| Parameter | Value |
| :--- | :--- |
| Minimum feret | 45 px |
| Maximum feret | 100 px |
| Minimum distance between centers | 45 px |
| Maximum distance between centers | 85 px |
| Minimum rotation | $0^{\circ}$ |
| Maximum rotation | $360^{\circ}$ |

The table detail the range of the values that defines each ellipse. The distance metrics are defined in pixels (px). Angles are defined in degrees.

To construct each cluster, we located the first ellipse at the center of the image. The positions of the other two ellipses are related to this first ellipse. We randomly selected the location of the second ellipse inside the area defined by the minimum and maximum distances to the center of the first ellipse. Finally, we followed the same process as for the third ellipse, which was randomly placed inside the area defined by the minimum and maximum distances to the center of the first and second ellipses.

To compare the precision of the different methods in finding the concave points, we needed the ground truth of its location. We calculated this value and added it to the dataset. A concave point is defined as the position where two or more ellipses intersect and must be located over the contour that defines the overlapping region.

Overlapping objects are defined by the ellipse equation, see (2) and (3). For each image of the dataset, we obtained the positions of all concave points by analytically solving (4).

$$
\begin{gather*}
\lambda_{1}=\frac{\left(\left(x-\text { center }_{x}\right) \cos (\phi)+\left(y-\text { center }_{y}\right) \sin (\phi)\right)^{2}}{\left(a^{2}\right)},  \tag{2}\\
\lambda_{2}=\frac{\left(\left(x-\text { center }_{x}\right) \sin (\phi)-\left(y-\text { center }_{y}\right) \cos (\phi)\right)^{2}}{\left(b^{2}\right)},  \tag{3}\\
\lambda_{1}+\lambda_{2}=1, \tag{4}
\end{gather*}
$$

where $x$ and $y$ are the unknown variables, center $_{x}$, center ${ }_{y}$ defines the central point of the ellipse, and $\phi$ is the angle between the horizontal axis and the ellipse feret. Finally, $a$ and $b$ represent the semi-axis.

### 4.1.2 ErythrocitesIDB2 dataset

In this study, we used microscopic images of blood smears collected from ErythrocytesIDB2 [11], available at http://erythrocytesidb.uib.es/. The images consist of peripheral blood smears samples of patients with sickle cell anaemia classified by a specialist from "Dr. Juan Bruno Zayas" Hospital General in Santiago de Cuba, Cuba. Specialist criteria were used as an expert approach to validate the results of the classification methods.

Patients with sickle-cell disease (SCD), are characterized by red blood cells (RBCs) with a sickle or half-moon shape, instead of the smooth, circular shape of normal cells. To confirm the SCD diagnosis, peripheral blood smear samples were analysed by microscopy to check for the presence of sickle-shaped erythrocytes and compare their frequency to that of normal red blood cells. Peripheral blood smear samples always contain overlapping or clustered cells, and the sample preparation process can affect the number of overlapping erythrocytes in the images studied. Clinical laboratories typically prepare blood samples for microscopic analysis using the dragging technique, in which more cell groups are apparent in the samples because of the spreading process [11].

Each image was labeled by a medical expert. There are 50 images with different number of cells (see Fig. 5), this set of images contains 2748 cells. These cells belong to three classes defined by medical experts. These are circular, elongated, and other, as shown in Fig. 6.

### 4.2 Performance measures

The results of our algorithm should be measured using multiple numerical and well-defined metrics to ensure quality. The objective of these metrics is to evaluate the precision of predicting the position of a concave point and the resultant impact on the splitting of overlapped objects. We used five metrics: MED, F1-Score, SDS_Score, MCC and CBA.


Fig. 5 Sample of patient with sickle cell anemia from ErythrocitesIDB2 dataset

- Mean of the Euclidean distance (MED). Let $f=\left\{C_{i}\right\}_{i=1}^{p}$ be the detected concave points for the proposed method for a given image, and $G T=\left\{G C_{i}\right\}_{i=1}^{l}$ be the ground truth concave points of that image, we know that it may be that $l \neq p$. However, for each point $G C_{j}$ exists $C_{i_{j}} \in f$ such that $d\left(G C_{j}, C_{i_{j}}\right)$ is minimum, then we define the MED performance measure by (5).
- F1-Score. It is a standard and widely used measure. It is the harmonic mean of precision and recall, see (8). The precision and the recall depends on the number of false positives (FP), true positives (TP) and false negatives (FN). We also included the precision and the recall to the results in order to explain the F1-Score.
- Matthew's Correlation Coefficient (MCC). Introduced in [17], is a correlation measure between the prediction and observation. We used the adaptation proposed by Mosley et al. [19] for multi class problems, see (9). This metric lies in the [-1,1] range, where -1 represents perfect missclasification, 1 a perfect classification, and 0 a random classification. It is designed to deal with unbalanced data.
- Class Balance Accuracy (CBA). Introduced by Mosley et al. [19]. It represents the overall accuracy measure built from an aggregation of individual class metrics. This measure is designed to deal with unbalanced data. See (10).
- Sickle cell disease diagnosis support score (SDS-Score). Proposed by Delgado-Font et al. [7], the SDS-Score indicates the usefulness of the method for the diagnosis of

(a) Example of healthy circular cell.

(b) Example of other cell.

(c) Example of elongated cell.

Fig. 6 Examples of the three types of cells present in the ErythrocitesIDB2 dataset. Elongated cells are also known as sickle cells
patients with sickle cell disease. This metric does not consider as a mistake a misclassification between elongated and other cells (or vice versa), due to the nature of the disease. See (11).

$$
\begin{gather*}
M E D=\frac{\sum_{j=1}^{l} d\left(G C_{j}, C_{i_{j}}\right)}{l},  \tag{5}\\
\text { Precision }=\frac{T P}{T P+F P},  \tag{6}\\
\text { Recall }=\frac{T P}{T P+F N},  \tag{7}\\
\text { F1-Score }=2 \cdot \frac{\text { Precision } \cdot \text { Recall }}{\text { Precision }+ \text { Recall }},  \tag{8}\\
\sqrt{\sum_{z=1}^{n}\left(\sum_{l=1}^{n} c_{l z}\right)\left(\sum_{f, g=1}^{z} c_{g f}\right) \sum_{f \neq z}^{z}\left(\sum_{l=1}^{z} c_{i l}\right)\left(\sum_{f, g=1}^{z} c_{f g}\right)}  \tag{9}\\
C B A=\frac{1}{z} \cdot \sum_{i=1}^{z} \frac{c_{i i}}{f_{m l}-c_{l i} \cdot c_{i m}}  \tag{10}\\
\max _{i i}\left(\sum_{j=1}^{3} c_{i j}, \sum_{j=1}^{3} c_{j i}\right) \tag{11}
\end{gather*},
$$

where $c_{i j}$ is the number of elements of class $i$ predicted as the class $j$ and $z$ the number of classes. In particular, $c_{23}$ represents the cells predicted to be other when they are elongated and $c_{32}$ represents the other cells predicted to be elongated.

We used a paired t-test to check the difference between the F1-Score of our results and those of state-of-the-art methods. The null hypothesis was that our results were greater. Previously, the normality of the data distribution was checked, by using the Shapiro-Wilk test.

### 4.3 State-of-the-art methods

In the Introduction, we study state-of-the-art methods that separate overlapping objects by finding concave points. To perform our experiments, we selected a representative subset, excluding the methods we could not reproduce because of the absence of information in the original paper and the lack of access to the source code.

We used the original code of Zafari et al. [30] and González-Hidalgo et al. [11]. In addition to the two previously mentioned methods, we considered the following methods: LaTorre et al. [16], Fernández et al. [10], Song and Wang [24], Chaves et al. [5], Bai et al. [2], Wang et al. [26] and Zafari et al. [32].

As we did not have the values of the hyperparameters of the methods and in order to make a fair comparison, we performed an exhaustive search to obtain the hyperparameters of each method for each experiment, see Table 2, even if we had their original values.

### 4.4 Experiments

We conducted two experiments to study the two different characteristics of the proposed method. The first is the precision of the concave points detection. Second, how the detection precision affects the posterior segmentation of overlapping objects.

### 4.4.1 Experiment 1

This experiment aimed to compare the detection capacity and spatial precision of the proposed method with those of the state-of-the-art methods. We used the generated OverArt dataset that because it contains the position of each concave point. The training and test sets were constructed by randomly selecting 1000 images, and it is important to note that the intersection between both sets was empty.

To evaluate the performance of each method, we used two different performance measures from Section 4.2: the Mean Euclidean Distance (MED) and the F1-Score. To compute the F1-Score we matched each detected concave point with a ground truth point. We matched two points if the distance was smaller than the integer threshold, $\theta$, we set it experimentally. If there were more than one candidate, the nearest candidate was selected. We considered a false positive as a predicted point that did not match a ground truth point. A false negative was considered when there was no candidate for a ground-truth point.

Table 2 First column summarizes the original parameters of each method

| Method | Original hyperparameters | OverArt hyperparameters | ErythrocitesIDB2 hyperparameters |
| :---: | :---: | :---: | :---: |
| Proposed method | - | $\begin{aligned} & \mathrm{k}: 7 \mathrm{px}, l_{\min }: 2 \mathrm{px} \\ & l_{\max }: 11 \mathrm{px}, \epsilon: 0.2 \end{aligned}$ | $\begin{aligned} & \mathrm{k}: 9 \mathrm{px}, l_{\text {min }}: 6 \mathrm{px}, \\ & l_{\max }: 25 \mathrm{px}, \epsilon: 0.1 \end{aligned}$ |
| LaTorre et al. [16] | Min. concavity area: 20 px , Min. distance to BB: 5 px , Degree: 10\% | Min. concavity area: 55 px . Min. distance to BB: 1 px , Degree: 10\% | Min. concavity area: 40 px , Min. distance to BB: 15 px , Degree: 10\% |
| Fernández et al. [10] | Environment size: $5 \times$ <br> 5, Concavity threshold: - | Environment size: $7 \times$ 7, Concavity threshold: 1.9 | Environment size: $5 \times$ <br> 5, Concavity threshold: 1 |
| González-Hidalgo et al. [11] | k: $17 \mathrm{px}, \mathrm{sT}: 0.14$ | k: $13 \mathrm{px}, \mathrm{sT}: 0.3$ | k: $17 p x$, sT:0.14 |
| Zafari et al. [30] | k: 15 px | k: 5 px | k: 20 px |
| Chaves et al. [5] | $\epsilon$ : -, k: 2 px , Concavity threshold: $\pi / 2$ | $\epsilon: 0.1, \mathrm{k}: 11 \mathrm{px}$, Concavity threshold: 0 . | $\epsilon: 0.5, \mathrm{k}: 2 \mathrm{px}$, Concavity threshold: 0.5 |
| Bai et al. [2] | dTh: $3 p x$, Point distance: 1 px , nStep: 2 px | dTh: 1 px, Point distance: 7 px , nStep: 3 px | dTh: 1 px , Point distance: 2 px , nStep: 2 px |

Second and third columns summarize the set of hyperparameters for Experiment 1 and Experiment 2 respectively.


Fig. 7 Examples of false positives and false negatives using the proposed algorithm. Figure 7 a and b depict the detection of none existing cells in blue (false positives). Figure 7c and d shows in red cells from the ground truth that are not detected (false negatives). Correct detections (predictions overlapped to a ground truth cell) in all sub-figures are shown in green

To evaluate the performance of each method, we searched for the best set of hyperparameters to maximize the F 1 -score. We performed this process for each $\theta$ value between 1 and 20 , allowing us to observe the evolution of the performance of each method when different thresholds were set.

### 4.4.2 Experiment 2

This experiment was designed to determine how the precision of concave point detection affects the division of overlapping objects in a real-world scenario. We used the ellipse fitting method proposed by Gonzàlez et al. [11] to divide the overlapped objects from the detected concave points. After completing this step, the ground truth was compared with the predicted objects. The ErythrocytesIDB2 dataset was used in this experiment. As a training set, we randomly selected $70 \%$ of the images, and there are 34 images that contain 1825


Fig. 8 F 1 -score on the test set of OverArt dataset with different values of $\theta$, that is the maximum allowed distance to make a match between a detection and a ground-truth point. The proposed method outperforms the methods described in Section 4.3 for all $\theta$ values
cells. The remaining $30 \%$ of the images ( 16 images containing 980 cells) were used as test set.

The problem addressed in this experiment was a multi-class problem; therefore, we used the CBA, MCC, and SDS-Score and the adapted version of the F1-Score averaging the results for each class. We considered the prediction of a non-existing cell in the ground truth as a false positive, and the omission to predict an existing cell in the ground truth as a false-negative. Figure 7 depicts examples of false-positives and false-negatives detections.

## 5 Results and discussion

In this section, we analyse and discuss the results of experiments on the datasets described in Section 4.1.

### 5.1 Experiment 1

Figure 8 depicts the F1-score we obtained using the test set for each value of $\theta$ and the best hyperparameters for each method. We can observe that the proposed method outperforms the state-of-art methods, and the difference is larger when $\theta$ is lower than 10 pixels, when it is more difficult to match a detection and a ground-truth point.

Tables 3 and 4 list the results obtained for the detection of the concave points in Experiment 1 when $\theta=15 p x$. We selected this value according to the results depicted in Fig. 8, where all methods had a stable F1-score. The tables summarize the precision, recall, F1Score and $M E D$ values of the concave-point detection methods. We also added the standard deviation (STD) of the $M E D$ measure in order to provide complementary information. In our evaluation, it was important to obtain a small value of $M E D$; however, it was also important to ensure that this measure was not scattered.

Table 3 summarizes the results obtained for the training set. We can observe that the proposed method achieved the best value for the F1-Score and it is almost tied with González-Hidalgo et al. method. The methods of Chaves et al. and Zafari et al. [30] also yielded satisfactory results for this measure. The other methods had a strong imbalance

Table 3 Results of the Experiment 1 using 1000 images of the training set from synthetic dataset

| Method | Precision | Recall | F1-Score | MED | STD |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Proposed method | $\mathbf{0 . 9 9 8}$ | 0.943 | $\mathbf{0 . 9 6 9}$ | $\mathbf{1 . 7 7 7}$ | $\mathbf{1 . 5 5 1}$ |
| LaTorre et al. [16] | 0.445 | 0.928 | 0.604 | 9.270 | 20.226 |
| Fernández et al. [10] | 0.601 | 0.701 | 0.646 | 23.823 | 41.759 |
| González-Hidalgo et al. [11] | 0.982 | 0.953 | 0.967 | 4.544 | 3.682 |
| Song and Wang [24] | 0.481 | 0.421 | 0.449 | 41.213 | 51.764 |
| Zafari et al. [30] | 0.978 | 0.911 | 0.943 | 10.193 | 4.337 |
| Chaves et al. [5] | 0.991 | 0.847 | 0.913 | 5.404 | 5.795 |
| Bai et al. [2] | 0.992 | 0.646 | 0.783 | 5.0948 | 3.057 |
| Wang et al. [26] | 0.275 | 0.255 | 0.264 | 83.742 | 62.325 |
| Zafari et al. [32] | 0.128 | $\mathbf{0 . 9 8 4}$ | 0.226 | 4.470 | 3.120 |

$M E D$ is the mean of the euclidean distance from a detected point to the closest ground truth point, $S T D$ is its standard deviation. In bold, the best results for each measure

Table 4 Results of the Experiment 1 using 1000 images of the test set from synthetic dataset

| Method | Precision | Recall | F1-Score | MED | STD |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Proposed method | $\mathbf{0 . 9 9 5}$ | 0.948 | $\mathbf{0 . 9 7 1}$ | $\mathbf{1 . 7 6 2}$ | $\mathbf{2 . 0 2 3}$ |
| LaTorre et al. [16] | 0.454 | 0.931 | 0.610 | 9.129 | 20.223 |
| Fernández et al. [10] | 0.597 | 0.714 | 0.650 | 22.305 | 39.853 |
| González-Hidalgo et al. [11] | 0.977 | 0.959 | 0.968 | 4.504 | 3.002 |
| Song and Wang [24] | 0.511 | 0.461 | 0.484 | 38.156 | 51.613 |
| Zafari et al. [30] | 0.979 | 0.919 | 0.948 | 10.176 | 5.326 |
| Chaves et al. [5] | 0.987 | 0.859 | 0.919 | 5.414 | 5.707 |
| Bai et al. [2] | 0.989 | 0.664 | 0.794 | 5.338 | 6.276 |
| Wang et al. [26] | 0.239 | 0.221 | 0.229 | 96.446 | 70.646 |
| Zafari et al. [32] | 0.125 | $\mathbf{0 . 9 8 6}$ | 0.223 | 4.462 | 3.443 |

$M E D$ is the mean of the euclidean distance from a detected point to the closest ground truth point, $S T D$ is its standard deviation. In bold, the best results for each measure
between the results from precision and recall; higher precision usually provokes a lower recall value and vice versa. When this situation occurs, the methods obtain a low F1-Score performance. For the $M E D$ measure, the proposed method obtained the best result with the lowest standard deviation. This indicates that the values were close to the mean and less scattered than those of the others.

Table 4 summarizes the results obtained for this test set. These results were very similar to those obtained using the training set. In addition, the proposed method achieved the best F1-Score and MED with a very low STD.

From the previous analysis, we can state that the proposed method identifies the concave points with the highest balance between precision and the recall, which implies lower rates of false positives and negatives. Lower values of $M E D$ and $S T D$ metrics indicate that the detected points are close to the ground-truth points, indicating a high degree of spatial precision.

Table 5 Results of the Experiment 2 using the 34 images of the train set from ErythrocytesIDB2

| Method | Precision | Recall | F1-Score | SDS-Score | CBA | MCC |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Proposed method | 0.862 | $\mathbf{0 . 8 8 2}$ | $\mathbf{0 . 8 7 2}$ | $\mathbf{0 . 9 0 8}$ | 0.659 | $\mathbf{0 . 7 3 9}$ |
| LaTorre et al. [16] | 0.813 | 0.806 | 0.808 | 0.873 | 0.637 | 0.642 |
| Fernández et al. [10] | 0.777 | 0.789 | 0.781 | 0.846 | 0.569 | 0.587 |
| González-Hidalgo et al. [11] | 0.847 | 0.852 | 0.850 | 0.902 | 0.649 | 0.703 |
| Song and Wang [24] | 0.669 | 0.849 | 0.746 | 0.842 | 0.545 | 0.595 |
| Zafari et al. [30] | 0.787 | 0.871 | 0.826 | 0.881 | 0.636 | 0.687 |
| Chaves et al. [5] | 0.848 | 0.873 | 0.860 | 0.901 | 0.648 | 0.723 |
| Bai et al. [2] | $\mathbf{0 . 8 7 1}$ | 0.870 | 0.870 | 0.907 | $\mathbf{0 . 6 6 7}$ | 0.731 |
| Wang et al. [26] | 0.729 | 0.842 | 0.781 | 0.856 | 0.594 | 0.621 |
| Zafari et al. [32] | 0.704 | 0.783 | 0.724 | 0.822 | 0.509 | 0.563 |

[^1]Table 6 Results of the Experiment 2 using the 16 images of the test set from ErythrocytesIDB2

| Method | Precision | Recall | F1-Score | SDS-Score | CBA | MCC |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Proposed method | $\mathbf{0 . 8 5 6}$ | $\mathbf{0 . 8 6 1}$ | $\mathbf{0 . 8 5 8}$ | $\mathbf{0 . 8 8 8}$ | $\mathbf{0 . 6 6 5}$ | $\mathbf{0 . 7 2 4}$ |
| LaTorre et al. [16] | 0.813 | 0.783 | 0.798 | 0.865 | 0.602 | 0.631 |
| Fernández et al. [10] | 0.766 | 0.752 | 0.758 | 0.843 | 0.598 | 0.601 |
| González-Hidalgo et al. [11] | 0.838 | 0.821 | 0.829 | 0.877 | 0.625 | 0.677 |
| Song and Wang [24] | 0.665 | 0.825 | 0.735 | 0.829 | 0.592 | 0.595 |
| Zafari et al. [30] | 0.766 | 0.842 | 0.801 | 0.845 | 0.650 | 0.655 |
| Chaves et al. [5] | 0.826 | 0.846 | 0.836 | 0.873 | 0.634 | 0.684 |
| Bai et al. [2] | 0.842 | 0.836 | 0.838 | 0.879 | 0.638 | 0.693 |
| Wang et al. [26] | 0.711 | 0.821 | 0.762 | 0.829 | 0.618 | 0.592 |
| Zafari et al. [32] | 0.696 | 0.728 | 0.697 | 0.806 | 0.532 | 0.536 |

$S D S$ is the sickle cell diagnosis support score. $M C C$ is the Matthew's Correlation Coefficient and CBA is the Class Balance Accuracy. In bold, the best results for each measure

### 5.2 Experiment 2

We summarize the results for Experiment 2 in Tables 5 and 6 obtained with the images in ErythrocitesIDB2 dataset. As in the previous experiment, we separated the results in two different tables, for the training set and the test set, respectively. The results of the training set are presented in Table 5. The proposed method surpasses the CBA measure using the method described by Bai et al. but achieved the best results for all other metrics. Table 6 presents the results obtained from the test set. It should be noted that when the proposed method was faced with unseen data, it achieved the best values for all metrics. Figure 9 presents the results of the Experiment 2 for an image in the test set. In the original image, we observed two different clusters of cells. The proposed method and the one by GonzálezHidalgo et al. were the only ones capable to segment both clusters correctly, that shows the difficulty to solve this problem as we had the overlapping zones that did not provide any information. As shown in the figure, the application of different concave point detection

Table 7 Results of applying the $t$-test between our proposed method and the rest of state-of-the-art methods

| Methods | p -value | t stadistic |
| :--- | :--- | :--- |
| LaTorre et al. | $\mathbf{2 . 4 6} \times \mathbf{1 0}^{\mathbf{- 3}}$ | 3.051 |
| Fernández et al. | $\mathbf{3 . 6 2} \times \mathbf{1 0}^{\mathbf{- 5}}$ | 4.682 |
| Gonzàlez-Hidalgo et al. | $\mathbf{6 . 4 1 \times \mathbf { 1 0 } ^ { - \mathbf { 2 } }}$ | 1.565 |
| Song and Wang | $\mathbf{1 . 1 1 \times \mathbf { 1 0 } ^ { \mathbf { - 4 } }}$ | 4.378 |
| Zafari et al. | $\mathbf{0 . 0 1 5 4 6}$ | 2.297 |
| Chaves et al. | 0.1693 | 0.973 |
| Bai et al. | 0.1824 | 0.922 |
| Wang et al. | $\mathbf{5 . 4 2} \times \mathbf{1 0}^{\mathbf{- 4}}$ | 3.707 |
| Zafari et al. | $\mathbf{7 . 1 5} \times \mathbf{1 0}^{\mathbf{- 7}}$ | 5.516 |

The alternative hypothesis is: the mean of our method is greater than the others. In bold, the methods that are significantly worse than the proposed method


Fig. 9 Example of results obtained from the test set of ErythrocitesIDB2 dataset for each method. Colors used in this figure: blue for the elongated cells, green for the circular cells, yellow for the other cells. Only two methods can segment both clusters correctly
methods led to different object segmentation results, and it should be noted that we used the same algorithm to segment the clusters for all approaches.

We used a paired t -test to compare the methods and determine if the proposed method significantly outperformed the other methods. The numerical results of the algorithm comparison for the F1-score performance measure are summarised in Table 7. Using the F1-score, we compared our method with one of the other methods using a $t$-test with a confidence level of $95 \%$. The result of the application of this test is that the proposed method outperformed significantly most of the other proposals, except the ones based on curvature estimation as González-Hidalgo et al. [11], Chaves et al. [5] and Bai et al. [2], where the improvement was not statistically significant.

From the analysis of the results obtained with Experiment 2, we can determine that the increase in precision in the detection of concave points implies an improvement in the results of the segmentation of the overlapping objects.

From the results obtained in the second experiment, we can conclude that an increase in the precision of concave-point detection improves the result of a later segmentation method.

Finally, note that the proposed method can be considered transparent [1], because it has the ability of simulatability (being simulated or thought about strictly by a human), decomposability (explaining each part of the method), and exhibit algorithmic transparency (the user can understand the process followed by the method to produce any given output from its input data). This is particularly important in health, to trust the behaviour of intelligent systems.

## 6 Conclusions

Concave point detection is the first step in segmenting overlapping objects in images. The existence of these clusters reduces the information available in some areas of the image, making it still a challenging problem.

The methodology proposed in this study is based on the curvature approximation of each point on the contour of the overlapping objects. First, we selected regions with higher curvature levels because they contained at least one interest point. Second, we applied a recursive algorithm to refine the previously selected regions. Finally, we obtain a concave point for each region.

We included the implemented code, confusion matrices with the raw data of all studied methods, and images used as training and test sets to allow researchers to compute other metrics more easily (see https://github.com/expainingAI/overlapped-objects). As an additional contribution we constructed and opened to the scientific community a synthetic dataset to simulate overlapping objects, we provided the position of the concave points as a ground-truth, as far as we know, is the first public dataset containing overlapping objects with annotated concave points. We used this dataset to compare the detection capacity and spatial precision of the proposed method with those of state-of-the-art methods (see https://github.com/expainingAI/overArt). For scientific progress, it would be beneficial if the authors published their raw data, code, and image datasets.

Finally, as a case study, we evaluated the proposed concave-point detector and state-of-the-art methods with a well-known application, such as the splitting of overlapping cells in microscopic images of peripheral blood smear samples of RBC of patients with sicklecell disease. The goal of the case study was to determine whether the spatial precision of the concave point detector method affects the results of a classification algorithm for the morphology of RBC in a real-world scenario.

The experimental results demonstrated that the proposed method yielded better results for both synthetic and real datasets, in using multiple standard metrics. We can conclude that the proposed methodology detects concave points with the highest exactitude, as it obtain lower values in the $M E D$ metric and a small standard deviation. In the same experiment, the best F1-Score, that means a good balance between precision and recall for detecting concave points. We designed a second experiment to determine how the precision of concave point detection affects the division of overlapping objects in a real-world scenario. From the results we can conclude that a method with higher precision for finding concave points, such as the method proposed in this paper, helps achieve better cell classification. Finally, it is important to note that this method is not limited to the case study performed in this work; it can also be used for other applications where separation between overlapping objects is required. Furthermore, methods based on the detection of concave points can provide good segmentation without large dataset or input image-size constraints unlike deep learning methods. Moreover, the detection of concave points for segmenting the overlapping objects can be considered transparent because presents simulatability, decomposability as well as algorithmic transparency [1].

As future work, we have identified one key area for improvement: the definition of parameter values. Currently, the values of these parameters are highly dependent on the problem, and their successful utilization requires extensive knowledge of the problem at hand. This can limit the applicability of the proposed method, particularly in cases in which the user does not have the necessary expertise. To address this limitation, future research should focus on developing an automatic method for defining these parameter values. Such an approach would enable the algorithm to adapt more easily to new problems without requiring significant domain knowledge.
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