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Abstract
Sentiment analysis using the inbox message polarity is a challenging task in text mining, 
this analysis is used to differentiate spam and ham messages in mail. Polarity estimation is 
mandatory for spam and ham identification, whereas developing a perfect architecture for 
such classification is the hot demanding topic. To fulfill that, fuzzy based Recurrent Neu-
ral network-based Harris Hawk optimization (FRNN-HHO) is introduced, which performs 
post-classification over the classified messages (spam and ham). Previously the authors 
tried to classify the spam and ham messages from the collection of SMSs. But sometimes, 
the spam messages may incorrectly be classified within the ham classes. This misclassi-
fication may reduce the accuracy. The sentiment analysis process is performed over the 
classified messages to improve such classification accuracy. The spam and ham messages 
from the available data are classified using a Kernel Extreme Learning Machine (KELM) 
classifier. The sentiment analysis and classification based experimental evaluation is car-
ried out using accuracy, recall, f-measure, precision, RMSE, and MAE. The performance 
of the proposed architecture is evaluated using threedifferent datasets: SMS, Email, and 
spam-assassin. The Area under the curve (AUC) of the proposed approach is found to be 
0.9699 (SMS dataset), 0.958 (Email dataset), and 0.95 (spam assassin).

Keywords SMS · Spam and ham · Sentiment analysis · Fuzzy recurrent neural network · 
Harris hawk optimization · Kernel extreme learning machine

1 Introduction

The Internet has provided different platforms to share their ideas and views. SMS, 
email, and Twitter are the most attractive platforms. User interactions easily contrib-
ute to creating subgroups by having high-density connections between participants. The 
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profuse texts normally provide useful knowledge, which is found valuable for various 
purposes [26]. With the exponential growth of social networking sites (forums, jour-
nals, and social networks), the use of these emerging sources of knowledge has become 
important [19]. The vocabularies in normally written sentences and SMS messages are 
different. The sentiment words from SMS big data and general-purpose text corpus are 
extracted for SMS sentiment analysis by exploring an automated sentiment lexicon con-
structor [14]. But the presence of spam may reduce the attractiveness of SMS commu-
nication. Spam is a random unsolicited message forwarded in large amounts without 
the receiver’s authority. People also struggle with the abuse of SMS by spammers, who 
try to make fake statements to access users’ private details. Emails, social media pages, 
analysis, and even Facebook had spammers seeking to break through the emergence 
of the Web everywhere. Spam occurs in several ways, such as through blogs, search 
results, tweets, and personal communications, through which spammers aim to obtain 
money [17].

Spamming campaigns have been utilized for both online fraud and the sale of products. 
Several malicious activities are minimized by the many approaches introduced and inves-
tigated by the researchers in an underground economy that reports billions of benefits dol-
lars. With traditional methods, automatic spam detection has been started with the spam 
detection design [30]. For spam filtering, such simple techniques named blacklisting and 
content-based machine learning (ML) are utilized in traditional spam detection. Different 
types of ML, deep learning (DL), and traditional algorithms are used for spam classifica-
tion and sentiment analysis. Only a few works have concentrated on identifying the senti-
ment from the tweets, SMS, email, etc., on better identifying spam messages from inbox.

The sentiment analysis aims to examine the informally written text by average citizens 
and collect people’s views about goods and incidents and certain things. Numerous organi-
zations and policymakers are interested in collecting emotions from micro-blogs in various 
domains like business, disaster management, and health. The increasing usage of social 
media has provided countless ways for communities to share their opinions and thoughts. 
The study of emotions attempts to collect and interpret the views of individuals. In these 
last years, the Sentiment Analysis (SA) field has seen a massive burst in study attention, 
but still, there remains a growing curiosity. Recently, there are several demanding research 
topics have been developed on opinion mining and other important domains. Among that, 
possible sentiment classification from filtered spam is considered the most demanding. Pre-
vious research in emotion analysis has often implemented ML techniques to categorize the 
sentiment polarity from spam SMS into positive, neutral, or negative.

The sentiment analysis from classified inbox messages is a demanding topic, as 
it enhances the overall efficiency of spam identification. Therefore, to motivate this, 
a hybrid fuzzy based network is introduced in the proposed architecture, which uses 
fuzzy concepts and obtains a crisp output during sentiment analysis. In this, the hybrid 
fuzzy and RNN is considered the major advantage because the fuzzy greatly impacts 
processing text during detection and classification. Moreover, the RNN can analyze 
huge amounts of text data with less error rate. These two merits are combined in this 
proposed architecture and have introduced this architecture for sentiment analysis from 
the classified messages. Combining the fuzzy RNN and HHO is considered the major 
novelty in this approach. This approach has hybrid merit of HHO, RNN, and fuzzy, 
which enhances the overall efficiency of sentiment analysis. This is the first approach 
which has combined these three processing techniques for analyzing the sentiments 
from the classified inbox messages. Recently few works like [29, 34, 44] have been 
developed for sentiment analysis and spam classification, but these techniques haven’t 
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achieved satisfactory results in terms of accuracy and error. Therefore, a hybrid archi-
tecture is introduced in the proposed architecture, which analyses the classified emails 
efficiently and achieves better efficiency.

The major contribution of the proposed algorithm is:

• The proposed KELM classifier achieves the spam and ham classification. This clas-
sification is carried out to analyze the sentiments from the ham and spam messages.

• The presence of sentiments can easily allow us to classify spam and ham messages. 
Therefore, we have included sentiment analysis and spam/ham classification in this 
proposed work.

• Finally, based on the analyzed sentiments, the spam and ham messages are accu-
rately classified by the proposed framework. Normally, the dataset available for 
sentimental analysis is found unlabeled. Therefore, Textblog based labelling is used 
before the sentiment analysis process to label such datasets.

The entire manuscript is organized as follows:The recent related works carried out 
for SMS classification, and sentiment analysis from SMS messages are discussed in 
Section 2. A clear and brief description of the proposed classification and sentiment 
analysis process is carried out in Section 3. Then, the classification, sentiment analy-
sis, and optimization-based results are evaluated and discussed in Section 4. Finally, 
the overall work is concluded in Section 5.

2  Related Works

A few recent works that perform sentiment analysis and spam classification are 
reviewed below. Further, the works which have performed sentiment analysis and spam 
classification separately are also discussed in the below sections:

Analyzing the sentiments from the classified tweets using bidirectional long short-
term memory (BiLSTM) was analyzed in [29], which obtains an efficient perfor-
mance than other existing algorithms. The major goal of this process was to determine 
whether the given tweet as spam or ham. After that, the emotions related to that par-
ticular tweet were also evaluated using the BiLSTM model. This approach has used 
different methods for sentiment analysis they are RNN (Recurrent neural network), 
LSTM, 1D CNN, NB, RF, SVM (Support vector machine), and LR (Logistic regres-
sion). Extracted tweet features have improved the overall classification performance.

Removal of spam and fake news from the Internet based on sentiment analysis is 
demanding, and for that, an efficient architecture was developed [44]. A hybrid archi-
tecture was used for sentiment analysis, and then an ML like RCNN (Recurrent con-
volutional neural network), RF (Random forest), and NB (naïve Bayes) was used for 
fake news detection. The final estimated results indicate that RCNN has achieved bet-
ter than other algorithms. GUI (Graphical User Interface) based spam detection was 
performed in [34], which concentrates on classifying the sentiments from the spam. It 
achieves 97% accuracy on sentiment analysis. For sentiment analysis, the Vader sen-
timent analyzer was used. Finally, the spam classification was performed using the 
binary and multi-label classifier (OnevsRest classifier).
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2.1  Sentiment Analysis from SMS

The recent flourishment and emergence of SMS have dramatically altered how each indi-
vidual interacts. Throughout these years, utilizing sentiment analysis to assess public opinion 
from online media networks has become a popular study topic throughout the view of this 
trend. LMAEB-CNN integrates CNN and Bi-LSTM, anda multi-head attention mechanism 
was proposed in [40] for accuracy improvement. It solves over-fitting issues and improves 
classification accuracy during polarity identification. N-gram and SVM models have attained 
higher precision results for large datasets, which were found to be better than NB Classifier 
models. The author in [6] gathered movie comments and achieved classification using maxi-
mum entropy, SVM, and NB classifier. Finally, 87.5% precision by this method during classi-
fication. Further, the AEB-CNN model (Attention of Emoticon-Based Convolutional Neural 
Network), which integratesa single direction attention mechanism and CNN model, was pro-
posed in [40] for identifying the sentiment polarities without using any external knowledge.

The author in [41] introduced an emotion analysis to reveal hidden knowledge in Chinese 
short messages, which can be an important part of tracking and insights on social media. This 
method introduced an AEB-CNN approach, which integrates the attention-based and emoti-
cons mechanisms with CNN for accuracy enhancement. [25] Have suggested a method to 
examine the problems of context-conscious SA. Initially, a hybrid lexicon was established 
based on context-related vague words found in current emotion lexicons. The context-aware 
polarity analysis was performed secondly by the hybrid lexicon. For handling missing data, 
the outcomes provided by the hybrid lexicon analysis were more effective, which was acti-
vated in the third.

Text standardization with embeddinga deep convolutionary character level (Conv-char-
Emb) neural network model of unstructured data for SA was proposed in [5]. Lemmatiza-
tion, tokenization, stemming, detection, and replacing the OOV (out of vocabulary) were 
performed as pre-processing steps. A character-based embedding with a convolution neu-
ral network (CNN) is an easy and powerful strategy for SA, which utilizes attribute rep-
resentation parameters that are less learnable. Therefore, the suggested approach conducts 
the normalization and sentiment classification for unstructured words for each SMS. The 
paraphrase from the noisy and clean texts was detected using DNN (deep neural network) 
[2]. Initially, the joint RNN-CNN architecture was used for sentence modelling, where the 
word embedding was taken as the source for CNN. CNN learned the local features, and 
RNN determined the long-term text dependencies. The text similarity was determined using 
a pair-wise similarity technique to estimate the major portions of the text.

The polarity from the texts was detected in [12], and an opinion mining technique was 
developed. Various users, like managers, buyers, and customers, were supported by this sys-
tem. These users have analyzed the information in a multi-facet format. [27], introduced a 
modern form of sentiment approach, named sentiment phrase pattern matching (SPPM). It 
is a technique which determines the sentiments from the response text provided by students. 
Therefore, it is widely used for Educational purposes. Suggested the possible usage of senti-
ment mining for estimating the teaching via SMS texts of trainees. They also introduced the 
tree model to categorize students’ feelings through a training course.

2.2  Spam and Ham detection from SMS

While the number of mobile users is growing rapidly, email id access and SMS spam mes-
sages are also rising tremendously. Various spam filtering approaches were tested to reduce 
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the annoyance of spam communications. [35], developed the genetic algorithm (GA) based 
Bayesian network,normalizing the data’s noise. The text data was expanded using semantic 
and lexicographic dictionaries to achieve efficient spam filtering. This hybrid architecture 
performs feature selection and spam classification. Finally, it attains efficient performance 
using the word sense disambiguation approach. [24, 32] developing an SMS thread identi-
fication and email thread identification.The spam or ham from the SMS texts was classified 
using feed-forward neural network architecture. This research is an intermediate product 
of implementing the word2vec with deep learning and the SVM model [20]. In [33], spam 
message identification uses subject and content based. The cost-sensitive technique named 
ensemble learning base regularized deep neural network (EL-RDNN) was introduced in 
[8]. It comprises two stages they are feature selection and spam classification. With the 
selected attributes, spam filtering was performed. A multi-objective optimization technique 
was used for feature selection. Next, [18] developed LSTM (Long Short Term Memory) 
and RNN (Recurrent Neural Network) using Tensorflow and Keras model for spam and 
ham detection. The ‘Spam SMS Collection’ dataset was used in this method. TF-IDF, stop-
word removal, tokenization, and vectorization were pre-processing techniques. With these 
techniques, this approach attained better detection accuracy.

To improve the performance of the Hidden Markov Model (HMM) over SMS, weight 
and label word based SMS formatting was introduced in [46]. Weight enhanced HMM has 
achieved better accuracy with rapid training and anti-spam detection. Finally, a perfor-
mance analysis was carried out to show its effectiveness. Spam classification from SMS 
using BiLSTM was developed in [1], which utilizes two datasets for processing. Fine-tun-
ing of ML parameters has improved the overall performance. A real-time collected dataset 
named expanded (ExAIS_SMS) was used to evaluate the BiLSTM performance on spam 
classification. To avoid spreading incorrect news related to COVID-19, a spam classifica-
tion from the text data using an automatic approach was developed in [31]. It introduces 
a dynamic deep ensemble model for effective detection. The convolution and pooling of 
ensemble architecture were used for feature extraction. Finally, an extremely randomized 
tree and RF were used for spam classification.

Spam detection using ANN (artificial neural network), referred to as MLP (Multi-Layer 
Perceptron),was developed in [13]. It leverages the benefits of the Grasshopper Optimiza-
tion Algorithm (GOA) to improve email classification performance. Performance evalua-
tion was done over the standard dataset. Development on the Internet increases the spam 
count, which affects the user experience. Therefore, the Deep belief network (DBN) was 
introduced to enhance spam classification [21]. This DBN was combined with SMOTE 
(Synthetic Minority Over-Sampling Technique) and DAE (De-Noising Auto-Encoder) to 
enhance the classification performance. Email based sentiment analysis developed using 
lexicon methods [36–38].

2.3  Motivation

Recently, some techniques have been developed for spam classification and sentiment anal-
ysis. However, only a few works have concentrated on determining the sentiments from 
the classified inbox messages. This sentiment identification is valuable for determining is 
classified spam messages from the inbox. Previously developed techniques concentrate on 
identifying the misclassified messages in the inbox; however, these techniques do not con-
centrate on improving the overall efficiency of the sentiment analysis process. Considering 
this as a major contribution, the proposed approach has developed a hybrid architecture. 
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This hybrid architecture has introduced fuzzy along with RNN (FRNN) to obtain the crisp 
output. Moreover, the HHO is also hybrid with FRNN to obtain optimal weight that shows 
better accuracy and less error.

3  Proposed Methodology for Sentiment Analysis from Spam SMS

Short Message Service (SMS) is recognized as one of the most common forms of com-
munication, enabling users of cell phones to send a fast text message at a low cost. Its 
increasing prevalence and cell phone dependency have increased the assaults triggered by 
forwarding unsolicited messages such as SMS spam. In this work, we analyze the KELM 
for Spam detection. Before spam detection, the input SMS needs to get pre-processed using 
stemming, stop word removal, Tokenization, PoS (Part of speech) tagging, and micro-blog-
ging.Then, the features from the pre-processed data are extracted using Latent semantic 
analysis (LSA), Independent component analysis (ICA), and lexicon-based features.Next, 
the dimension of extracted features is reduced using a chi-square, Point-wise mutual infor-
mation (PMI), and Distinguishing feature selector (DFS) approaches. Then, these extracted 
feature vectors are used as input for training and testing the spam detection algorithm. The 
process flow of the proposed sentiment analysis process is shown in Fig. 1.

Moreover, detecting the sentiments from the classified SMS is necessary, which evalu-
ates the emotions from the classified spam and ham SMS. The detected spam and ham 
SMS sentiments are identified using an optimization-based deep learning approach. The 
recurrent fuzzy neural network (FRNN) is used for this sentiment analysis. To maximize 
the classification accuracy, a metaheuristic optimization algorithm (i.e. Harris Hawk Opti-
mization) is hybrid along with the proposed neural network. The weight parameter is opti-
mized to the optimal or near-optimal solution using the HHO algorithm.This merit makes 
it attain the fastest convergence rate. The training procedure carried out in FRNN intends 
to decide the connection weights among several neurons for error reduction. The dataset 
does not contain any sentiment labels, so to label that spam/ham dataset,a Textblog based 
sentiment analysis approach is used.

3.1  Pre‑processing

Pre-processing is a key component of text classification in the framework. Applying pre-
processing to several datasets improves the general quality of text classification. It is an 
important step in ML that removes the datasets’ noise. The pre-processing involves some 
steps to classify the input Short Message Service (SMS) using several methods such as 
stemming, stop word removal, Tokenization, Latent semantic analysis (LSA), PoS (Part 
of speech) tagging, Independent component analysis (ICA), micro-blogging features and 
lexicon-based features. The methods of pre-processing were detailed as follows,

3.1.1  Stemming

The stemming processis carried out to establish the variant form of the input SMS words 
into the common representation method. The aim of stemming is to reduce an unwanted 
character from the text, remove the longest suffix from the words and turn the steam 
into a valid form of words Albalawi et al. [3]. For example, the words: “determination”, 
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“determined”, and “determining” are reduced in the common representation method of 
“determine”. Stemming is mainly subject to two errors, namely;

• Over stemming–the formation of two different stem words was stemmed in the same 
root is known as false positive.

• Under stemming-the different stem, words should form in the same stem roots;if it 
doesn’t form, it is called a false negative.

3.1.2  Stop word removal

Stop words are used to remove the common and frequent words in SMS that were essen-
tially meaningless, and they connect those words to form sentences. Due to the highly 
frequent, a group of words without adding additional information like determine, prepo-
sition, and articles are called stop words. The most frequently used stop words, such as 
‘and’, ‘are’, ‘this’, etc., are not much used in documents, so words were removed from the 
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particular sentence Guo et al. [15]. Further words are not necessary for text mining applica-
tions. The stop word can easily scarify without changing the meaning of the sentence.

For example: [‘There’ ‘is’ ‘a’ ‘tree’ ‘near’ ‘the’ ‘river’] without stop word, the sentence 
form as [‘There tree near river’].

3.1.3  Tokenization

Tokenization was defined as splittingthe paragraph into a sentence or sentence into words 
in meaningful parts. The tokenization was mainly considered by alphabetic or alphanu-
meric characters, which delimit the non-alphanumeric characters such as punctuation, 
white space, etc. The challenges of tokenization are classified into three methods: isolating- 
the words not separated into small units, agglutinative- the word must separate into small 
units, and inflectional- consistingof Latin words [16]. Tokenization also provided input 
cleaning steps: punctuation removal, character removal from numbers, etc.

For example, [“God is great! I won a lottery.”] – [God is great I won a lottery] There-
fore, the sentences were redefined into tokenization format.

3.1.4  Part of speech (PoS) tagging

PoS tagging determines the grammatical structure such as noun, verb, adjective, etc. It is 
a fundamental step of pre-processing to edit the text. The PoS is used to translate and nor-
malize the input documents. The different modulation of several parts of speech (PoS) is 
tagged in the same root. For example: [“The big green fire truck”] it is difficult to mention 
whether the “fire” is a noun or adjective [16]. Some special features were laid from the pre-
processed data to analyze the input documents.

3.1.5  Microblogging features

It a technique that extracts various microblogging features they are emoticons, URLs, ques-
tion marks, punctuation marks, all caps, hashtags, elongated words,user names, etc. Wan 
et al. [45].

• Hashtags: the number of hashtags.
• All-caps: Total words having all characters in uppercase.
• Punctuation:

– Total contiguous sequences of Question marks, exclamation marks, and both ques-
tion and exclamation marks;

– Check whether a question or exclamation mark is included in the last token;

• Emoticons: Emoticon polarities are identified from the regular expression available in 
the tokenizing script prepared by Christopher Pott:

– Identify the presence and absence of negative and positive emoticons from any posi-
tion from the available tweet.

– Then, it analyzes whether the emoticon of a final token is positive or negative;

• Elongated words: One of the characters from the particular word may get repeated 
sometimes, for example, ‘Noooo’.
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3.2  Feature Extraction

Feature extraction is a process that converts a set of input data into its corresponding fea-
tures.It is considered an essential step in text processing as it directly affects distinguishing 
different clusters or classes. Moreover, identifying effective features from unstructured data 
is considered a difficult task. Two categories of feature extraction techniques are introduced 
in this framework, one for text classification and the next for sentiment classification. The 
details about the two categories of feature extraction are discussed below:

3.2.1  Latent semantic analysis (LSA)

LSA is defined as the characteristic of algebraic-statistical methods,removing the hidden 
structure from the words or sentences. The LSA was also known as singular value decom-
position (SVD), introduced in Ullah et al. [42]; it identifiesthe unstructured data hidden in 
the input document and the relationship between the words or sentences. SVD has been 
able to reduce noise and increase efficiency. LSA undertakes the words were nearer to the 
meaning and occur in similar pieces of text. SVD is used to perform the mathematical tech-
nique in LSA to optimize the length of the text.

The LSA consists of four main steps,which are described below;

• Term-document matrix – a collection of large text detached words into smaller units of 
passage or sentence for each application.

• Transformed term-document matrix – as a replacement of operational with the rare 
term frequency, the accesses of the term-document matrix were often changed. Hence 
it obtains the frequency in a sub-linear fashion log

(
frqij + 1

)
.

• Dimension reduction – it reduces the rank of the matrix by using SVD. We assume 
that ‘L’ is taken as the largest singular value, and the remainder is set to zero. The SVD 
technique is also closely interrelated with features such as Eigen analysis, factor analy-
sis, principal components analysis, and linear neural networks.

• Retrieval in reduced space is used to reduce the space in the term-document matrix. 
For example: “document-document, term-term, document-term” these words are repre-
sented in the same space, so they need to compute.

The mathematical view of LSA is detailed as follows;
The matrix of SVD was represented as ‘ X’.

where T∗ and S∗ are represented as an orthonormal matrix, DT was represented as a diago-
nal matrix. The problematic representation of ‘ X ’ was using an orthogonal dimension. The 
SVD usesthe largest ‘ L ’ singular value to optimize the dimensions used in LSA.

where TL - term vectors in LSA, DL - Document vectors in LSA.

3.2.2  Independent component analysis (ICA)

ICA aims to identify the missing text and useful information from the input document. 
The ICA is used to separate the neural method words were varied in an unidentified way 

(1)X = T∗S∗DT

(2)X = T∗
L
S∗
L
D∗

L
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[39]. The ICA also includes linear transformation methods such as principal component 
analysis, factor analysis, and projection pursuit. The problematic description of ICA was 
detected in two forms which are defined in Eq. (3),

where a11, a12, a21, and a22 are some of the parameters to find the distance of the signal. 
x1(t) and x2(t) are used to estimate the duplicate text, s1(t) and s2(t) estimate original text. 
The matrix of ICA is denoted as ‘ A ’. Here the lower case of bold letters indicates vector, 
and upper case bold letters indicate matrix.

‘A’is the column of a matrix. Sometimes we have to denote the matrix as aj , and the 
model isrewritten as;

The ICA is a generative model in which the data were generated with the mixing 
components sj.

3.2.3  Lexicon‑based feature extraction

In this section, the information about the domain-specific emotion lexicon (DSEL) 
that isused for extracting the range of features suitable for emotion classification is dis-
cussedby Bandhakavi et  al. [7].The feature vectors obtained using the lexicon knowl-
edge are mostly of length |E| , where |E| indicates the total number of emotion classes 
present in the available dataset. The following features are considered to represent the 
emotions in the document.

3.2.4  Total Emotion Count (TEC)

It is a feature extraction that captures the emotion-based words from the document. The 
feature vector corresponding to the word in the given document d is represented as dTEC . 
For emotion j , the feature value is computed using Eq. (6),

I(⋅) , represents the indicator function set as either 0 or 1 (for true or false argu-
ments).The total number of times the word w occurred in a document d is represented as 
count(w, d) . TEC captures the features suggested by the lexicon alone (i.e. the features 
showing the highest value inthe lexicon).However, the emotions shared by each word in 
the document are not similar. For example, the word “beautiful” is subjected to love and 
joy, whereas the TEC provides a count of 1 for one class and 0 for another.

(3)
x1(t) = a11s1 + a12s2
x2(t) = a21s1 + a22s2

(4)� = As

(5)x =

n∑

i=1

ajsj

(6)dTEC[ej] =
∑

w∈d

I((ej = arg max Lex(w, k)
k

) × count(w, d))
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3.2.5  Total Emotion Intensity (TEI)

The sum of the scores from the emotional intensity of each word in the document is 
obtained by TEI. Generally, TEC uses coarse integer counts, but TEI utilizes emo-
tion intensity scores obtained from DSEL to extract the emotion-based features from 
the document having several emotion classes. The feature vector extracted by TEI from 
the document d is represented as dTEI . For emotion j

(
ej
)
 , the feature value is computed 

using Eq. (7),

The total number of times the word w occurred in a document d is represented as 
count(w, d).

3.2.6  Max Emotion Intensity (MEI)

Instead of identifying the average score, identifying the term that shows the highest sen-
timent bearing to the sentiment class from the entire document is considered the major 
MEI concept. Therefore, the intensity score of the word having the highest emotion-
bearing from the given document is estimated with MEI. The feature vector extracted 
by MEI from the document d is represented as dMEI . For emotion j , the feature value is 
computed using Eq. (8).

3.2.7  Graded Emotion Count (GEC)

The concept of high-intensity emotion words is extended to extract the document repre-
sentation. For such extraction, the TEI and TEC variants are developed. Both these vari-
ants considered all the words in the document without concern about their emotional 
intensity. However, understanding the effect of high-intensity words on emotion clas-
sification is valuable to achievingbetter performance. The processing principle of both 
GEC and TEC are similar, except thatit extracts the total number of words and their 
respective emotions within a threshold value � from the document. It quantifies the rela-
tion between the emotion and its respective classes in the probability distribution form. 
The resultant intensity scores lie between intervals 0 and 1. In this work, the available 
interval is divided into 4 different quartiles they are [0, 0.25), [0.25, 0.5), [0.5, 0.75) and 
[0.75, 1]. From these four intervals, three values are selected as threshold values they 
are 0.25, 0.5, and 0.75. The features that are extracted using GEC are mostly for these 
three intervals. The feature vector extracted by GEC from the document d is represented 
as dGEC . For emotion j , the feature value is computed using Eq. (9).

(7)dTEI[ej] =
∑

w∈d

Lex(w, ej) × count (w, d)

(8)dMEI

[
ej
]
= arg max

w∈d

Lex(w, j)

(9)
dGEC[ej] =

∑

w∈d
Lex(w,j)≥�

I(ej = argmax
k

Lex(w, k)) × count(w, d)
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The total number of times the word w occurred in a document d is represented as 
count(w, d) . The lexicon obtained for the word w from the input k is represented as 
Lex(w, k).

3.2.8  Graded Emotion Intensity (GEI)

Similar to GEC, we develop a variant of TEI, named GEI, which is estimated by integrat-
ing the word intensity scores found within the fixed threshold � from the given document d . 
The thresholds mentioned earlier are used for extracting GEI features using DSELs. Given 
a document d, and its corresponding feature vector, dGEI , the feature value for the jth emo-
tion is computed as follows:

3.3  Feature Selection

Feature selection is a process that intends to reduce the number of input variables by select-
ing only the useful variables for the classification process. The main merit of this feature 
selection is that it reduces the complexity of the learning algorithm, further it increases 
processing speed and accuracy. In this work, we have used three different and efficient fea-
ture selection approachesPMI, chi-square, and DFS.

3.3.1  Chi‑square

Chi-square is a filter-based feature selection approach that determines whether the feature 
is class-dependent or independent [11]. Large values obtained by chi-square represent that 
both the class and feature are found independent.

where, the expected and observed frequency for each class and feature is represented as Fe 
and Fo respectively.

3.3.2  Distinguishing feature selection

DFS is an ideal filter-based feature section approach which assigns a high score for distinc-
tive features and a low score for irrelevant features Rehman et al. [28]. It ranks the terms 
based on four different conditions they are:

• If a term is present in one class and not found in any other classes, then consider the 
such term as distinctive and assign a high score.

• If a term is rarely present in one class and not found in other classes, consider that term 
irrelevant and assign a low score.

• If a term is frequently found in all classes, then consider such a term irrelevant and 
assign a low score.

(10)
dGEI[ej] =

∑

w∈d
Lex(w,j)≥�

Lex(w, ej) × count(w, d)

(11)�2 =
∑

(
Fo − Fe

)2

Fe
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• If a term occurs in a few classes, then consider such term as relatively distinctive and 
assign a relatively high score.

The formula applied by DFS for feature selection is given in Eq. (12),

where, the conditional probability obtained for a term t that is found in classes other than 
Ca is represented as P

(
t
|||Ca

)
.

3.3.3  Point‑wise mutual information (PMI)

The relationship between the two features is determined by the PMI approach. A high PMI 
value indicates the frequent co-occurrence of two features [4]. A feature selection process 
is extensively applied to identify the mutual information shared among the terms and par-
ticular classes. PMI determines the ratio between the estimated co-occurrence for term tj 
and class Ca which is defined in Eq. (13),

The features selected by three different filter-based feature selection techniques are then 
provided to KELM for spam and ham classification. The selected features may contain 
both sentiment and spam/ham-based features. Sometimes both the spam and ham SMS 
may carry sentiment words therefore, usage of sentiment-based features along with spam/
ham features is essential for the KELM classifier to accurately classify the spam and ham 
messages.

3.4  Kernel Extreme Learning machine (KELM) based spam classification

ELM is a type of SLFNN (Single hidden layer feed-forward neural network) whose archi-
tecture is depicted in Fig. 2. Three different layers are present in ELM: input, hidden, and 
output. The usage of the non-linear activation function makes the hidden layer non-linear, 
whereas the output is linear as it does not comprise any activation function. In a few cases, 
the ELM fails to attain better results due to the random selection of bias and weight param-
eters between the input and hidden layers. To overcome such limitation, the ELM approach 
introduces the kernel function, which eliminates the weight initialization procedure in the 
input and hidden layers by including the kernel matrix Li et al. [22]. KELM shows some 
merits like, while using KELM, the determination of hidden layer size is unnecessary. 
Moreover, it effectively explores the non-linear features. But, the selection of the best ker-
nel function is considered the major contribution of KELM during classification.

Let x represents the total training samples, the output from the neural network is repre-
sented as f (x) . The SLFNN having l hidden nodes is represented using the Eq. (14),

where, the activation function of the hidden layer is indicated as K(w, b, x) , b indicates the 
bias weight of the hidden layer, weight obtained between the hidden and output layer is 

(12)DFS(t) =

N∑

a=1

P(Ca|t)
P(t|Ca) + P(t|Ca) + 1

(13)PMI(Ca, tj) = log
F(tj)p(Ca, tj)

F(tj)p(Ca)
= log(

p(Ca, tj)

p(Ca)
)

(14)fELM(x) = WT
⋅ K(w, b, x)
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denoted as W =
[
�1, �2, .., �m

]
 and the input weight connecting the input and hidden layer is 

denoted as w . The output from the hidden layer is defined in Eq. (15),

The ELM model is represented in Eq. (16),

ELM is extended as KELM using the kernel function, Let

The output of the KELM model is represented as,

where,

where, 1
�
 represents the regularization parameter and T  represents the target output. KELM 

is better than ELM as it produces less computational time and does not contain any random 
feature mappings. Further, using the kernel in ELM eliminates the need to setthe desired 
number of hidden nodes.

Next, the sentiments in spam and ham need to be evaluated to identify each SMS’s sen-
timental intention. Therefore, the optimization hybrid FRNN is used in this work to iden-
tify such sentiments from classified SMS. It takes the selected features as input and identi-
fies the sentiments (positive, negative, and neutral) from both the spam and ham SMS.

(15)H =

⎡
⎢
⎢
⎢⎣

h(x1)

h(x2)

⋮

h(xn)

⎤
⎥
⎥
⎥⎦

(16)fELM(x) = h(x)HT (
I

�
+ HHT )

−1

T

(17)Ω = HHT

(18)fKELM(x) = h(x)HT (
I

�
+ Ω)

−1

T

(19)h(x)HT =

⎡
⎢
⎢⎣

k(x, x1)

⋮

(x, xn)

⎤
⎥
⎥⎦

Fig. 2  Model architecture for 
ELM
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3.5  Harris hawk optimization (HHO) based Recurrent Fuzzy Neural Network (FRNN) 
for sentiment analysis

3.5.1  Fuzzy Recurrent neural network (FRNN):

FNN is extensively used in various fields, among which FRNN [10] is identified as the notable 
one. FRNN contains four layers:the input layer, the membership layer, the fuzzy layer, and the 
output layer. The input and output provided to the node i of the layer k is represented as o(k)

i
 

and u(k)
i

 . The procedure for FRNN is discussed below:

3.5.2  Layer 1

Initial layer is the input layer containing N nodes,with a parameter resembling each layer. The 
features selected using the PMI, DFS, and chi-square are given as input in this first layer.

3.5.3  Layer 2

The second layer is the membership layer. In this layer, the gauss function is used as a mem-
bership function which changes the data in the nodes of the second layer in crisp form. The 
neural node in this second layer is denoted as NxM , where M represents the fuzzy rules. Three 
parameters, �ij , �ij and mij are included in every node.

where, the variance and center corresponding to the Gauss distribution function is repre-
sented as �ij and mij.

where, the weight corresponding to the recurrent nodes is represented as Oij . In this second 
layer, the factor O(2)

j
(t − 1) is included at each input node. The previous learning procedure 

estimates the residual data illustrated by the introduced factor at this second layer. Then, 
based on Eq. (21), replace u(2)

ij
 from Eq. (22) to obtain Eq. (23).

3.5.4  Layer 3

In the third layer, fuzzy rules are used. Layers 3 and 4 are concatenated to conclude the 
available fuzzy rules. Each node in this third layer is resembled with AND operation. The 
expression for each AND operation is given in Eqs. (24 & 25).

(20)O
(1)

i
= u

(1)

i
= xi(t), wherei = 1 ÷ N

(21)O
(2)

ij
= exp

⎡
⎢
⎢⎣
−
(u

(2)

ij
− mij)

2

(�ij)

⎤
⎥
⎥⎦
,where i = 1 ÷ Nand j = 1 ÷M

(22)u
(2)

ij
(t) = O

(1)

i
+ �ijO

(2)

ij
(t − 1),wherei = 1 ÷ N, j = 1 ÷M

(23)O
(2)

ij
= exp

⎡
⎢
⎢⎣
−
[xi(t) + �ijO

2

ij
(t − 1) − mij]

2

(�ij)
2

⎤
⎥
⎥⎦
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3.5.5  Layer 4

The output layer is the fourth layer which contains P nodes. Initially, the P is set as 1, which is 
considered the river run-off value. This layer is also liable to convert the fuzzy data into a crisp 
form.

After initializing the FRNN architecture, the HHO algorithm is integrated with FRNNto 
accomplish the training process. While compared with other algorithms, the behavior shown 
by HHO is found inspiring in this classification process.

3.5.6  Harris Hawk optimization (HHO)

In this approach, we hybrid the HHO algorithm Moayedi et al. [23] with FRNN to identify the 
optimal weight parameter. The hunting process of HHO comprises four activities: tracking, 
encircling, approaching, and attacking. Normally, the entire hunting process is bagged up in 
three main phases: exploration, conversion from exploration to exploitation, and exploitation. 
The flowchart for the HHO algorithm is shown in Fig. 3.

After completing the searching phase, initiate the first stage by discovering the prey (rabbit) 
position. Then, the hawks define their position based on the randomly generated solution,Xrand

.

where, Xm indicates the average position and the random number that varies from 0 to 1 is 
represented as, r . The formula used to estimate Xm is shown in Eq. (29).

where, the position and size of the hawk are represented as Xi and N respectively. Next, the 
escaping energy (E) during hunting is evaluated using the Eq. (30),

(24)O
(2)

j
=

N∏

i=1

O
(2)

ij

(25)O
(2)

j
=

N�

i=1

exp

⎡
⎢
⎢⎣
−
[xi(t) + �ijO

2

ij
(t − 1) − mij]

2

(�ij)
2

⎤
⎥
⎥⎦
where, j = 1 ÷M

(26)yk = O
(4)

k
=

M∑

j=1

u
(4)

jk
wjk =

M∑

j=1

O
(3)

jk
wjk

(27)yk =

M�

j=1

wjk

N�

i=1

exp

⎡
⎢
⎢⎣
−
[xi(t) + �ijO

2

ij
(t − 1) − mij]

2

(�ij)
2

⎤
⎥
⎥⎦
where, k = 1 ÷ P

(28)X(t + 1) =

{
Xrand(t) − r1|Xrand(t) − 2r2X(t)|

(Xrabbit(t) − Xm(t)) − r3(Lb + r4(Ub − Lb))

q ≥ 0.5

q < 0.5

(29)Xm(t) =
1

n

N∑

i=1

Xi(t)
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The flowchart for HHO is depicted in Fig. 3. The HHO process begins with param-
eter initialization, and then the objective function (i.e. parameter weighting with mini-
mum error) for each parameter is evaluated. If the identified parameter satisfies the 
defined fitness (minimum error) means, activate the updating process, otherwise search 

(30)E = 2E0

(
1 −

t

T

)

Start

Initialize 

parameters

Calculate objective 

function

Update initial energy and 

maximum size to obtain 

escaping energy

Position update 

using (28)

Position update 

of strong attack 

force

Position update 

of weak attack 

satge

Position update 

of sudden attack 

phase

Update escaping 

position 

Update the best 

position

End

Yes

No

Yes

No

Jump=j+1

Update hawk position based 

on lower and upper bound

Stop

i=i+1

No

Yes

Yes

No No

Yes

Yes

No

Fig. 3  Flowchart for HHO algorithm
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for the best weight parameter. The process continues till reaching the stopping criteria. 
Where the maximum size interms of repetition is indicated as, T  , and E0 represents 
the initial energy which ranges from -1 to 1. The decision to determine whether to 
initiate the exploration or exploitation phase is identified by evaluating the parameter, 
|E| . During the exploitation phase, the selection of besiege using |E| is also essential, 
i.e. if |E| is < 0.5, then take the hard besiege, and if |E| is greater than or equal to 0.5, 
then we can go for soft besiege. The weight parameter that provides less error dur-
ing classification is considered the best solution, which is optimally determined by the 
HHO algorithm. Further, it reduces the computational complexity of FRNN during 
sentiment classification.The algorithm of the proposed architecture is shown in below 
algorithm 1.

Input: SMS data

Output: Sentiments from classified SMS

Initialize, input SMS data

Step 1: Pre-process the input data using

1a) text-based pre-processing techniques such as stemming, stop word 

removal, tokenization, and POS tagging

1b) sentiment-based pre-processing using Micro-blogging features.

Step 2: Extract text-based and sentiment-based features using 

2a) LSA and ICA – for text feature extraction

2b) Lexicon based features – for sentiment based feature extraction

Step 3:  Most prominent features that provide high accuracy during text and 

sentiment classification are selected using,

3a) Chi-square, DFS, and PMI

Step 4: Selected features are subjected to spam and ham classification using KELM

Step 5: Sentiment analysis for spam and ham SMS is performed using FRNN.

Step 6: The weight parameter selection of FRNN classifier using HHO.

6a) Initialize solutions randomly.

6b) Estimate mX using equation (29)

6c) Next, evaluate the escaping energy E using the equation (30)

Step 7: Performance evaluation to test the effectiveness of the proposed architecture. 

4  Result and Discussion

The proposed sentiment analysis from classified SMS messages is implemented in the 
python platform. In this section, the results that are obtained for the proposed senti-
ment analysis process are discussed. The experimental analysis is carried out in two 
different phases they are classification-based results and sentiment-based results. The 
different performance metrics like accuracy (A), precision (P), recall (R), f-measure 
(F), RMSE, and MAE are determined to estimate the effectiveness of the proposed 
approach. The parameter used for tuning the process is shown in Table 1.
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4.1  Dataset Description

To test its effectiveness, three different datasets are used in this approach: SMS dataset [9], 
Email dataset, and spam-assassin [43] dataset. The details about total messages, spam mes-
sages, and ham messages are described in Table 2. The SMS dataset is obtained from the 
following link: https:// archi ve. ics. uci. edu/ ml/ datas ets/ SMS+ Spam+ Colle ction. From the 
following link, the Email dataset is obtained, https:// www. kaggle. com/ datas ets/ venky 73/ 
spam- mails- datas et. The spam assassin dataset is obtained from https:// www. kaggle. com/ 
datas ets/ beatoa/ spama ssass in- public- corpus.

Table 1  Parameters and their 
corresponding value KELM

Kernel parameter � = 2�
0

Penalty parameter C = 1000
Activation function Sigmoid
Hidden neurons 500
Epochs 10
FRNN
Hidden dimension 100
Learning rate 0.0001
Epoch 25
Activation function Sigmoid
Output dimension 1
Length of sequence 50
Minimum clip value -10
Maximum clip value 10
HHO
Maximum iteration 100
Lower bound 100
Upper bound 100

Table 2  Dataset description Dataset Total messages

SMS dataset Total messages 5574
Spam 747
Ham 4827

Email dataset Total messages 5172
Spam 1500
Ham 3672

Spam assassin Total messages 3252
Spam 501
Ham 2751

https://archive.ics.uci.edu/ml/datasets/SMS+Spam+Collection
https://www.kaggle.com/datasets/venky73/spam-mails-dataset
https://www.kaggle.com/datasets/venky73/spam-mails-dataset
https://www.kaggle.com/datasets/beatoa/spamassassin-public-corpus
https://www.kaggle.com/datasets/beatoa/spamassassin-public-corpus
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The word cloud for both the spam and ham messages is shown in Fig.  4. An openly 
available SMS collection is collected to develop the KELM classifier for spam and ham 
classification. The SMS messages in the dataset are labeled as ham or spam. The real mes-
sages are labeled as ham, whereas the junk messages are labeled as spam. A sample word-
cloud for both ham and spam messages is shown in Fig. 4.

4.2  Evaluation metrics

4.2.1  Accuracy (A)

The ratio between the total number of correctly predicted SMS and the total number of pre-
dicted messages is determined by accuracy.

4.2.2  Precision (P)

It defines the proportion of positive predictions that are truly positive. The formula used to 
evaluate the precision is shown in Eq. (32).

4.2.3  Recall (R)

It defines the proportion of positives that are truly classified as positive. The formula used to 
evaluate the recall is shown in Eq. (33).

(31)A =
(TP + TN)

(TP + FPTN + FN)

(32)P =
TP

TP + FP

a) Ham b) Spam

Fig. 4  Word cloud [(a) spam, (b) ham messages]
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4.2.4  F1‑score (F)

The harmonic from the precision and recall metrics are determined by F1-score. The for-
mula used to evaluate the F1-score is shown in Eq. (34),

where, x̂i represents the predicted value, n represents the total observations, and xi repre-
sents the actual value.

4.2.5  ROC curve

The plot between TPR (true positive rate) and FPR (False positive rate) is illustrated by the 
ROC curve [23].

4.3  Performance analysis for spam and ham classification

The classification performance of the proposed KELM is discussed in subsequent para-
graphs. The performance metrics like accuracy, precision, F-measure, RMSE, recall, and 
MAE are evaluated for three different datasets. This evaluation is carried out to show the 
efficiency of the proposed approach. The three different datasetstaken for evaluation are the 
SMS, Email, and Spam assassin.

The accuracy attained for a different file and feature sizesare shown in Fig. 5. The accu-
racy of the proposed KELM classification increases with an increase in file size/feature 
size. This is mainly due to the efficient performance of the proposed feature selection and 
KELM classifier techniques. The features selected by the proposed feature selection tech-
niques show promising results in classification. The total size of the file used in our work is 
3343, and the total size of the features is 3000.

The cross-validation result attained for the different numbers of hidden neurons is shown 
in Fig. 6. In this work, used 500 neurons are used, and the cross-validation accuracy for 
100, 200, 300, 400, and 500 neurons is evaluated. The fivefold and tenfold cross-validation 

(33)R =
TP

TP + FN

(34)F = 2 ∗
P ∗ R

P + R

(35)RMSE =

√√√√
n∑

i=1

(x̂i − xi)
2

n

(36)MAE =
1

n

n∑

i=1

||xi − x̂i
||

(37)
TPR =

TP

TP+FN

FPR =
FP

FP+TN



42228 Multimedia Tools and Applications (2023) 82:42207–42238

1 3

is performed in this method. The accuracy attained at fold-5 for 100 neurons is higher than 
other neurons. For tenfold, the 400 hidden neurons have attained higher accuracy results.

a) File size vs accuracy b) Feature size vs accuracy

Fig. 5  Accuracy comparison for KELM classifier with (a) different file size and (b) different feature size

Fig. 6  Hidden neuron vs 
accuracy for 5-fold and 10-fold 
cross-validation

Fig. 7  Performance results of different feature selection techniques [DFS, chi-square, and PMI]
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The accuracy, recall, precision, F-measure, RMSE, and MAE attained by different 
feature selection techniques are shown in Fig. 7. The results attained by combined fea-
tures are also illustrated. The features selected by each feature selection technique are 
found very much valuable for classification purposes. Among these, the accuracy of 
PMI is found to be less than the other two feature selection techniques.

The effect of the KELM classifier with and without feature selection for spam-based 
classification is given in Table 3. Different metrics like accuracy, recall, precision, f-meas-
ure, RMSE, and MAE are determined for evaluating the performance of proposed feature 
selection techniques. The presence of a feature selection process highly influences the clas-
sification result. With these feature selection techniques, the proposed KELM classifier has 
high classification accuracy and less error rate. This is because the separate performance 
shown by the three feature selection techniques is found to be better. Therefore, the com-
bined result provided by the feature selection techniques further maximizes the overall per-
formance of the classification algorithm. Among these three feature selection techniques, 
the accuracy shown by DFS is higher than the other two techniques, which shows that this 
algorithm has made a huge difference in classification accuracy.

The performance attained for KELM-based spam/ham classification using three dif-
ferent datasets is shown in Fig. 8. The RMSE for the SMS dataset is much less than the 
other two datasets. The precision attained by the proposed KELM for the Email dataset is 
higher than SMS and SMS spam assassin datasets. The proposed approach shows higher 

Table 3  Performance metrics attained with using and without using feature selection

Metrics Without feature 
selection

With feature selection

DFS Chi-square PMI DFS + Chi + PMI

Accuracy (A) (%) 89.99 95.5 93.22 92.5 98.16
Precision (P) (%) 98.35 99.35 98.84 98.83 99.73
Recall (R) (%) 89.93 95.48 93.257 92.427 98.132
F-measure (F) (%) 93.9 97.381 95.97 95.52 98.92
RMSE 0.4001 0.1776 0.2709 0.2996 0.0735
MAE 0.2 0.088 0.1354 0.1498 0.03678

Fig. 8  Overall performance of KELM classifier for different datasets
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classification accuracy for three different datasets. This is because the error attained by the 
proposed KELM classifier during spam/ham classification is less.

The accuracy, precision, recall, f-measure, and RMSE of the proposed KELM classi-
fier are compared with three different existing techniques they are CNN-LSTM, SVM, and 
random forest. The comparison result for different performance metrics is given in Table 4. 
Among all these techniques, the proposed KELM has attained higher accuracy results for 
spam/ham classification. This is because the proposed approach has included three dif-
ferent feature selection techniques before classification. The accuracy attained by KELM 
is 98.61%, however, the precision, recall, RMSE, and f-measure of KELM are 99.73%, 
98.13%, 0.073, and 98.92%, respectively. The kernel function usage has improved the clas-
sification process’s overall performance. Existing CNN-LSTM has shown effective perfor-
mance in classification. Still, the usage of LSTM has reduced the overall performance of 
CNN because the LSTM has been subjected to overfitting in large amounts, which auto-
matically reduces the performance of CNN.

4.4  Performance analysis for sentiment classification

The sentiment analysis from classified inbox messages is a demanding topic, as it enhances 
the overall efficiency of spam identification. Therefore, to motivate this, a hybrid fuzzy 
based network is introduced in the proposed architecture, which uses fuzzy concepts and 
obtains a crisp output during sentiment analysis. In this, the hybrid fuzzy and RNN is 
considered the major advantage because the fuzzy greatly impacts processing text during 
detection and classification. Moreover, the RNN can analyzea huge amount of text data 
with less error rate. These two merits are combined in this proposed architecture and have 
obtained an efficient performance than other existing architectures. The existing methods 
that are considered for comparison are RNN, DBN, and ANN. These three techniques have 
shown efficient performance in text classification but haven’t shown better performance 
than the proposed FRNN-HHO architecture.

4.4.1  RNN

RNN has a great impact on handling the machine translation process. Unlike the Feed-for-
ward network (FFN), the RNN can handle large input sequences with variable lengths. The 
activation of each recurrent hidden unit during each iteration is based on the previous unit. 
In this, the unrolled network is used, which unrollsa 4-layer network for a 4-word sentence 
(i.e. each layer corresponds to each word).

Table 4  Comparison of classification-based results

Methods Metrics

Accuracy Precision Recall F-measure RMSE

KELM (Proposed) 98.61 99.73 98.13 98.92 0.073
CNN-LSTM [40] 98.374 95.39 87.88 91.482 0.093
SVM [24] 97.832 97.77 80 88 0.89
Random forest [32] 93.2 93.2 93.2 93.2 0.983
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4.4.2  DBN

DBN takes the extracted features as input. The input’s low-level features are extracted 
using the first few layers. Then, the upper layers are used to obtain the learned feature, and 
the complex features are obtained from these layers. Finally, the sentiment is predicted at 
the output layers.

4.4.3  ANN

ANN trains the network by performing back propagation (BP), during which the neu-
ron activation happens on the hidden layer. Forward and backward passes are included 
in the BP algorithm. Forward pass performs activation value detection, whereas back-
ward pass performs weight and bias adjustment. The weight and bias adjustment are 
performed by determining the difference between the actual and desired network out-
puts. The forward and backward pass happens iteratively till the network gets converges.

The classified (spam and ham) messages are then input to FRNN for sentiment analy-
sis. The sentiment analysis performance of the proposed FRNN is improved using the 
HHO algorithm. HHO is an efficient and rapid optimization process that increases the 
training performance of FRNN. The results obtained due to this hybrid classification 
algorithm are discussed below. The optimization-based and classification-based results 
are briefly discussed in this section. The metrics that are determined to show the effec-
tiveness of the proposed sentiment analysis algorithm are accuracy, RMSE, precision, 
F-measure, recall, and MAE. The cross-fold validation for the different numbers of neu-
rons is also analyzed in this method. The performance of the proposed sentiment analy-
sis classifier is compared with three different neural networks they are RNN, DBN, and 
ANN. The comparison result of proposed and existing sentiment analysis techniques 
are shown in Figs. 9, 10, and 11. Among all these techniques,the proposed FRNN has 
attained better results than other existing techniques.

The ROC curve for ham and spam messages of three different datasets is shown in 
Fig. 12. The AUC value attained for ROC is also shown in Figs. 12 (1, 2, and 3). Among 
these three datasets, the AUC attained by SMS datasets (0.9699) is high then the other 
two datasets. The ROC attained for ham messages of three datasets is shown in Fig. 12 
(1a, 2a, and 3a). This ROC is obtained by estimating the comparison between the FPR 

a) Ham-SMS b) Spam-SMS

Fig. 9  Sentiment analysis of different classifiers for spam and ham messages from SMS dataset
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and TPR.Moreover, the ROC for existing techniques like RNN, DBN, and ANN for ham 
and spam of three different datasets is also depicted in Fig. 12.

The optimization-based results for different datasets are shown in Table 5. The pro-
posed HHO optimization algorithm is compared with 3 different and recently evolved 
optimization algorithms they are SSD (Social ski-driver optimization), SFO (Sunflower 
optimization), and SSO (Social spider optimization). Among all these approaches, the 
performance shown bythe proposed HHO is found to be better than other optimization 
algorithms. As it includes only a few steps for identifying the optimal solutions, the 
optimal weight selection performance of FRNN gets improved.

The comparative analysis between proposed and existing techniques is shown in Table 6. 
Few works have concentrated on solving both classification and sentiment analysis, whereas 
few works have concentrated on any one of these two tasks. A comparative analysis is done 
between all these approaches. Among all techniques, the proposed architecture has achieved 

a) Ham-Email b) Spam-Email

Fig. 10  Sentiment analysis of different classifiers for spam and ham messages from Email dataset

a) Ham-SMS assassin b) Spam-SMS assassin

Fig. 11  Sentiment analysis of different classifiers for spam and ham messages from Spam-assassin dataset
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more efficiency than other existing algorithms. This is because the proposed approach has 
used fuzzy based classifier for sentiment analysis which has obtained a crisp output by reduc-
ing the error and processing time. This hybrid architecture has utilized the advantages of fuzzy 
and RNN to achieve better accuracy in text processing. The proposed approach has attained 
less error and better accuracy. Moreover, three different and standard datasets are used to eval-
uate the proposed performance. The proposed approach has shown less satisfactory time com-
plexity compared to other algorithms.

1a) Ham-SMS 1b) Spam-SMS

2a) Ham-Email 2b) Spam-Email

3a) Ham-spam assassin 3b) Spam-spam assassin

Fig. 12  ROC curve for ham and spam messages [1) SMS dataset, 2) Email dataset, and 3) Spam-assassin 
dataset]
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5  Conclusion

Sentiment classification from the classified messages by identifying the sentiment polarity 
from the inbox messages is essential. Polarity identification improves the overall classi-
fication accuracy of spam/ham messages. Initially, the spam and ham messages are clas-
sified using the KELM classifier. To achieve efficient classification, the input data is pre-
processed, and the features are required for classification. The sentiments present in the 
classified messages are then determined using Textblog. Based on the Textblog result and 
extracted features, the sentiments from the classified messages are determined using the 
FRNN-HHO classifier. The HHO is a hybrid along with FRNN to improve the overall clas-
sification accuracy. The effectiveness of proposed classification and optimization-based 
techniques are evaluated using different performance metrics: accuracy, recall, precision, 
RMSE, MAE, and f-measure. Three different datasets are used to evaluate the proposed 
approach performance: SMS, Email, and spam-assassin datasets. The proposed approach 
has shown a satisfactory result in classifying the sentiments from the classified SMS. 
The accuracy attained by KELM is 98.61%, however, the precision, recall, RMSE, and 

Table 5  Optimization-based comparison for different datasets

Optimization 
algorithm

Metrics Dataset

SMS Email Spam-assassin

Spam Ham Spam Ham Spam Ham

HHO Accuracy 97.49 96.99 95.56 94.99 94.44 92.75
Precision 96.6 93.3 84.16 79.875 93.38 88.38
Recall 97.39 96.2 95.86 90.526 95.83 93.63
F-measure 97 94.7 89.08 84.49 94.51 90.62
RMSE 0.060 0.0526 0.0841 0.0875 0.1805 0.1594
MAE 0.036 0.0375 0.0576 0.0625 0.0972 0.1014

SSD Accuracy 92 90.22 84.78 89.58 83.33 82.6
Precision 89.5 85.1 64.739 66.34 80.39 77.03
Recall 91.26 83.51 83.57 85.21 84.72 85.4
F-measure 90.3 83.97 69.78 71.03 82.12 80
RMSE 0.1778 0.187 0.3825 0.2541 0.4583 0.4347
MAE 0.1119 0.127 0.228 0.1541 0.2638 0.2608

SFO Accuracy 83.39 88.721 79.91 82 73.6 81.15
Precision 79.089 87.83 59.49 55.54 68.7 74.85
Recall 82.105 82.36 79.84 79.09 71.38 82
F-measure 80.183 84.14 64.03 60.12 69.57 77.48
RMSE 0.3636 0.2932 0.4579 0.3541 0.555 0.449
MAE 0.2318 0.1729 0.286 0.2375 0.361 0.2753

SSO Accuracy 80.632 83.39 73.85 73 75.36 68.05
Precision 75.88 79.08 54.96 47.44 68.9 62
Recall 79.094 82.105 74.74 62.77 76.1 62.5
F-measure 76.89 80.18 57.58 49.03 71.29 62.02
RMSE 0.4071 0.363 0.6203 0.5791 0.637 0.6527
MAE 0.2648 0.231 0.381 0.37 0.376 0.4305
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f-measure of KELM are 99.73%, 98.13%, 0.073, and 98.92%, respectively. The AUC of the 
proposed approach is found to be 0.9699 (SMS dataset), 0.958 (Email dataset), and 0.95 
(spam assassin).However, the execution time taken by the proposed approach is not satis-
factory; this is because the attacking strategies performed by the HHO algorithm to reach 
the optimal solution have consumed more time than other optimization techniques to show 
the promising result. This is considered the major limitation of our proposed approach. 
Therefore in future, planned to develop the architecture (hybridizing the fuzzy logic with 
an optimization algorithm) that attains better classification results with less execution time 
and error.
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