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Abstract
COVID-19 has caused an epidemic in the entire world and it is caused by the novel virus
SARS-COV-2. In severe conditions, this virus can cause a critical lung infection or viral
pneumonia. To administer the correct treatment to patients, COVID-19 testing is impor-
tant for diagnosing and determining patients who are infected with COVID-19, as
opposed to those infected with other bacterial or viral infections. In this paper, a
CResNeXt chest radiograph COVID-19 prediction model is proposed using residual
network architecture. The advantage of the proposed model is that it requires lesser free
hyper-parameters as compared to other residual networks. In addition, the training time
per epochs of the model is very less compared to VGG19, ResNet-50, ResNeXt. The
proposed CResNeXt model’s binary classification (COVID-19 versus No-Finding) accu-
racy is observed to be 98.63% and 99.99% and multi-class classification (COVID-19,
Pneumonia, and No-Finding) accuracy is observed to be 97.42% and 99.27% on the
original and augmented datasets, respectively.
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1 Introduction

Coronavirus 2019 or COVID-19 has caused a worldwide epidemic [29, 55]. This disease
causes upper respiratory tract illness, such as cold, cough, fever, respiratory problems and can
worsen into pneumonia or severe lung infection and inflammation. In severe cases, patients
suffering from the COVID-19 infection have breathing problems and shortness of breath,
requiring them to be put on ventilators in hospitals. The COVID-19 virus can cause extreme
cell damage across the tissue lining of the lung air sacs. This can make breathing very difficult
for the patient. In extreme cases, the body’s extreme reaction to the infection can lead to sepsis
or septicemia, which may severely damage organs, cause organ failure, and cause death [30].

SARS-CoV-2 is the virus responsible for COVID-19 [47]. The coronaviruses originate in
animals and are transmitted to humans. Civet cats are considered as causing the transmission of
SARS-CoV, camels are considered as a possible source causing the transmission of MERS-
CoV, and bats are considered as causing the transmission of SARS-CoV-2 [4, 57]. At the
beginning of July 2020, there are more than 11 million cases worldwide, out of which more
than 6 million have recovered, but more than 530,000 have succumbed to death. Worldwide
statistics indicate a 5% death rate and 95% of patients are able to recover or fight off the
disease [49, 54]. Previously published research also indicates that males are more susceptible
to COVID-19 than females [25].

One of the important tasks for doctors and nurses in hospitals and testing sites is determin-
ing if a patient is infected with COVID-19 or some other viral or bacterial infection. However,
countries across the globe lack the ability to adequately test and isolate the individuals infected
by COVID-19 and contain the virus. Hence, there is a need for a rapid and fast automatic
COVID-19 detection system. Chest radiography is one of the common modalities available in
hospitals and has been shown to be useful in detecting COVID-19 infection in patient lungs
[53]. Thus, there is a critical need for the development of an efficient and accurate COVID-19
prediction system from chest radiographs (X-ray images), that is both reliable and can be
feasibly installed in hospital computer systems.

Nowadays machine learning (ML) and deep convolutional neural network (CNN) methods
are widely used for the diagnosis of medical image. These methods are capable to provide
second opinion to health care expert in daily routine. However, in ML feature extraction is
difficult task and it is based on the expertise. This handcrafted features method sometimes not
provide an accurate result. On the other hand, CNN based method are capable to extract
features from high dimension that can be used to developed rapid and more robust system. The
limitation of this CNN based method is large volume of data and architecture of model. Due to
inappropriate architecture of CNN model overfitting problem may arise.

Considering above challenges we proposed residual neural network based deep CNN
model CResNeXt. This model can discriminate binary (COVID-19 vs. Healthy) and Multi
(COVID-19 vs. Healthy vs. Pneumonia) class classification with high accuracy. We have
notice that the training and validation loss of the model is close to zero. In addition, the training
time per epochs of the CResNeXt is less compare to VGG16, ResNet-50, and ResNeXt. The
training time of DarkCovidNet is14 ms (milliseconds) per epochs on 625 chest X-ray images
while the proposed model took 18 ms on 1756 chest X-ray images. However, proposed model
has higher accuracy in binary and multi-class classification for both the original and augment-
ed chest radiograph datasets than the aforementioned existing state-of-the-art methods.

Rest of the paper is organizes as follows, in section 2. We have discussed research papers
related to COVID-19 diagnosis, Whereas, Section 3. Describe the detail architecture of
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proposed model. Section 4 describe the details of experimentation for binary and multi-class
classification. Section 5. Gives observation of outcomes by health care expert. Finally, in
section 6, performance comparison of state-of-arts deep CNN model for COVID-19 has been
discussed and conclusion is presented.

2 Related works

In recent days, several deep CNN models have been developed for COVID-19 prediction from
chest radiographs. In this regards, Ucar and Korkmaz [48] proposed SqueezeNet a different
deep learning model for the diagnosis of COVID-19 from radiographs by classifying the
radiographs into multi-class (Health, Pneumonia, and COVID-19). They tuned their
SqueezeNet network using a Bayesian optimization technique. Finally, their model gained
an accuracy of 76.37% on the raw dataset and 98.26% on the augmented dataset. In other
research, Alom et al. [3] employed an inception residual recurrent convolutional neural
network with transfer learning method named as COVID_MTNet, for the detection of the
COVID-19 from X-ray and CT scan images. Their COVID-19 detection model shows an
accuracy of 87% and 98.78% for X-ray and CT scan images, respectively.

Some researchers also leveraged pre-trained deep learning models for the diagnosis of
COVID-19 from chest radiographs. For example, Basu et al. [8] applied a Domain Extension
Transfer Learning (DETL) approach with a pre-trained deep learning network to classify the
chest radiograph into a COVID-19, Normal, Pneumonia, and other diseases categories. They
reported their model classification accuracy to be around 95%. Shoeibi et al. [44] summarize
the ML and deep CNN model that have been used for COVID-19 diagnosis. They conluded
that the these methods are capable of performing diagnosis with high efficiency. However,
performance of these methods on small dataset can be further improve by designing a model
based on ML and deep CNN methods. For multi-class classification high performance model
still a challenge. We have summarize other research that have been conducted on COVID-19
shown in Table 1.

3 Proposed method

3.1 Dataset

In the proposed study, we have created two different datasets (DS1 and DS2). The DS1 dataset
contains COVID-19 patient images collected from the open-source repository [13]. In partic-
ular, it contains 182 radiographs of patients affected by COVID-19. Most of the chest
radiographs belong to patients that fall into an age group of 12 to 83 years old, whereas some
of the images were missing the age information. Moreover, the DS1 contains chest radiographs
of patients who were either diagnosed as No-Finding (Health) or Pneumonia (non-COVID-
19). The chest radiographs for groups No-Finding and Pneumonia were collected following
the steps described in the research [26, 52]. The label for each image is defined in
Data_Entry_2017.csv. The Pneumonia image of the PA view is extracted from the dataset
using Python. These images are in .png format of patients 4 to 83 years and the median age is
52 years. In the proposed work, we used 1575 No-Findings and 1460 Pneumonia radiographs.
Further, we constructed DS2 by augmenting images present in dataset DS1. Specifically, we
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Table 1 Summary of research conducted for COVID-19 diagnosis

Study Type of image Deep Learning Model Dataset Accuracy (%)

Apostolopoulos
et al. [5]

Chest X-ray VGG19 3905 images 93.48 (multi-class)

Wang and
Wong [50]

Chest X-ray COVID-Net 13,975 images 92.4 (multi-class)

Sethy and Behra
[42]

Chest X-ray ResNet50+SVM 50 images 95.38 (multi-class)

Hemdan et al.
[21]

Chest X-ray COVIDX-Net 50 images 90 (binary)

Narin et al. [36] Chest X-ray Deep CNN
ResNet-50

100 images 98
(binary)

Ozturk et al.
[38]

Chest X-ray DarkCovidNet 1000 images 98.08 (binary)
87.02 (multi-class)

Khan et al. [27] Chest X-ray CoroNet 1251 images 99 (binary)
89.6 (multi-class)

Wang et al. [50] Chest X-ray Deep CNN 13,975 images 93.33
(multi-class)

Hall et al. [19] Chest X-ray VGG-16 and ResNet-50 455 images 91.24 (multi-class)
Farooq et al.

[15]
Chest X-ray ResNet-50 5941 images 96.23

(multi-class)
Abbas et al. [1] Chest X-ray CNN with transfer learning 196 images 93.1

(multi-class)
Minaee et al.

[34]
Chest X-ray DenseNet-121, SqueezeNet, ResNet50,

ResNet18
5000 images 98

(binary)
Zhang et al. [59] Chest X-ray ResNet, EfficientNet 213 images 83.61

(multi-class)
Luz et al. [31] Chest X-ray EfficientNet 13, 800

images
99
(binary)

Brunese et al.
[10]

Chest X-ray VGG-16 and transfer learning 6523 images 99
(binary)

Silva et al. [45] CT Scans A slice voting-based approach extend-
ing the Efficient Net Family of deep
artificial neural networks

2482 images 98
(binary)

Haghanifar et al.
[18]

Chest X-ray DenseNet-121 U-Net 7700 images 96.72
(binary)

Rahimzadeh
et al. [41]

Chest X-ray Xception and ResNet50V2 11,302 images 91.42
(multi-class)

Medhi et al.
[32]

Chest X-ray Deep CNN 14,150 images 93
(binary)

Horry et al. [24] Chest X-ray VGG, Inception, Xception, and Resnet 60,798 images 80
(binary)

Ardakani et al.
[6]

CT Scans ResNet-18, GoogleNet, SqueezeNet,
VGG-19, AlexNet

1020images 99.02
(binary)

Sharifrazi et al.
[43]

Chest X-ray CNN-SVM+Sobel 589 images 99.02
(binary)

Alizadehsani
et al. [2]

CT Scans SCLLD 10,000 images 99.06
(binary)

Khozeimeh
et al. [28]

Clinical Data CNN-AE 320 patients 96.05
(binary)

Ghassemi et al.
[16]

CT Scans CycleGAN+ Transfer Learning 3163 images 99.60
(binary)

Ayyar et al. [7] Chest X-ray Multi-Level ClassifierInceptionV3+SE 13,975 images 96.33
(multi-class)
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utilized the Image Generator package defined in the Keras library to augment the image. In our
implementation, we have applied Rotation (30ο), Horizontal-Flip, Vertical-Flip, Shear (40%),
and Zoom (30%) to augment the images. After image augmentation, the dataset DS2 consisted
of a total of 60,000 images (20,000 COVID-19, 20,000 Pneumonia (virus), and 20,000 No-
Findings). Similar data augmentation techniques have been successfully applied in the past to
generate new samples for the training of the model [33].

3.2 Proposed CResNeXt model

Medical image analysis and diagnosis is a challenging task as it requires domain knowledge
and expertise in the field. However, the evolution and advancement of machine learning
technologies have greatly reduced the complexity of analyzing medical images. Various
machine learning techniques such as SVM (Support Vector Machine), Linear Regression,
KNN (K-Nearest Neighbor), Random Forest, Naïve Bayes, etc. have helped in analyzing
medical images. Nevertheless, the major concern while applying such a machine learning
technique is manual feature extraction-based training and classification. On the flip side, there
exist computer vision techniques, which can dramatically reduce the complexity of medical
image analysis and diagnosis as they do not require manual curation of image features.
Particularly, in recent years, deep learning techniques have gained widespread popularity
due to their high performance and ability to extract features automatically from images without
manual intervention. In the recent past, several deep learning models such as InceptionNet,
GoogleNet, MobileNet, VGG16, VGG19, etc. have been used for the diagnosis of human
disease [23, 35].

Highly motivated by the widespread application of deep learning techniques, in this study,
we have proposed a CResNeXt network for the diagnosis of COVID-19 from a radiograph.
The architecture of the proposed model is inspired by the ResNeXt model [56], which was a
runner up of the ImageNet ILSVRC 2016 competition. Our motivation to extend ResNeXt for
COVID-19 diagnosis is based on a fact that ResNeXt requires a relatively small number of free
hyper-parameters compared to other versions of the residual network. A relatively low number
of free hyper-parameters of ResNeXt model makes it a suitable choice for our COVID-19
radiograph prognosis.

The pixels’ information on radiographs is crucial for the diagnosis of diseases, because
pixels loss may affect the diagnosis results. To minimize the pixel’s loss, we changed the filter
size, activation function, and convolution layers’ size of the original ResNeXt model. Further,
the original ResNeXt model consists of a total of 23 × 106 parameters. However, such a large
number of parameters may reduce the efficiency and performance of the COVID-19 classifi-
cation task. Therefore, we modified the topology of the original ResNeXt model that serves
our goal of classifying COVID-19 from images.

The first convolutional layer size is changed from 64 to 32. Likewise, the kernel size is also
reduced from 7 × 7 to 3 × 3. Further, the size of the other convolutional layers is also
changed. However, the last convolutional layer size is retained as in the original ResNeXt
model. In this way number of parameters are reduced from 23 × 106 to 18 × 106. A detailed
comparison of the architecture of the ResNeXt and CResNeXt is shown in Table 2.

The major components of the proposed deep learning architecture, CResNeXt, include
aggregated transformed convolutional layers, residual blocks, activation functions, and
softmax optimizer at the flattened layer. The COVID-19 study model proposed in this work
is shown in Fig. 1.
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In ANN (Artificial Neural Network) the output of the neurons is calculated by the inner dot
product of neurons weight (w) and inputs to the neurons(x) as shown in Eq. (1):

∑N
k¼1wkxk ð1Þ

In Eq. (1), x = (x1, x2, x3……xN) and w = (w1, w2, w3. . ……wN).
Taking into account this elementary transformation we design a network of neurons. In the

network of neurons, the dimension of depth is reduced by a more generic function along a new
dimension. The new dimension of the proposed model is achieved by changing the elementary
transformation (wkxk) of simple neurons to the aggregated transformation, as shown in Eq. (2):

P xð Þ ¼ ∑
C

k¼1
Τ k xð Þ ð2Þ

where, Τk(x) represents an arbitrary function. Equivalent to a simple neuron, Τk should project
N channel input vector xinto an optionally low dimensional feature vector. In a deep learning
model vanishing gradient problem may occur by increasing the depth of the model. This

Table 2 The comparison of the original ResNeXt model and proposed CResNeXt model

Stage ResNeXt (32x4d) CResNeXt (32x4d)

Conv 1 3×3, 64, stride 2 3×3, 32, stride 2
Conv 2 3×3 max pool, stride 2 3×3 max pool, stride 2

1×1, 128 C=32 X3 1×1, 64 C=32 X3
3×3, 128 3×3, 64
1×1, 256 1×1, 128

Conv 3 1×1, 256 C=32 X4 1×1, 128 C=32 X3
3×3, 256 3×3, 128
1×1, 512 1×1, 256

Conv 4 1×1, 512 C=32 X6 1×1, 256 C=32 X6
3×3, 512 3×3, 256
1×1, 1024 1×1, 1024

Conv 5 1×1, 1024 C=32 X3 1×1, 1024 C=32 X3
3×3, 128 3×3, 1024
1×1, 256 1×1, 2048

#params. 23.0×106 10.0×106

Fig. 1 The proposed CResNeXt model for the diagnosis of COVID-19
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problem is resolved by shortcut connection or residual block in our model. The shortcut
connection is added after each convolution layer in the CResNeXt model see Fig. 1. The
aggregated transformation in Eq. (2) serves as the residual function and output of the model is
calculated as shown in Eq. (3)

y ¼ xþ ∑C
k¼1Τ k xð Þ ð3Þ

The training of the data in a deep learning model is a difficult task. The weight of the layers is
updated and parameters of the previous layers also change. This degrades the training
performance of the model [22]. Therefore, batch normalization is used in the model. After
batch normalization, Leaky Relu activation is used. This activation removes the gradient
decent problem and avoids saturation of the model [21, 50]. The Leaky Relu is defined in
Eq. (4):

L xð Þ ¼ x; x > 0
αx; x <¼ 0

� �
ð4Þ

In Eq. (4), x= input to the layers and α= gradient constant.
In a deep learning model, features are extracted by the convolutional layers. The classifi-

cation of the model is predicted by the feature map extracted from the last layer by feeding to
the flatten layer [17, 52, 58]. The flatten layers may get overfitted and the classification
performance of the model can’t be generalized. Hinton et al. [22] suggested the concept of
dropout value that can be assigned to convolution layers. This value improves the performance
of the model by reducing the overfitting risk [17]. The traditional fully connected layer is
replaced by the global average pooling in the ResNeXt model.

The global average pooling is used to map the features of each class with its corresponding
categories. The average features map of each class is feed to the softmax layers to generate
probability occurrences of class value without any optimizing parameters. In this way, the
overfitting of the model is avoided. The probability of occurrences at the softmax layer is
calculated by an input vector α with their feature map set β. The number of classes in the
proposed work is determined by setting δ = 3 for multiclass and δ = 2 for binary class
COVID-19 diagnosis. The label for binary and multiclass is assigned in k. Eq. (5) is used to
define softmax optimizer for the COVID-19 diagnosis:

P x ¼ Kjα ið Þ
� �

¼ eα
ið Þ

∑δ
K¼0e

α ið Þ
K

ð5Þ

The cardinality C = 32 of the original model is retained in the proposed CResNeXt model.
The number of the parameters in the CResNeXt model is 18 × 106 compared to 23 × 106

present in the original ResNeXt model.

4 Results

In this section, we first present the results of the proposed CResNeXt model for binary and
multi-class classification of COVID-19 from radiographs on the original dataset, DS1. Then,
we report the performance of CResNeXt model for binary and multi-class classification of
COVID-19 on the augmented dataset, DS2.
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The classification performance of the model is evaluated by the parameters precision (Pre),
Recall (Re), F1-S core and Accuracy (Acc) from the confusion matrix. The indictors TP (True
Positive), FP (False Positive), FN (False Negative) and TN (True Negative), calculate these
measures as shown in Table 3.

4.1 Performance of CResNeXt on the original dataset, DS1

In this section, we have presented the results of the experiments we performed to identify
COVID-19 from the original radiograph dataset, DS1.

4.1.1 Binary class classification

First, the proposed CResNeXt deep learning model is trained to classify radiographs into
two categories: COVID-19 and No-Findings. Then, the performance of the CResNeXt
binary class classifier is estimated using 5-fold cross-validation (CV), an evaluation
method that is simple to use and helpful to construct a bias-free model [9, 14, 20, 38]. In
the 5-fold cross-validation approach, cross-validation is performed in 5 folds, where the
data is segmented into 5 parts, which are each of about the same size. During each fold, an
individual part is set aside for validation and the rest of the parts are used to train the
classifier. This process is repeated 5 times so that each part is set aside once for validation.
Consequently, the 5 estimates of accuracies obtained from 5 folds of validation are
combined to find the average [20].

To perform 5-fold cross-validation of binary classification model, we have used a
dataset consisting of 182 COVID-19 and 1575 No-Finding radiographs from dataset
DS1, where 80% of the radiographs are used for training and 20% for validation. The
images are resized to 256 × 256 pixels before feeding to the deep learning model. We
trained CResNeXt for 100 epochs with a batch size of 15 and an initial learning rate of 3e−3.
The confusion matrix (CM) obtained for each fold of the 5-fold cross-validation, performed
on the CResNeXt binary class classifier, is shown in Fig. 2. It can be noted from the
confusion matrix that the CResNeXt is able to classify COVID-19 vs. No-Finding with an
accuracy of more than 98% for 4 out of 5 folds (see Fig. 2 (a), (c), (d), and (e)) and more
than 95% for the remaining fold (see Fig. 2 (b)). Further, Table 4 presents individual folds
and average sensitivity, specificity, precision, recall, F1-score, and accuracy of the binary
classification model. From Table 2, we observe that the CResNeXt model achieves an
average binary classification sensitivity, specificity, precision, recall, F1-score, and accu-
racy of 99.24%, 99.73%, 99.24%, 99.23%, 99.23%, and 98.63%, respectively. These

Table 3 Performance evaluation indictors and mathematical formula

Measures Formula Interpretation

Precision Pre ¼ TP
TPþFP

TP= It is an actual positive value and the model also classify positive
FN=It is an actual positive value and model classify negative
TN=It is an actual negative value and model also classify negative
FP= It is an actual negative value and model classify positive

Recall Re ¼ TP
TPþFN

F1-Score F1−Score ¼ 2* Pre*Re
PreþRe

Accuracy Acc ¼ TPþTN
TPþTNþFPþFN
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results show that the proposed CResNeXt binary classifier can classify COVID-19 and No-
Finding with a significantly high accuracy of 98.63%.

Moreover, Fig. 3 illustrates the training and validation loss as well as accuracy graphs of the
binary class classification model. It is evident from Fig. 3 (a) that the training and validation
loss of the model gets close to zero and saturates after 70 epochs. Likewise, from Fig. 3 (b), we
can note that the training and validation accuracy of the model gets close to 1 and saturates
after 70 epochs.

Fig. 2 The confusion matrix for each fold of the binary class classification task: (a) CM for Fold1, (b) CM for
Fold2, (c) CM for Fold3, (d) CM for Fold4, and (e) CM for Fold5
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4.1.2 Multi-class classification

In addition to binary classification, the CResNeXt deep learning model is trained to classify
radiographs into three categories: COVID-19, No-Findings, and Pneumonia. We used 5-fold
cross-validation (CV) approach to evaluate the performance of the CResNeXt multi-class
classifier. To perform 5-fold CV, we used a dataset consisting of 182 COVID-19, 1575 No-
Finding, and 1460 Pneumonia radiographs in dataset DS1, where 80% of the radiographs are
used for training and 20% for validation. The images in all three classes are resized to 256 ×
256 pixels before feeding to the deep learning model. The proposed CResNeXt model is
trained for 100 epochs with a batch size of 15 and an initial learning rate of 3e−3.

Figure 4 shows the CM obtained for each fold of the 5-fold CV, performed on the
CResNeXt multi-class classifier. It is evident from the CM that the CResNeXt is able to
classify COVID-19, No-Finding, and Pneumonia with an accuracy of more than 97% for 4 out
of 5 folds (see Fig. 4 (b), (c), (d), and (e)) and more than 89% for the remaining fold (see Fig. 4
(a)). Additionally, Table 5 highlights that the CResNeXt model achieves an average multi-
class classification sensitivity, specificity, precision, recall, F1-score, and accuracy of 98.45%,
96.50%, 97.63%, 97.57%, 97.6%, and 97.42%, respectively. These results highlight that the
proposed CResNeXt multi-class classifier can classify COVID-19, No-Finding, and Pneumo-
nia with significantly high accuracy of 97.42%.

Table 4 The binary class classification performance metrics of CResNeXt model

Folds Performance Metrics (%)

Sensitivity Specificity Precision Recall F1-Score Accuracy

Fold1 99.37 93.94 99.37 99.37 99.37 98.86
Fold2 97.44 82.05 97.44 97.75 97.59 95.73
Fold3 99.69 100 99.69 100 99.84 99.72
Fold4 99.68 92.68 99.68 99.04 99.36 98.86
Fold5 100 100 100 100 100 100
Average 99.24 93.73 99.24 99.23 99.23 98.63

Fig. 3 Illustration of the training and validation losses well as accuracy of the proposed binary class classification
model
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Furthermore, Fig. 5 presents the training and validation loss as well as accuracy graphs of
the multi-class classification model. It can be noted from Fig. 5 (a) that the training loss of the
model is significantly low since the beginning of the training process and the validation loss
remains less than 0.0002 throughout the validation process. Likewise, it is evident from Fig. 5
(b) that the training and validation accuracy of the model gets close to 100% and saturates after
35 epochs.

Fig. 4 The confusion matrix for each fold of the multi-class classification task: (a) CM for Fold1, (b) CM for
Fold2, (c) CM for Fold3, (d) CM for Fold4, and (e) CM for Fold5
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4.2 Performance of CResNeXt on augmented dataset, DS2

Deep learning algorithms often leverage the image augmentation technique for improved
performance. Motivated by the success of image augmentation techniques in deep learning
applications, we adopted different image augmentation techniques to increase the size of our
dataset and consequently, trained and validated the proposed approach. Here, we present the
results of the experiments we performed to identify COVID-19 from the augmented radio-
graph dataset, DS2.

4.2.1 Binary class classification

To assess the binary class classification performance of CResNeXt model on augmented DS2,
we adopted a simple model training and independent testing approach. The dataset consisting
of 20,000 COVID-19 and an equal amount of No-Finding images on dataset DS2 is randomly
divided into 80% training and 20% testing. After training the model with 80% of images from
both the classes (COVID-19 and No-Finding) for 100 epochs with a batch size of 15, the
model is tested with the remaining 20% of the independent test dataset. None of the images in
the independent test set was used during the training of the model. The CM of the binary class
classification model on the augmented independent test dataset is shown in Fig. 6. The model
is tested on the independent testing image of 4000 for each class. The CM shows that the
proposed model is highly sensitive towards accurately detecting COVID-19. Specifically, the

Table 5 The multi-class classification performance metrics of CResNeXt model

Folds Performance Metrics (%)

Sensitivity Specificity Precision Recall F1-Score Accuracy

Fold1 96.86 83.62 90.06 89.78 89.92 89.91
Fold2 95.74 98.92 98.22 98.08 98.15 97.36
Fold3 99.66 100 99.87 100 99.93 99.84
Fold4 100 100 100 100 100 100
Fold5 100 100 100 100 100 100
Average 98.45 96.50 97.63 97.57 97.6 97.42

Fig. 5 Illustration of the training and validation loss as well as accuracy of the proposed multi-class classification
model
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model is able to accurately predict 3999 out of 4000 total COVID-19 radiographs present in
the augmented independent test dataset.

Additionally, Table 6 illustrates the details of different performance metrics obtained while
independently testing the model trained on the augmented dataset. In Table 6, we observe that
the CResNeXt model achieves a binary classification sensitivity, specificity, precision, recall,
F1-score, and accuracy of 100%, 99.98%, 100%, 99.98%, 99.99%, and 99.98%, respectively
for COVID-19. These results show that the proposed CResNeXt binary classifier can classify
COVID-19 and No-Finding with significantly high accuracy of 99.99%. These results indicate
that the proposed CResNeXt binary classifier is highly accurate and can be utilized by health
experts to assist them in their day to day work.

Furthermore, we present the training and validation loss, as well as accuracy graphs of the
binary class classification model on dataset DS2 in Fig. 7. From Fig. 7 (a), we see that the
training loss starts with a value of 0.04 and validation loss starts with a value of 0.09. Initially,
validation loss fluctuates for some epochs and starts showing no major change in the loss value
after 60 epochs as well as the loss reduced to a value close to 0. A similar trend can be seen in
the training and validation accuracy shown in Fig. 7 (b). The training accuracy starts with a
value of 98% and a validation accuracy state with a value of 97%. The classification accuracy
fluctuates for some epochs. After 60 epochs, model classification accuracy reaches close to
100 for both training and validation.

Fig. 6 The confusion matrix obtained through independent testing of the binary-class classification model on
augmented dataset

Table 6 The binary-class classification performance metrics of the CResNeXt model on the augmented
independent test dataset

Classes Performance Metrics (%)

Sensitivity Specificity Precision Recall F1-Score Accuracy

COVID-19 100 99.98 100 99.98 99.99 99.98
No-Finding 99.98 100 99.98 100 99.98 100
Average 99.99 99.99 99.99 99.99 99.98 99.99
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4.2.2 Multi-class classification

Here, we assess the multi-class classification performance of the CResNeXt model on
augmented dataset DS2 through model training followed by independent testing. Our aug-
mented dataset consists of 20,000 COVID-19 and an equal number of No-Finding and
Pneumonia images. In our implementation, we used 80% of the images for training and the
remaining 20% images for testing our multi-class classification model. The training of the
model is performed for 100 epochs with a batch size of 15. None of the images used for the
independent testing was utilized for the training of the model. The CM of our multi-class
classification model on the augmented independent test dataset is shown in Fig. 8. The CM
shows that the proposed multi-class model is highly sensitive towards accurately detecting
COVID-19. Specifically, the model is able to accurately predict 3999 out of 4000 total
COVID-19 radiographs present in the augmented independent test dataset.

Fig. 7 Illustration of the training and validation loss as well as accuracy of the proposed binary class
classification model on augment independent test dataset

Fig. 8 The confusion matrix obtained through independent testing of the multi-class classification model on
augmented dataset
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Furthermore, in Table 7 we present the details of different performance metrics obtained
while independently testing the model trained on the dataset DS2. From Table 5, it is evident
that the proposed model attains an average sensitivity, specificity, precision, recall, F1-score,
and accuracy of 98.33%, 98%, 99.33%, 99.33%, 99.33%, and 99.27%, respectively for
classifying COVID-19 from No-Finding, and Pneumonia. Additionally, the individual class
accuracy of the model for detecting COVID-19, No-Finding, and Pneumonia are 99.98%,
99.78%, and 98.07%, respectively. These results indicate that the proposed model is able to
classify COVID-19, No-Finding, and Pneumonia with higher accuracy and therefore, can
assist health care experts in detecting COVID-19 from chest radiographs.

Moreover, in Fig. 9, we present the training and validation loss as well as accuracy graphs
of the multi-class classification model on the augmented dataset DS2. The loss graphs in Fig. 9
(a) shows that the training loss remains lower than 0.5 throughout the training process and
settles at close to zero towards the end of the training of the model whereas, the validation loss
fluctuates heavily at the beginning and settles at close to zero towards the end of the training of
the model. A similar trend is seen in Fig. 9 (b), which shows that the training accuracy remains
above 0.9 and gets closer to 1 towards the end of the training of the model whereas, the
validation accuracy fluctuates significantly initially and gets closer to 1 towards the end of the
training and validation of the multi-class model on DS2. These results indicate that the
proposed model yields consistently better performance for both binary and multi-class classi-
fication of chest radiographs for both original and augmented datasets. Thus, the proposed
model can be trusted by the health experts and can be utilized to assist them in diagnosing
COVID-19 from chest radiographs. The summary of performance measures for DS1 and DS2
is shown in Table 8.

Table 7 The multi-class classification performance metrics of CResNeXt model on the augmented independent
test dataset

Classes Performance Metrics (%)

Sensitivity Specificity Precision Recall F1-Score Accuracy

COVID-19 99 99 100 100 100 99.98
No-Finding 98 99 98 100 99 99.78
Pneumonia 98 96 100 98 99 98.07
Average 98.33 98 99.33 99.33 99.33 99.27

Fig. 9 Illustration of the training and validation loss as well as accuracy of the proposed multi-class classification
model on augment dataset, DS2
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4.3 Proposed 2Scale deep CNN model

In the present study, we have applied texture feature and deep feature fusion for the diagnosis
of COVID-19. In this approach, two-scale deep CNN architecture has been developed, for
both the scale, AlexNet has been used. The detail architecture of the method is shown in
Fig. 10.

AlexNet is a sequential model having 8 layers. In which 5 are convolution layer and with a
combination of max-pooling layers. After that, it has 3 fully connected layers. In all the layers
Relu activation function has been used. The input to the model is original image and their
corresponding LBP (Local Binary pattern) images. The LBP feature find texture pattern in an
image that can be used for the classification of an image.

The input to the model is original image and their corresponding LBP image of size
224x224x3 pixel and training and validation is performed on the DS1 and DS2 Under same
condition as discussed in section 3. The training and validation loss and accuracy is shown in
Fig. 11(a) and (b) respective. We can observe from 11(a) training and validation loss reaches
close to zero after 80 epochs. Similarly, in Fig. 11(b) training accuracy reaches 100% after 80
epochs.

4.4 Evaluation of model outcomes by the healthcare experts

Here, we present the interpretation of the results of the CResNeXt model by an expert
radiologist and a physician. The proposed CResNeXt model automatically detects COVID-

Table 8 Summary of performance by CResNeXt model on DS1 and DS2

Table Precision (%) Recall (%) F1-score (%) Accuracy (%) Dataset Class

Table 2 99.24 99.23 99.23 98.63 DS1 Binary
Table 3 97.63 97.57 97.6 97.42 DS1 Multi-Class
Table 4 99.99 99.99 99.98 99.99 DS2 Binary
Table 5 99.33 99.33 99.33 99.27 DS2 Multi-Class

Fig. 10 The two-scale feature fusion deep CNN model
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19 from chest radiographs, without the need for manual curation of the features. This model
can be extremely useful as it provides a second opinion to healthcare experts and supports
them in their day-to-day clinical decisions related to COVID-19. This model can support
healthcare experts make a quick (the diagnosis process based on the proposed model is fast)
and accurate diagnosis in their routine work. To assess the robustness of the proposed model,
we have shared the outcomes of the model with expert radiologists and physicians. Specifi-
cally, we provided them with the images that were misclassified by the model and the actual
labels. The radiologist and physician perspectives on the output of CResNeXt model are as
follows:

– The CResNeXt model performed significantly well in detecting COVID-19 cases for the
binary classification task on both original and augmented datasets.

– For the multi-class classification task, where Pneumonia images are also included in
the training and testing, the model diagnosed some of the patients with Pneumonia as
COVID-19 (see Fig. 12 (a)). The hazy opacities in the chest radiograph can be seen
both in pneumonia (bacterial) and in the case of lung involvement from COVID-19,
that is why the patient identified with Pneumonia is diagnosed as COVID-19 by the
model. Particularly, in Fig. 12 (a), patchy opacities seen in medial right upper and
lower lobe and right perihilar region and left upper lobe with air bronchogram at places
favor pneumonia.

– As the model is sensitive towards detecting Pneumonia and COVID-19, it could diagnose
some of the images as Pneumonia (see Fig. 12 (b)) or COVID-19 (see Fig. 12 (c)) even
though they are marked as no-finding in the dataset. The reason model could do so is that
in certain radiographs, the image has poor resolution, has image artifacts, or has some
mass or growth in the lung tissue.

– The model sometimes incorrectly diagnoses the patient as No-Finding, when in fact the
patient is marked as COVID-19 or Pneumonia in the dataset. Figure 12 (d) and (e)
shows an example of the patient diagnosed as No-Finding whereas, they were marked
as COVID-19 and pneumonia in the database, respectively. This is due to the fact that
some pixels in the lung regions in the image have intensities in a similar range as
regions outside of the lung. Particularly, in Fig. 12 (d) multifocal atelectasis is seen in
the lower aspect of bilateral upper lobes, middle lobe and bilateral lower lobes

Fig. 11 Illustration of the training and validation loss as well as accuracy of the proposed 2Scale deep CNN
model
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predominantly in the peripheral region, however, no signs of pleural effusion are
evident. Likewise, Fig. 12 (e) has hazy opacities in the medial aspect of the right
middle lobe with pleural effusion favoring pneumonia.

– None of the images marked as COVID-19 were predicted as Pneumonia by the model

Further, Fig. 13 shows the heatmap of the chest radiographs of COVID-19 patient that are
correctly and misclassified by the CResNeXt model. Moreover, Fig. 14 shows the disparities
seen between a few COVID-19 and Pneumonia case images and the radiologist and physi-
cians’ findings and impression.

Fig. 12 Images evaluated by the radiologist, physician and CResNeXt model. (a) predicted as COVID-19 by
model but actual class is Pneumonia, (b) and (c) predicted as Pneumonia and COVID-19, respectively by model
but actual class is No-Finding, and (d) and (e) predicted as No-Finding by the model but actual class is COVID-
19 and Pneumonia, respectively
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5 Discussion

Most of the studies discussed in this section utilize a computational/automated approach for
the diagnosis of COVID-19 from chest radiographs. These approaches either utilize the
COVID-19 image dataset available from the GitHub repository [13] or [12]. In the recent
past, Wang et al. [50] developed a COVID-NET model to classify chest radiographs into three
classes: Normal, Pneumonia, and COVID-19. To train their model they used a dataset, namely
COVIDx, which is created leveraging data augmentation techniques. In addition to COVID-
NET, they explored some other deep learning techniques such as VGG19 and Resnet-50 for
multi-class classification of radiographs. Through a comprehensive analysis, they concluded
that their COVID-NET model performs better compared to VGG19 and Resnet-50 models. As
reported, their model results in an accuracy of 95% for Normal, 94% for Pneumonia, and 91%
for COVID-19 classes on the augmented dataset.

Alternatively, Apostolopoulos and Mpesiana [5] adopted a transfer learning approach for
the classification of radiographs into two classes: COVID-19 and Normal as well as three
classes: COVID-19, Normal, and Pneumonia. Their method explores deep learning models
including VGG19, Inception, MobileNet v2, Xception, and Inception ResNet v2 along with
transfer learning techniques for automatic detection of COVID-19 from a radiograph. As
reported, among all the models explored in their study, MobileNet v2 attains the highest binary
and multi-class classification accuracy of 96.78% and 94.72%, respectively.

Another approach, proposed by Hemdan et al. [21] utilize a deep learning technique,
namely COVIDX-Net to diagnose COVID-19 in radiographs. They used 50 chest radiographs
with 25 confirmed positive COVID-19 cases and 25 normal images. Their model achieved an
accuracy of 90% for binary class classification with 25 images in each class. Luz et al. [31]
designed EfficientNet B3, a deep learning-based model, for the classification of radiographs
into three categories: COVID-19, Pneumonia, and Healthy. EfficientNet B3 achieved an
overall accuracy of 93.9%.

Ying et al. [46] applied DRE-Net for the diagnosis of COVID-19 and Pneumonia CT
scan images. The DRE-NET model is built on the pre-trained ResNet50 model. Their
model achieved an 86% success rate in discriminating COVID-19 and bacterial Pneumonia
from CT images. Sethy and Behera [42] utilized Support Vector Machine (SVM) and
ResNet50 to detect COVID-19 infected patients using chest radiographs. Particularly,
SVM is used to classify the deep features obtained from images by applying the ResNet50
deep learning model. Their combined Resnet-50 and SVM model achieved an accuracy of
95.38%. Wang et al. [51] designed an inception migration-learning algorithm to diagnose
COVID-19 using CT scan images. As stated, their model achieved an accuracy of 82.9%.
Khan et al. [27] developed CoroNet, a deep learning model to automatically detect COVID-
19 infection from chest radiographs. However, CoroNet was trained and tested on a small
dataset to classify radiographs into binary, 3-class and 4-class individually. Their model
attains a binary, 3-class, and 4-class classification accuracy of 99%, 95%, and 89.6%,
respectively.

Pereira et al. [40] perform a diagnosis of Pneumonia, Healthy, and COVID-19 using
radiographs. Their method uses multi-class classification and a hierarchical classification
approach. For multi-class classification, they explore individual machine learning methods
such as k-Nearest Neighbor (kNN), SVM, Multilayer Perceptrons (MLP), Decision Trees
(DT), and Random Forests (RF). As well, for hierarchical classification, they utilized the Clus-
HMC framework. In addition, the authors balanced the dataset using resembling techniques.
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Finally, their method achieved F1-score of 0.65 for the multi-class approach and a F1-score of
0.89 for COVID-19 identification in a hierarchical scenario.

Oh et al. [37] proposed a patch-based deep learning technique for detecting COVID-19
from radiographs, which involved applying a segmentation network and classification network
in consecutive stages. The segmentation network is used to extract lung areas. These lung areas
are then used for training the individual deep learning models (ResNet-18), after which the
final decision is made based on majority voting. Their patch-based deep learning technique
resulted in COVID-19 detection accuracy of 88.9%. Rahimzadeh and Attar [41] concatenate
two models Xception and ResNet50V2 for the diagnosis of the COVID-19. The authors apply
data augmentation techniques to increase the size as well as construct a balanced dataset. Their
model achieved a classification accuracy of 91.4% for multi-class (Normal, Pneumonia, and
COVID-19) classification. Pathak et al. [39] adopted ResNet-50 along with deep transfer

Fig. 13 Chest radiographs (a and c) and the corresponding heat maps (b and d) of the COVID-19 patients. (b)
heat map of a COVID-19 patient correctly classified as COVID-19 by the model and (b) heat map of a COVID-
19 patient predicted as No-Finding by the model
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learning to classify COVID-19 patients using CT scan images. Their model achieved an
accuracy of 93.02% in detecting COVID-19 from CT scan images.

In summary, the methods discussed above applied various techniques for automated
detection of COVID-19 including, individual machine learning methods, deep learning-
based approaches, transfer learning techniques and a combination of these. Moreover, some
of these methods diagnosed COVID-19 from chest radiographs whereas, others utilized CT
scan images. Overall, these methods have notably advanced the study of COVID-19. How-
ever, the results indicate that the performance of the above-listed methods is limited and

COVID-19

Findings: Lungs are clear and normal in volume. 
There is no pleural effusion or pneumothorax. There 
are possible right apical blebs Cardio mediastinal 
silhouette is normal.  
Impression: Possible right apical blebs. Otherwise 
normal radiograph of chest.

Findings: Lungs are normal in volume. There is increased 
opacification in right lower lobe with crowding of Broncho 
vascular markings There is no pleural effusion or 
pneumothorax. Cardio mediastinal silhouette is normal.  
Impression: Atelectasis or developing pneumonia in right 
lower lobe.

No-Finding

Observation: Poor radiograph quality.  
Findings: Lungs are normal in volume. There is 
increased haziness in medial aspect of middle lobe. 
Left lung is clear.  There is small right pleural 
effusion. There is no pneumothorax. Cardio 
mediastinal silhouette is normal.  
Impression: Haziness in middle lobe with small right 
pleural effusion possibly from developing 
pneumonitis.  

Findings:  Right internal jugular catheter tip in expected 
region of SVC. There is possible dilated right descending 
pulmonary artery. There is bilateral perihilar vascular 
congestion or intertitle edema.   There is patchy 
opacification in lateral aspect of left lower lobe. There is 
trace right pleural effusion. There is no pneumothorax. 
Cardio mediastinal silhouette is normal.  
Impression:   
1. Possible pulmonary hypertension with bilateral 

perihilar vascular congestion or interstitial edema.  
2. Atelectasis vs developing pneumonia in lateral aspect 

left lower lobe.
Pneumonia

Findings: There are patchy opacification in right 
upper lobe, medial aspect of middle lobe, left perihilar 
region, lingula, and left lower lobe. There is no 
pleural effusion or pneumothorax.  Cardio 
mediastinal silhouette is normal.  
Impression: Multifocal atelectasis with no pleural 
effusion can be seen due to viral etiology like COVID.

Findings: There are patchy opacification in bilateral upper 
lobes, lateral aspect of middle lobe, in right costophrenic 
region, and left retrocardiac region.  There is no pleural 
effusion or pneumothorax.  Cardio mediastinal silhouette is 
normal.  
Impression: Multifocal atelectasis with no pleural effusion 
can be seen due to viral etiology like COVID.

Fig. 14 Differences observed by the radiologist between few COVID-19, No-Finding, and Pneumonia cases
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possible avenues to improve the performance of the automated diagnosis of COVID-19 should
be explored. The COVID-19 disease is evolving day by day and as a result, the COVID-19
pandemic is still around the corner. Scientists and health experts deal with new challenges
every day. Therefore, it is now, more than ever, important to advance the study of COVID-19
disease.

In this work, we propose a deep learning-based method, called CResNeXt for automatic
detection of COVID-19 infection from chest radiographs. The proposed model is an extension
of ResNeXt architecture. It is trained with a batch size of 15 for 100 epochs and an initial
learning rate of 3e−3. The model is feed with an input image of size 256x256x3. Further, it is
validated using 5-fold cross-validation on the original dataset, DS1 as well as trained and
independently testing on the augmented dataset, DS2. The DS1 dataset consist 3217 radio-
graphs, where 182 images belong to COVID-19, 1460 images belong to Pneumonia (virus),
and 1575 images belong to the No-Finding categories. On the other hand, the DS2 dataset
consists of a total of 60,000 images, where each category COVID-19, Pneumonia, and No-
Finding contains 20,000 images each. The classification accuracy of the proposed CResNeXt
model on dataset DS1 for binary class (COVID-19 and No-Finding) and multi-class (COVID-
19, Pneumonia, and No-Finding) is 98.63% and 97.42%, respectively. Moreover, the classi-
fication accuracy of CResNeXt on dataset DS2 for the binary class and multi-class is 100%
and 99.27%, respectively.

Tables 9 and 10 illustrates the performance comparison of the proposed model with the
existing state-of-the-art methods on datasets DS1 and DS2, respectively. From Table 9, we can
see that the CoroNet model proposed by Khan et al. results in the highest binary class

Table 9 Comparison of CResNeXt with existing deep learning models on original dataset

Study Type of image Deep
Learning
Model

Accuracy (%) Precision%) Recall
(%)

F1-score
(%)

Apostolopoulos et al.
[5]

Chest X-ray VGG19 93.48
(multi-class)

93.66 93 93.66

Wang and Wong [50] Chest X-ray COVID-Net 92.4
(multi-class)

93.33 93.33 93.66

Sethy and Behra [42] Chest X-ray ResNet50+
SVM

95.38
(multi-class)

97.29 93.47 95.52

Hemdan et al. [21] Chest X-ray COVIDX-Net 90
(binary)

91.5 90 90

Narin et al. [36] Chest X-ray Deep CNN
ResNet-50

98
(binary)

76.5 91.8 83.5

Ozturk et al. [38] Chest X-ray DarkCovidNet 98.08 (binary)
87.02

(multi-class)

95.3
92.18

98.03
89.96

96.51
87.37

Khan et al. [27] Chest X-ray CoroNet 99
(binary)
89.6
(multi-class)

98.3
95

99.3
96.9

98.5
95.6

Wang et al. [50] Chest X-ray Deep CNN 93.33
(multi-class)

93.33 93.33 93.67

Proposed 2Scale Deep
CNN Model

Chest X-ray LBP+AlexNet 98.75 (binary)
98.02 (multi-class

99.42
98.12

99.35
98.75

99.38
98.72

Proposed CResNeXt
Deep CNN Model

Chest X-ray CResNeXt 98.63 (binary)
97.42

(multi-class)

99.24
97.63

99.23
97.57

99.23
97.6
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classification accuracy of 99% on the DS1 dataset. Whereas, the proposed CResNeXt model
attains binary class accuracy of 98.63% on the DS1 dataset, which is very close to the accuracy
of the CoroNet model. On the flip side, the proposed CResNeXt model achieves the highest
multi-class classification accuracy of 97.42% on the original dataset compared to other existing
methods shown in Table 6. The second best method that achieves an accuracy of 93.48% for
multi-class classification on the original dataset is VGG19, which was proposed by
Apostolopoulos et al. [5]. Moreover, from Table 7, we can see that the proposed CResNeXt
model results in the highest binary and multi-class classification accuracy of 99.99% and
99.27% on the augmented dataset, respectively compared to the existing methods trained and
tested on the augmented dataset.

Moreover, we have used the area under the curve (AUC) and receiver operating character-
istic (ROC) curve measures to further evaluate the performance of the proposed model. The
ROC curve gives a trade-off between TPR (True Positive Rate) and FPR (False Positive Rate)
at different classification thresholds [39]. Figure 15 presents the ROC curve generated by
CResNeXt for multi-class and binary class classification while the predictions are evaluated on
DS2. The curve in Fig. 15 highlights the strength of CResNeXt in achieving a high TPR of
close to 100% at a very low FPR of close to 0% for both multi-class and binary class
classification. Moreover, the micro and macro-average AUC score given by CResNeXt for

Table 10 Comparison of CResNeXt with existing deep learning models on augmented dataset

Study Type of
image

Deep Learning
Model

Accuracy (%) Precision
(%)

Recall
(%)

F1-Score
(%)

Ucar and Korkmaz
[48]

Chest X-ray Bayes-SqueezeNet 98.26
(multi-class)

98.33 98 98.33

Chowdhury et al. [11] Chest X-ray DenseNet201 99.24
(binary)
97.94
(multi-class)

99.70
97.94

99.70
97.94

99.55
98.80

Proposed Model Chest X-ray CResNeXt 99.99 (binary)
99.27

(multi-class)

99.99
99.33

99.99
99.33

99.98
99.33

Fig. 15 The ROC curve for the multi-class (a) and binary class (b) COVID-19 diagnosis model on Independent
testing image of DS2
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multi-class classification is 0.99. Likewise, the AUC for binary class classification is 100%.
The value of AUC close to 1 for both multi and binary class models indicates that the model is
highly accurate in detecting COVID-19 from chest radiograph.

These results indicate that the proposed method outperforms the state-of-the-art methods
and can be utilized by health experts to effectively diagnose COVID-19 infection from chest
radiographs. The radiograph diagnosis is fast, reliable, and widely used for the diagnosis of
COVID-19 patients. Specifically, the proposed model can be used for the initial screening of
COVID-19 patients from a radiograph. After the initial screening by the model, if a patient is
diagnosed with COVID-19 then the patient can be sent for the PCR test. Meanwhile, a patient
can be given initial treatment without delay. However, if the patient is tested negative during
initial screening then the patient may not need to go for the PCR test.

6 Conclusion

In this work, we have designed and developed two deep learning-based methods, namely
CResNeX and 2Scale feature fusion model for automatic diagnosis of COVID-19 infection
from chest radiographs. To improve the prediction accuracy of COVID-19 diagnosis in less
training time. The proposed CResNeXt model achieves binary (COVID-19 and No-Finding)
and multi-class (COVID-19, Pneumonia, and No-Finding) classification accuracy of 98.63%
and 97.42% on dataset DS1, respectively. Further, the CResNeXt results in binary and multi-
class classification accuracy of 99.99% and 99.27% on dataset DS2, respectively. The 2Scale
feature fusion model achieved an accuracy of 98.75% and 98.63% for binary and multi-class
classification respectively. We have found that these models, outperforms existing methods
based on both original and augmented datasets. The comparison of proposed method is shown
in Table 11. These promising results indicate that CResNeXt and 2Scale feature fusion models
are very robust and can be effectively used by health experts to diagnose COVID-19 from
chest radiographs.

Limitation and future study In the proposed study, we have kept external validation as our
limitation. In addition, limitation of input data is another weakness. In the future work,
probability value obtained from Softmax optimizer for a class will be map using
temperature-scaling method. So that external validation can be, perform for highly sensitive
model. Texture features like LBP, HOG, GLCM and deep features together can be a new step
towards designing a robust system.

Table 11 Performance comparison of 2scale deep CNN and CResNeXt model

Study Dataset Deep Learning
Model

Accuracy
(%)

Precision
(%)

Recall
(%)

F1-score
(%)

Proposed 2Scale Deep CNN
Model

DS1 LBP+AlexNet 98.75 (binary)
98.02

(multi-class

99.42
98.12

99.35
98.75

99.38
98.72

Proposed CResNeXt
Deep CNN Model

DS1 CResNeXt 98.63 (binary)
97.42

(multi-class)

99.24
97.63

99.23
97.57

99.23
97.6
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