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Abstract
The Coronavirus Disease (Covid-19) was declared as a pandemic by WHO (World
Health Organization) on 11 March 2020, and it is still currently going on, thereby
impacting tremendously the whole world. As of September 2021, more than 220 million
cases and 4.56 million deaths have been confirmed, which is a vast number and a
significant threat to humanity. Although, As of 6 September 2021, a total of
5,352,927,296 vaccine doses have been administered, still many people worldwide are
not fully vaccinated yet. As stated by WHO, “Masks” should be used as one of the
measures to restrain the transmission of this virus. So, to reduce the infection, one has to
cover their face, and to detect whether a person’s face is covered with a mask or not, a
“Face mask detection system” is needed. Face Mask Detection falls under the category of
“Object Detection,” which is one of the sub-domains of Computer Vision and Image
Processing. Object Detection consists of both “Image Classification” and “Image Local-
ization”. Deep learning is a subset of Machine learning which, in turn, is a subset of
Artificial intelligence that is widely being used to detect face masks; even some people
are using hybrid approaches to make the most use of it and to build an efficient “Face
mask detection system”. In this paper, the main aim is to review all the research that has
been done till now on this topic, various datasets and Techniques used, and their
performances followed by limitations and improvements. As a result, the purpose of this
study is to give a broader perspective to a researcher to identify patterns and trends in
Face mask detection (Object Detection) within the framework of covid-19.
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1 Introduction

The severe acute respiratory syndrome Coronavirus - 2 (SARS-CoV-2), currently known as
“COVID-19”, is genetically related to one of the Coronaviruses responsible for the SARS
outbreak of 2003. [92] It is a member of the large coronaviruses (CoVs) family, which consists
of various viruses such as 229E, NL63, OC43, HKU1, MERS-CoV (2012), and the original
SARS-CoV(2003). Covid-19 has enormously impacted human lives, and it was declared a
pandemic by WHO on 11 March 2020. As of 7 September 2021, more than 221 million cases
and 4.57 million deaths have been confirmed. Initially, the cases of COVID-19 were identified
in Wuhan City, China, in December 2019 [17, 65]. The virus is transmitted from one person to
another when an infected person coughs, sneezes, speaks, or breathes. Humans are also infected
by touching surfaces contaminated by the virus when they touch their eyes, nose, or mouth
without first washing their hands [93]. Covid-19 is a novel virus with which we are not familiar
in the past. Even though vaccines are now invented, and as of 6 September 2021, a total of
5,352,927,296 vaccine doses have been administered, still “Breakthrough infections” (An
infection of a fully vaccinated person) are expected. Therefore, vaccines are not 100% effective
at preventing infection; some people who are fully vaccinated will still get COVID-19, So one
must continue wearing a face mask and taking all the necessary precautions [84].

Due to this Pandemic, People are undoubtedly facing lots of problems, mainly from
Physical health to mental health issues, Food hardships, Education, people losing their jobs,
and impact on the global economy. Maybe the Pandemic will end soon, but the impact will
surely last. As of 8 September 2021, more than 222 million cases and 4.59 million deaths have
been confirmed, and this shows how Covid-19 negatively affected the whole world to a very
great extent.

Figure 1 precisely shows how Coronavirus infected people all over the world. The blue line
represents the cumulative total deaths, whereas the red line shows cumulative total corona
cases. Different countries in the world are suffering from this infectious virus whereas the
United States of America solely reported 45,635,708 cases (Nov 1, 2021) which is the highest
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Fig. 1 Total Corona Cases and Total Deaths were confirmed from different countries in the world in the time
period of Jan 3, 2020, to Nov 1, 2021
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among all the other countries as well death cases cover 47% of the total portion. Other
countries such as India, Brazil, and The United Kingdom are some of the top infected countries
facing difficulties due to Coronavirus.

In Fig. 2, total death Cases from the different regions across the world are represented in the
form of the Doughnut Chart, in which America and Europe suffered more losses of lives,
covering 47% and 28% of the total portion, respectively.

Day by day, COVID-19 cases are accelerating tremendously because people are not seen to
follow the mandatory Covid norms such as physical distancing, wearing a mask, keeping
rooms well ventilated, avoiding crowds, Sanitizing their hands, and coughing into a bent
elbow or tissue [4]. Even though vaccines have now been developed but no vaccine is 100%
effective, it just helps to boost the immunity. However, there is still a possibility of break-
through infections, so according to WHO, even after being vaccinated, wearing a mask is
necessary along with all other mandatory precautions to keep you as well as others safe—the
WHO advises wearing a mask to reduce the spread of respiratory droplets containing infec-
tious viral particles. N95 respirators, Surgical Masks, or Procedural Face Masks are some types
of masks that help to prevent an infected person from transmitting the virus to others or prevent
a healthy wearer from the infection [57]. Also, mask-wearing reduces the likelihood of other
respiratory diseases, such as tuberculosis and influenza, occurring during the pandemic, which
would then complicate or worsen the situation [45]. Various Awareness campaigns on
facemasks are being held, and public places such as shopping malls, cinema halls, etc., are
encouraging “NO MASK, NO ENTRY”. In this Covid Situation, it is manually not possible
to monitor each and everyone in large organizations and in crowded places to check whether a
person is with or without a mask; here, the “Face Mask Detection System” is a lifesaver for us.
Covid Pandemic is a recent area of interest for all the researchers, and various researches are
being carried out for the same to keep the world safe.

Today, the field of Computer Vision is developing at a rapid pace. Computer vision is a
branch of AI that allows computers to extract useful information from digital images and
videos [16]. Computer vision consists of various sub domains such as Object Recognition,
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Fig. 2 Doughnut chart depicts the total number of deaths reported by the World Health Organization from
various regions worldwide. The reported number of deaths spans from January 27, 2020, to September 6, 2021
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Object Segmentation, and Object Detection [28], the “Face Mask Detection Techniques” fall
under the domain called “Object Detection”. The ability of a computer to locate and identify
objects in an image is referred to as object detection. Object Detection consists of two steps:
Object Localization and Image Classification. In the Face mask detection Algorithm, the
Object Localization task tries to identify the location of the face mask with the help of
bounding boxes and then performs the image Classification task by classifying it into one of
the categories say, “With-Mask” or “Without-Mask”.

Earlier Object detection has been done using traditional Non- neural approaches which has
certain shortcomings such as: In traditional ML detectors, Feature extractors were mainly
hand-crafted which implies that Feature extraction has been done by a domain expertise that
results in Low level feature extraction with Increase in time consumption, In these traditional
algorithms, multi- sliding window is used which slides over the whole image that may results
in redundant region proposals generation hence, it makes the process very complex and also
these windows were designed manually and fixed in nature, but after the development of
DCNN (deep convolutional neural networks) which has a deep structure with different layers
(convolutional layers, pooling layers), Object detection with deep learning-based algorithms
outperformed traditional algorithms due to its: Automatic low to highly complex feature
extraction capability, Improved Accuracy, Increase in speed and DL-based algorithms can
perform very well on large training dataset, Data augmentation technique is generally used to
artificially increase the small dataset to achieve the better accuracy.

A typical Convolutional Neural Network (briefly discussed in Section 2) serves as the
foundation for deep learning algorithms, and due to this, there are great improvements in
performance. And nowadays, for face mask detection algorithms, there are some CNN
architectures that are popularly used as network backbone such as AlexNet [44], VGGNet
[78], GoogLeNet [81], Inception series [41, 82, 83], ResNet [35], DenseNet [40] and
MobileNet [37]etc.

1.1 Contributions

As detection of masks came across into researcher’s attention recently due to Covid-19, so
there are very few surveys that have been published on face mask detection. Each of these
surveys has its limitations, such as the lack of detailed information about face mask detection
algorithms and information presented in these review papers are also not organized well. Most
of the review papers are focused explicitly on recent deep learning-based algorithms, and they
are not concentrated on the evolution of these algorithms from the traditional algorithms.

Even though extensive research work has been published on facemask detection ap-
proaches, there exists only a few review articles on face mask detection, such as “A Review
on Face Mask Detection using Convolutional Neural Network” [3] and “Face mask
detection in COVID-19: a strategic review” [87] but these contains a significant amount
of shortcomings and an efficient and thorough review is still missing.

As in [3], firstly, they only reviewed a few literature studies that are primarily based on
CNN-based algorithms. Secondly, the authors have entirely ignored the importance of the
datasets USED in the research works and have not discussed them in the review paper. Apart
from this, the review focuses on the discussion solely based on algorithms used for face mask
detection and does not provide performance metric-based analysis for the considered studies.
In another review [87], first, they have mainly discussed only about deep learning techniques.
The authors did not provide the necessary background for traditional object detection
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algorithms and their working were not discussed. In contrast, we present the fundamental
framework for Non-Neural object detection algorithms with a step-by-step explanation,
including deep learning techniques (neural network object detection algorithms) in a chrono-
logical order starting from 1999 to 2020. Second, only few models such as Faster RCNN, R-
FCN, YOLO are discussed. Third, they focused only on how a dataset can be accessed and
they have mentioned only four datasets, whereas, in our survey, we have provided 15 publicly
available benchmark face mask detection datasets with a detailed description (Tables 1 and 2).

In comparison to these previously published review articles, the organization of this review
is more apparent, and the material of each section is more clearly elaborated.

Given the recent development and research trends, a comprehensive and detailed analysis
of existing face mask detection approaches to contribute more progress in the face mask
detection techniques is the focus of this study. Our goal is to provide well organized and
essential conceptual knowledge of core traditional object detection techniques as a basis for
face mask detection and to define taxonomies of object detection approaches. Apart from this,
a review of publicly available face mask detection datasets and suitable performance evalua-
tion measures are also provided (Fig. 3).

Initially, to identify different papers, we used Google Scholar, Web of Science, Semantic
Scholar, and CiteSeer to search for the term “face mask detection” and “Object detection” and
“Deep learning for face mask detection”. Although there are different review articles and
research papers that have been available related to object detection which solely review about
object detection systems that have been used for decades, there are limited review articles
available on the face mask detection.

The main contributions of this paper are mentioned below:

& To present the essential background for face mask detection approaches using traditional
non-neural and deep learning-based object detection methods.

& The survey presented state of the art face mask detection literature in chronological order
where deep learning-based algorithms are categorized into two groups namely regional
proposal based (two-stage) object detector and classification/regression based (one-stage)
object detectors.

& The survey discusses mostly cited publicly available benchmark face mask detection
datasets; researchers can easily choose suitable dataset from these datasets mentioned in
this survey.

& All the existing work’s results by using different evaluation criteria are presented syste-
matically in this paper so that it provides an insight to a researcher to understand it better
and make improvements in those results.

Table 1 Comparative Analysis with existing Review papers on Face Mask Detection

Review articles Traditional
background

Deep Learning-
based Techniques

# Datasets
reviewed

Experimental
analysis for face
mask detection

Representation
of object detection
algorithms

K. Adithya et al. [3] No Yes – No –
Vibhuti et al. [87] No Yes 4 Yes Hierarchical
Proposed Review Yes Yes 15 Yes Chronological and

Hierarchical
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& In the end, the various application areas where the face mask detection system can be used
are summarized, followed by various challenges faced in this area that need to be
highlighted for future developments.

The rest of the review paper is systematically organized in the following sections. Section 2
provides a brief introduction to Object detection followed by different Object detection
Methods, which include all the Non-Neural and Neural network approaches. Section 3
presents the existing methods adopted by the different authors for face mask detection before
and after Covid-19. Section 4 outlines the popular datasets USED in the existing literature
mentioned in Section 3. Section 5 reports the results obtained during the experimental
evaluation of different face mask detection algorithms used in the previous Section 3.
Section 6 highlights the various application areas of face mask detection systems, followed

Fig. 3 Flowchart of used review methodology
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by challenges faced and future scope in Section 7. The last Section 8 concludes this review
paper.

2 Introduction to object detection

Different types of Object Detection Techniques, Datasets USED so far, and Performance
Analysis are explained briefly in this section. Then in the following Section, various Face
mask detection algorithms are thoroughly discussed.

Object detection is a branch of computer science related to computer vision and image
processing [63]. Image Processing is one of the fastest-growing technologies today. In image
processing, we can do Image Classification, where we can simply give output by assigning
labels to an image. In contrast, in Image Localization, we are finding where a (single) object
exists in an image with the help of bounding boxes. Object Detection is a combination of both
Image Classification and Image Localization in which the goal is to find objects of specific
target classes with their localization in a given image and assign a class label to the detected
object or Object Detection is concerned with what is in the image and where it is in the image.
From the 1990s to now, Object Detection has been actively studied due to its tremendous
applications such as Pedestrian Detection, Face Detection, Text Detection, Traffic Sign and
Traffic Light Detection, and Remote Sensing Target Detection [101]. Different Object Detec-
tion Techniques have been invented so far, each with its uses and limitations. Object detection
algorithms are used not only to detect objects in images but in videos too. Nowadays, these
algorithms are widely used in real-world applications such as in surveillance Cameras,
autonomous driving, etc.

At first, we have Traditional Object detection Algorithms with built-in shortcomings:-“Sliding
window Problems,” which is an exhaustive approach to find out all the possible positions of an
object in an image, Manual Feature Extraction, and due to occlusions, localization becomes a
challenging task. So, to address these problems, Deep Learning Algorithms have been developed
that outperform the Traditional Algorithms. Deep convolutional neural networks (DCNN) are
being widely used for better image classification having high computational power, and Detection
speed has been increased to meet the needs of real-time system applications while maintaining
accuracy. Due to Covid-19 Pandemic, Face Mask Detection is a recent area of interest for
Researchers. Face Mask detection falls under “Object Detection,” where Mask is treated as an
object, and the main task is to detect the mask in an image

2.1 Object detection methods

Object Detection methods have been classified into two categories that follow Non-Neural
approaches (Traditional Object Detection Algorithms) and Neural Network Approaches
(Deep Learning-Based) (Fig. 4).

2.2 Non-neural object detection

The Problem Statement of any Object Detection Algorithm is to find the location of an object
in an image (Object Localization), and then we have to classify that particular object into
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different categories (Classification) so to solve this Problem earlier, the pipeline of Non-
Neural object detection methods primarily consisted of four stages as shown in Fig. 5.

1) Informative Region Selection: In this stage, the main aim is to find the Regions of
Interest (ROI) that are the locations in an image that contains Objects. An image may
consist of multiple objects at different locations that may vary in size or aspect ratios. The
idea is to scan the whole Input Image with the help of the “Multi-Scale Sliding
Window” to find out the respective Locations. However, the Sliding Window approach
has its limitations; it may be difficult to capture every part of an image and find out all the
positions of an object; due to this, it is a computationally expensive process and may
produce redundant windows. To overcome this, we can fix the number of windows, but
we may miss some critical regions and end with Inappropriate Results with unsatisfactory
proposal generation.

Fig. 4 Chronological Diagram of Object Detection Methods.

Input Image

Informative Region Selection

Feature Extraction

Classification

Fig. 5 The fundamental
framework for Non-Neural object
detection algorithms
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2) Feature Extraction: Initially, Feature Extraction Process was done manually. For Object
Recognition, Visual Feature Extraction can be done to provide a semantic and Robust
Representation of an object. In the previous step, the Sliding window gives a fixed-length
feature vector for each location of an image and to encode that the feature extractor uses
various visual descriptors such as Scale-invariant feature transform(SIFT) [55], Haar-like
features [48], histograms of oriented gradients (HOG) [19], and SURF (Speeded Up
Robust Features) [6]. Nevertheless, it is still challenging to design a robust model that can
adequately recognize different objects because of its variability in the appearance of an
object due to illumination, lighting conditions, noise, scale, occlusion, and background.

3) Classification: In this stage, we try to categorize the target object from all the other
classes and assign labels to it. Different classification techniques were used, such as
support vector machine (SVM) [15], AdaBoost [30], and deformable part-based model
(DPM) [29], bagging [64], cascade learning [89], to make the representation more
semantic, informative and hierarchical for visual recognition.

A. NON-NEURAL APPROACHES (TRADITIONAL OBJECT DETECTION): There are
different Non-Neural approaches that are explained as below:-

1) Voila-Jones Object Detection (VJ Detector): P. Viola and M. Jones introduced one of
the popular real-time Object Detection Framework in 2001 [88], which was later referred
to as “Voila-Jones Object Detector”(VJ Detector). The Viola-Jones Object Detection
Framework can detect objects in images rapidly and accurately, but it was mainly
designed for “Human Face Detection”. VJ Detector can process a 384 × 288pixel image
in just .067 seconds approximately on a 700 MHz Pentium 3 Processor [88], which
implies that the detection is high-speed, but on the other hand, Training time is very slow.
It is very Robust in nature, having a high detection rate (true-positive rate) &a very low
false-positive rate [90]. The Voila-Jones Algorithm is divided into Four significant Steps:

i. Haar Feature Selection: Alfred Haar, a mathematician, proposed Haar wavelets in
1909 [1]. The Haar-like Features were developed by Paul Viola and Michael Jones by
adapting the idea of Haar wavelets. These are the rectangular regions consisting of
pixels masked over an image. Within each Rectangle, the summation of pixels is
calculated, and then the difference between the Shaded and unshaded regions is
calculated, resulting in a single value, say delta!. The most common types of Haar
features are Edge Features and Line Features. While detecting a part of the Human
Face, Edge Features are more suitable for the Eyebrow region (Shaded Region) as it
will be darker and the skin (unshaded Region) is on the lighter side [90], whereas Line
Features are used for shapes of lips region going from dark-light-dark regions or for a
nose as middle part is lighter surrounded by two darker regions. Similarly, scan the
whole image for each feature type and then calculate the delta values that will be used
further in AdaBoost Training.

ii. Creating an Integral Image: The main goal is to reduce the processing time. In a 24
× 24 pixel image, there are about 160,000 potential feature combinations, so addition
and subtraction for all the features are computationally heavy. To get rid of this
problem “Integral Image Representation” Concept takes place in which the pixels
above and left of the corresponding pixel in the source image are added to each point
in the integral image. So, Instead of making additions for all pixel values for all
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features, we utilize an integral image to achieve the same result with a few subtrac-
tions. The speed is automatically increased hence reducing the calculations of all the
pixels as now only four corner values are considered of the Rectangle in an integral
image.

iii. AdaBoost (Adaptive boosting) Training/Learning: As we know, for a 24 × 24
pixel image, there are about 160,000 potential feature combinations that may or may
not be useful, and the main aim is to get only the useful features by eliminating the
useless ones to get more accurate results, and for that, we have AdaBoost (Adaptive
Boosting) Algorithm which is a machine learning algorithm that selects the valuable
subset of features from a large number of features. In this algorithm, for each feature,
one classifier is created, and each one of these classifiers is known as Weak
Classifiers, which is then combined with their respective weights to form a Strong
Classifier which is the output of the AdaBoost Algorithm. After the completion of
training, the error rate is calculated, and with the help of this, we can find the best
weak classifiers based on some threshold value, and accordingly, valuable features
are kept, and useless classifiers are dropped.

F xð Þ ¼ w1 f1 xð Þ þ w2 f2 xð Þ þ ::…
w1;w2 : weights
f xð Þ : weak classifiers
F xð Þ : Strong Classifier

iv. Cascading Classifiers: After Performing AdaBoost Training, we get almost 25,000
features, and it still requires extensive computation, So to increase the speed and
accuracy of our model, a set of classifiers (F1, F2...) are applied to each sub-window.
In this, the first classifier (F1) will discard the negative sub-windows whereby
accepting only positive results; similarly, subsequent layers perform computations
and accept and reject the sub-windows according to their outcome. A negative
outcome at any stage rejects the sub-window immediately, which will result in the
reduction of negative sub-windows radically that, in turn, boosts the model’s speed
and helps in real-time face detection [88] (Figs. 6 and 7).

2) Histograms of Oriented Gradients(HOG): Histogram of Oriented Gradients is one of the
feature extraction techniques in computer vision and image processing to detect objects. It
was proposed by N. Dalal and B.Triggs in 2005 [19]. This descriptor is designed to be
computed on a dense grid of uniformly spaced cells, and for better performance, it uses
overlapping local contrast normalization [101]. HOG descriptor can be used for different
object class detection, but it was mainly designed for “pedestrian detection” [79, 101].
The HOG descriptor focuses on the shape or the structure of an object [62, 76]. For HOG
Feature Vector (O/P), the image is broken down into cells, and for each cell, we calculate

Fig. 6 Cascading Process
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the gradient (change in X and Y direction), then we determine the Gradient Magnitude
and Orientation (Direction/Angle) using mathematical Calculations, after that, we Create
Histograms using Gradients and Orientation. In the end, local normalization of cell
histograms is performed due to the variability in the images, which in turn helps to
enhance the accuracy [25, 79].

3) Scale-invariant feature transform (SIFT): SIFT is a low-level visual descriptor that is used
to encode the fixed-length feature vector obtained from the sliding window at each
position of the image. It was proposed by David Lowe in 1999 [55]. The SIFT descriptor
is particularly beneficial for image matching and object detection. This technique is used
to extract features that are invariant to several transformations such as Translation,
Scaling, Rotation, and robust to changes in illumination, affine distortion, and noise
addition [56]. This image descriptor has various applications, such as view matching
for 3D reconstruction, Robot localization and mapping, and human action recognition [56,
77].

4) Deformable Part Based Model (DPM): DPM was initially proposed by P.
Felzenszwalbin 2008 [26], and later on, R. Girshick made several enhancements to the
DPM Detector to deal with variations in real-world objects. For this work, they were
awarded the “lifetime achievement” by PASCAL VOC in 2010. DPM detector comprises
a Root filter (equal to HOG detector) and the number of part filters and is considered as
the extension of Dalal and Triggs Detector (HOG Detector). HOG Detector was only
dealing with partial occlusions with fewer variations, and for non-rigid bodies, this was an
essential concern because the human body is deformable in nature; one can move their
arms, and legs independently, unlike rigid bodies (e.g., sofa, car, Bicycle). DPM Detector
follows the “Divide and Conquer” Strategy, where training can simply be thought of as
learning a proper way to decompose an object, and the inference can be considered as a
collection of detections on various parts of objects. For example, the problem of “face
detection” where the root filter only captures the face boundary, but it can be considered
as detection of its parts such as nose, mouth, eyes, etc. using part filters where all
configurations of part filters instead of manually can be learned automatically by using
weakly supervised learning Technique. DPM Detector is also the winner of VOC-07,
−08, and − 09 detection challenges.

There are other non-neural approaches such as SURF (Speeded Up Robust Features)
[6] and Bag of Words.

2.3 Deep learning-based object detection: A brief history

Before moving on to Neural Network based Object Detection Approaches, This section begins
with the brief history of Deep Learning based Object Detection, why deep learning-based
object detection methods over conventional handcrafted feature-based methods (Non-Neural
Approaches)?, and an introduction to the most representative deep learning models that are
Convolutional Neural Networks (CNNs) along with its basic architecture.

Scale-space 
extrema detection

Keypoint 
Localization

Orientation 
assignment

Keypoint 
descriptor

Fig. 7 The algorithm to obtain the set of features from an image consists of four steps [88]
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Deep Learning is a subset of Machine Learning that is based on Artificial neural
networks(ANNs) that were introduced in the 1940s [68] to solve learning problems by
simulating the Human Brain(Biological Neuron). It consists of an Input layer, Hidden layers,
and an output layer. During the processing of the hidden layers, the input features get
multiplied with corresponding random weights along with bias. Then, after that, some non-
linear functions (Activation functions) are applied to get the desired output. Hinton et al. [75]
developed the back-propagation algorithm in the late 1980s and 1990sin which error is
computed, and based on some threshold value, weights are adjusted by back-propagating in
the network to achieve predicted output. With respect to Object Detection, there was less
growth between 2010 and 2012, and only minimal gains were obtained by developing
ensemble systems and using some minor variants of traditional methods, but after the
regeneration of CNN in 2012 [44], due to its low level to high-level feature extraction
capability and robustness, researchers shifted their focus to CNNs and later on from 2014
[34] with the introduction of RCNN, object detection began to evolve.

In Non-neural approaches, features were hand-engineered or weremanually designed, whereas
because of the deep architecture of deep convolutional neural networks in neural approaches, it
can learn more complex features and hence widely used in challenging problems nowadays.

Neural network approaches are commonly based on Convolutional Neural Networks
(CNN or ConvNet).

It is a deep Learning-based Algorithm that has been widely used in Computer Vision
Problems for Feature Extraction and Image Classification. ConvNets are partially connected
multilayer Networks which means each neuron in a layer is connected to some of the neurons in
the next layer; hence it results in Parameter Reduction and boosts up the Training of the model,
and due to this, CNN overpowered Fully connected feedforward neural networks [2]. As shown
in Fig. 8. CNN takes an Image as an Input(Input Layer), then this image is represented in the
form of a 3D matrix of pixel intensities for different color spaces [5]; CNNmay consist of a one
or moreConvolutional Layers in which “Convolution Operation” is performed with the help of
an element known as Filters/Kernel-These Filters shifts according to the value of Stride/
Shift(Hyperparameter) in each iteration until the entire image is being processed, the output of
this layer is the FeatureMapwhich is obtained by calculating the Dot product of the input pixel
matrix and the filter. We can have more than one filter. E.g., In Face Detection, we have
different filters for the nose, eyes, mouth, etc. After applying Convolution Operation, dimen-
sionalities of feature maps may be reduced or increased as compared to an input image, and

Fig. 8 Basic convolutional neural network (CNN) architecture [67]
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Padding is an additional process that can be applied to equalize the dimensions; Convolutional
Layer is followed by the Pooling Layer in which different pooling operations such as
MaxPooling, Average Pooling, L2 pooling, global pooling, etc. are used to reduce the
size/pixel/dimensionalities of feature maps (Upsampling/Downsampling of feature Maps) [5].
With the reduction in dimensionalities, computations become much easier [2], and it will be
useful to pick the maximum intensity value from the feature map with the help of a pooling
operation. Then the high dimensional feature map is flattened into low dimensions and fed into
the Fully connected Layer in which the actual Classification takes place by using activation
functions and probability values(0–1) to obtain anOutput by the assignment of input features in
the valid classes. CNN has many applications in Object Detection, Image Classification, Image
Segmentation, medical image analysis, natural language processing, etc. [14].

B. NEURAL NETWORK APPROACHES (DEEP LEARNING-BASED OBJECT
DETECTION):

Nowadays, deep learning-based object detection frameworks can be categorized into two
groups:

1) Region Proposal Based Object Detection (Two-Stage Detectors): In Region Proposal
based framework, it is a multi-stage process in which, in the Region Proposal Generation
stage, we try to generate region proposals by adopting the “Selective Search” approach in
which, unlike the traditional based approach where the multi-scale sliding window is used
and slide over the entire image including the non-interesting regions, here we find a region
of interest(ROIs) by selecting only that regions which may potentially consist of an object,
in Feature Extraction with CNN stage [44], from the generated regions we extract the
features using CNN and finally in classification and Localization stage we assign the
labels to the proposed region according to their predicted class and localize them by
drawing the bounding boxes around it.

& RCNN: In 2014, R. Girshick et al. [85] introduced an Object Detection Model, i.e.,
RCNN(Regions with CNN features), which was a progressive step as it achieved
more than 30% improvement on PASCAL VOC 2012 over the previous results. As
shown in Fig. 9. RCNN model consists of three modules; first, the Generation of
region proposal where from an Input image by adopting the “Selective Search

Fig. 9 Architecture of RCNN [34]
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Approach [85]” in which based on pixel intensities, regions were grouped, about
2000 category-independent regions/region proposals per image were extracted/gen-
erated, after that before passing it to CNN(Alexnet) Warping or Cropping is
performed in which each region proposal was resized into a fixed 224 × 224 pixel
size (warped region), then in the second module, Feature Extraction is performed
by using CNN to extract 4096-dimensional feature vectors for each region proposal
[45, 47, and in the third module, Classification is performed by assigning scores to
each extracted feature vector using pre-trained linear SVMs to predict the actual
presence of an object and an additional step Bounding Box Regression and Non-
Maximum Suppression is performed to precisely locate that object by drawing a
bounding box. Even though RCNN has made significant progress over Non-Neural
approaches still, it has some limitations that are described as below:

i. It generates about 2000 region proposals for an image, and there may be some
overlapping proposals on which redundant computations are performed, mak-
ing it an exhaustive approach [23].

ii. Training is a multi-stage pipeline; hence it is very slow to implement [33].
iii. Expensive space and time for training [33].
iv. We need to resize each region proposal (2 k) to a fixed size input for CNN,

which would automatically increase its testing time.
v. In this model, CNN is repeatedly applied to 2000 regions which is a time-

consuming process [58].
vi. The cropping or Warping Process may result in loss of content or geometric

distortions, respectively, which in turn affect the accuracy as well [5].
& SPPNet: Later in the same year in 2014 in which RCNN was proposed, K. He et al.

came up with the idea of Spatial Pyramid Pooling Networks(SPPNet) [58] to
overcome fixed input image size constraint (224 × 224) of RCNN(fully connected
layers) where at each region Cropping, or Warping Process is performed which may
result in loss of content or geometric distortions respectively [5]. In SPPNet, an
image is given as input, then CNN extracts the feature map from an entire image only
once, which saves much time rather than applying CNN 2000-times on each region
as in RCNN and then as shown in Fig. 10. they introduced the “spatial pooling
layer”(in between the last convolutional layer (conv5) and fully-connected
layers)with multiple variable scale poolings (combined to form a fixed-length
representation) where each feature map generated from the Conv5(last convolutional
layer) is combined into a single value, four values, 16 values resulting in a 256-d
vector, 4 × 256-d vector, 16 × 256-d vector respectively to extract the feature
vectors of fixed length on the feature map and after that this fixed length Represen-
tation is fed into the fully connected layers(fc6,fc7).SPPNet is significantly faster than
RCNN while maintaining the accuracy of detection (VOC07 mAP = 59.2%), but
still, it has some drawbacks that are described as follows [101]:

i. The training continues to be multi-staged.
ii. SPPNet does not take care of the previous layers of the network as it is only

concerned about the fully connected layers.
& Fast RCNN: In 2015, R. Girshick [33] proposed a fast version of RCNN for

Object Detection, i.e., named as “Fast RCNN”. Even SPPNet improves RCNN
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in many ways still it has some notable drawbacks like the problem of multi-
stage training (Feature Extraction stage, Fine-Tuning stage, SVMs Training,
Bounding Box Regression stage),it do not update the convolutional layers,
Storage-space issues that were later solved by an introduction of Fast RCNN
Architecture that is shown in Fig. 11. in which similarly like SPPNet, Fast
RCNN extracts features from an entire image to generate a ConV feature map
then Spatial pyramid pooling layer in SPP-net is replaced by ROI(Region Of
Interest)pooling Layer that extracts a fixed length feature vector from the
Feature Map for each Region proposal generated by applying “Selection Search
Algorithm” then feature vectors given as an input to the fully connected
layers(FCs) and at the end they fed into two sibling output layers: one that
computes SoftMax probabilities of C + 1(C denotes “object classes” and plus
1 for “Background class”) and the other one is for Bounding Box
Regression(having 4 real valued coordinates for each Object class C),So with
the multi task loss this architecture is end to end trainable and it jointly
performs the Classification and BB Regression by sharing convolutional

Fig. 10 Architecture of SPPNet with 256 filters in theconv5 layer (last layer) [58]

Fig. 11 Architecture of Fast RCNN [33]
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features instead of independently training SVMs and BB Regressors as in
SPPNet/RCNN.

In comparison to RCNN/SPPNet, Fast RCNN has the following advantages:

i. On PASCAL VOC 2007 dataset, mAP is increased from 66.0% (RCNN) to
66.9% in Fast RCNN [23], so the detectionQuality (mAP) is comparativelyHigh.

ii. End-to-end Training using multi-task loss.
iii. All the layers get updated in this network.
iv. For feature Caching, there is no extra storage space required hence removing

the memory constraints,
v. Speed is automatically accelerated due to fast training and testing procedures.

& Faster RCNN: Even-though Fast RCNN has shown tremendous results in terms of
detection accuracy and speed still, the computation of region proposals by using the
traditional region proposal algorithm, i.e., “Selection Search Algorithm [85]” in
which about 2000 region proposals were generated from an image and then featured
maps were extracted that becomes a bottleneck of the object detection architecture
because it is a time-consuming process [20]. Therefore, to solve this problem, In
2015, S. Ren et al. [73] proposed the Faster RCNN detector in which, for the
generation of region proposals, he replaced the selection search algorithm with the
Region Proposal Network(RPN). Figure 12(a): shows the Architecture of Faster
RCNN,” Faster RCNN is a combination of RPN and FAST RCNN,” where an
entire image is given as an input to the deep CNN (conv layers) to generate feature
maps that are shared between the RPN and the detection network with some last
convolutional layers. Figure 12(b): shows Region Proposal Network (RPN), where
the conv feature map acts as an input to the RPN and anchor boxes are the output
generated by the sliding window. In this, n × n(n = 3) spatial window slides over
the conv feature map, then a low dimensional vector is generated(256-d), which is
then fed into two output sibling layers: cls layer(Classification layer) and reg
layer(Regression layer) that provides 2 k scores(probability estimates of the presence
of object for each proposal) and 4 k coordinates (bounding box coordinates)

Fig. 12 (a)Architecture of Faster RCNN. (b)Region Proposal Network (RPN) [73]
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respectively where k(k = 9) is maximum possible regions (anchor boxes) for each
sliding window location. Then the generated anchor boxes/regions are finally fed
into the ROI pooling layer for the fixed-size representation, followed by classifier
and regressor as in Fast RCNN.

Advantages:

i. On PASCAL VOC 2007 test set, mAP is increased from 66.9% (Fast RCNN)
to 69.9% in Faster RCNN [23].

ii. RPN is an accurate and efficient region proposal method.
iii. Faster RCNN decreased the number of proposals from 2000 [20].

& RFCN (Region-based Fully Convolutional Network): Although traditional Re-
gion proposal networks such as RCNN, Fast RCNN, and Faster RCNN have achieved
significant improvements by sharing the feature extraction computation for various
Region proposals but still in RoI-wise sub-network, each region proposal(may be hun-
dreds per image) goes separately to the sequence of fully connected layers which is a
time-consuming process and makes the network slow. So, to address this issue, for the
detection of objects more accurately, efficiently, and fastly, in 2016, Dai et al. [18]
proposed RFCN (Region-based Fully Convolutional Network). As shown in Fig. 13(a):
Similarly to Faster RCNN, ROIs are extracted by RPN, but the fully connected layers
after the ROI pooling layer were removed and in Fig. 13(b), Image is given as input, and
ResNet-101 is used by RFCN for feature extraction, where after the generation of feature
maps they apply k2(C + 1)-d convolution (C: “object classes,” plus 1: “Background
class,” k2 are the feature maps for each class) to create “position-sensitive score maps”.
For e.g., If we take k = 3, then a total of 9 scoremapswere created (top-left TL, top-center
TC, top-right TR, bottom-right BR). Then in the position-sensitive ROI pool, these score
maps and ROIs are mapped to the vote array(k × k). In the end, the average of this vote
array(Average Voting) is computed to generate the class score for each class, and then a
softmax classifier is applied to generate the class probabilities, followed byBoundingBox
Regression. On PASCAL VOC 2007 datasets RFCN achieves mAP = 83.6%.

& FPN: Previous works such as Faster RCNN use only a Single scale feature map to
obtain the final predictions; hence detection of small objects with different scales
becomes a challenging issue. In deep ConvNet, a feature hierarchy is obtained
corresponding to each layer where the deeper layers’ feature maps have essential
information as they are semantically strong. Still, they are spatially weak, having low
resolutions, similarly shallow layer features are spatially robust having high resolu-
tions, but they are semantically weak that degrade the detection accuracy [94]. So, In

Fig. 13 Architecture of R-FCN [18]
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2017, Lin et al. [49],introduced FPN (Feature Pyramid Networks) which is a Feature
Extractor commonly used in object detection that fuses both spatially robust shallow
level feature maps with semantically strong deep level feature maps in order to
obtain multi-scale feature maps that significantly improve detection performance via
Top-down pathway and lateral connections as shown in Fig. 14(a) whereas
Fig. 14(b). Represents the detailed view of FPN which includes Bottom-up Pathway,
Top-down pathway, and lateral connections. An input image is given to the Bottom-
up pathway, which is a feed-forward Convolutional neural network (Architecture
used: ResNet) having different convolutional layers (convi where i = 1to5) that
generates the feature maps at different scales with scaling step = 2(doubling the
stride and reducing the dimensions by 0.5), then the outputs of convi denoted as Ci
are applied to a convolutional layer having filter size = 1 × 1 to have fixed number
of channel dimensions(by default:256-d) will merge to respective feature maps of Mi
using element-wise addition (Conv layers) in Top-down Pathway and for the
addition of two feature maps the channels should be identical in ResNet. Finally, a
3 × 3 convolution filter is applied to merged maps (Mi) in order to get all pyramid
feature maps(P2, P3, P4, P5with 256-d output channels)and to reduce the aliasing
effect of upsampling; C1 is not considered here due to memory constraint [86].

& Mask RCNN: In 2017, He et al. [36] proposed a general and straightforward
framework known as Mask RCNN to solve the “Instance Segmentation” problem,
which further consists of two sub-problems such as Object Detection(detecting and
classifying the object in an image) and Semantic Segmentation(Pixel-level Image
Understanding). Mask RCNN is an extension of Faster RCNN in which an addi-
tional branch (“mask branch”) is presented for a pixel-to-pixel segmentation mask
prediction in parallel to the two existing branches for classification and bounding box
regression. Mask RCNN for Object detection works in a similar manner as Faster
RCNN by employing RPN in its first stage, and for semantic segmentation, it uses
Fully Convolutional Network (FPN) for the prediction of m × m mask from each
region. ROI pooling layer in Faster RCNN consists of Quantization operation (stride
is quantized) is performed in which, e.g., We are having 16 × 16 RoI and to map it
to 7 × 7 space we have a stride = 2.28(16/7) and then round off operation is
performed to convert floating number into integer representation, as a result of these
quantization’s, it causes misalignments between ROIs and Features and loss of
information. To handle such things, they propose the ROI Align layer as shown in

Fig. 14 (a)Architecture of FPN [49] (b) Data Flow [86]
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Fig. 15, which avoids quantization (16/7 = 2.28) and uses bilinear interpolation for
pixel-level alignment. It is easy to implement, flexible in nature, and trains with a less
computational overhead of the mask branch. Mask RCNN achieved more significant
improvements and accuracies over Faster RCNN, and it got the championship of the
COCO 2016 object detection challenge [20].

& Chained Cascade Network and Cascade RCNN: To evaluate the complex clas-
sifier on an entire image, classifiers are divided into a “Cascade” (Linear sequence)
of sub-classifiers to reduce the computational overhead [8]. The importance of
cascade is learning more discriminative classifiers using multi-stage classifiers. It
rejects many negative samples at earlier stages so that classifiers in the following
layers can handle more difficult examples [66]. Two-stage detectors for object
detection also follow the cascade approach in which, at earlier stages, background
samples are removed for better learning of classifiers, and in later stages, the
remaining regions (ROIs) are used for classification. The Cascades have been widely
used for object detection [8, 27, 47] because they increase the detection process’s
accuracy and speed by removing simple background samples during both training
and testing [66]. A chained cascade network was presented [66] for object detec-
tion in which a single end-to-end neural network is used to learn the cascaded
classifier’s multiple stages, which was later extended in Cascaded RCNN [11].
Cascade architecture can also be adopted to solve the Face detection problem, in
which non-faces are rejected at earlier stages and faces are passed on to the following
stages [8]. Recently, Hybrid Task Cascade(cascade architecture) has been proposed,
for instance, segmentation also, ranking 1st in the COCO 2018 Challenge Object
Detection [12].

2) Classification/Regression-Based Object Detection (One-Stage Detectors): Region
Proposal-based Object detection methods consist of multiple stages such as Region
proposal generation, feature extraction with CNN, classification, and bounding box
regression that are generally trained separately. In real-time applications managing these
different stages are also not possible due to its time limitations. These methods are also
incompatible with mobile/wearable devices because of their computational expense and
memory constraints. Now, researchers turned their focus to One-stage detectors because it
is a one-stage process as it does not involve a Region proposal generation stage like the
RCNN family; it simply predicts the class probabilities and bounding box coordinates

Fig. 15 Mask R-CNN framework for instance segmentation [36]
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directly from the entire image by considering each location of an image as potential
objects. These detectors are comparatively fast and more straightforward, even though
they may slow down the performance slightly, but they have been widely used in real-time
applications and also help reduce the time expense. Firstly, we look at various early CNN
models before focusing on other vital frameworks such as YOLO [72] and SSD [52].

& Pioneer Works: Before popular one-stage detectors such as YOLO and SSD, a lot
of work has been done to improve object detection models as regression/
classification tasks.

i. Multibox: In 2014, Erhan et al. [22] and Szegedy et al. [80] proposed the
Bounding box regression Technique in which a “deep neural network” is used
to generate the bounding boxes in a class-agnostic manner, and for the
generated box, it also outputs the confidence score with it that describes the
presence of an object in that box”. Loss” was introduced to bias both
localization and confidences of various components to predict the class-
agnostic BBs coordinates [100], as well as various contributions, have been
made to the last layer.

ii. AttentionNet: In 2015,Yoo et al. [97] considered an object detection problem
an iterative classification problem and introduced an end-to-end method using
a deep convolutional neural network(CNN) named AttentionNet. This net-
work generates quantized weak directions that point to a target object begin-
ning from the top-left and bottom-right corners of an image, and the network
converges to an accurate estimation of the object bounding box with an
ensemble of iterative predictions. AttentionNet is a unified network as it does
not consist of separate stages such as object proposal, object classification,
and bounding box regression. AttentionNet may give us impressive results as
it achieves AP = 65% on PASCAL VOC 2007/2012 with an 8-layered
architecture, but it is not scalable to multiple classes, and it has a low recall.

iii. G-CNN: In 2016,Naijbi et al. [60] developed CNN-based object detection
technique, i.e., GCNN. It is an iterative grid-based object detector that has a
“no object proposal stage. G-CNN models the object detection problem as
finding a path from a fixed grid to a bounding box fitting a target object. It
begins with a fixed multi-scale bounding box grid over an input image, and
then a regressor is trained to move repeatedly and scale the grid elements
towards objects [60]. GCNN is five times faster than fast RCNN, but it does
not work well for small or highly overlapping objects.

& YOLO: In 2015, R. Joseph et al. proposed the first one-stage detector during the
deep learning period, i.e., YOLO(You Only Look Once), as you only look once
(YOLO) at an input image to predict what objects are present and where they are
[72]. It is a unified model that considers object detection as a regression problem as it
directly predicts the bounding box coordinates and class probabilities from the entire
input image in one go, thus called an “end-to-end single neural network”. As shown
in Fig. 16, an input image is fed through the CNN architecture (GoogLeNet), which
consists of 24 convolutional layers followed by two fully connected layers with 1 ×
1 reduction layers to reduce the feature space from previous layers, then the YOLO
Algorithm works by dividing the image into S × S grid and particularly each grid
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cell having a center of the object in it is responsible for object detection. Each grid
cell predicts bounding boxes coordinates(B) [(x, y): Center of the box, w: width,
h: height], associated confidence scores(how confident the model is about the
presence of an object in the box and how accurately the box predicts the boundaries
of the object) and Conditional class probabilities (C)and these predictions are
encoded as an S × S × (B × 5 + C) tensor [66]. Fast YOLO runs at 155fps with
VOC07 mAP = 52.7%, whereas its new version YOLO runs at 45 fps with VOC07
mAP = 63.4% and on the VOC 2012 test set, YOLO achieves 57.9% mAP.

& Variants of YOLO: YOLO [72], YOLOV2/YOLO9000 [70], YOLO V3 [71],
YOLO V4 [7], YOLO V5 [96].

– Features:

i. It is a state-of-the-art object detection algorithm that is computationally very
fast and widely used in real-time environments.

ii. It globally processes the entire image at once with a single forward pass network.
iii. YOLO learns generalizable representations of objects, which also works well

for new domains and unexpected inputs.
– Limitations:

i. YOLO does not perform well for small dense objects such as a flock of birds
since every grid cell predicts only two bounding boxes, and it can only have
one class.

ii. The generalization ability is not much good as it is not suitable for predicting
objects at new/ unusual aspect ratios or configurations.

iii. The drawback of the loss function affects the detection performance [20].
iv. Although YOLO boosts up the speed, it lags in terms of accuracy. As

compared to Fast R-CNN (mAP = 70.0%, 0.5fps) and Faster R-CNN
(mAP =73.2%, 7fps), YOLO achieved 63.4% mAP with 45 fps.

& SSD: Despite YOLO’s high detection speed, the object generalization ability is still
weak as it is challenging to deal with different aspect ratios and scales, and the
detection effect for small objects was also limited. To address these limitations of
YOLO, In 2016, Liu et al. [52] proposed a model named SSD (Single Shot
MultiBox Detector), in which an image with ground truth boxes is given as an
input to the base model(VGG16), followed by different convolutional feature layers
with gradually decreasing in size that allow predictions of detections(default boxes
offset) at multiple scales and aspect ratios with their associated confidence scores
[52]. Then, a “matching strategy” is performed to train the network to determine the

Fig. 16 Architecture of YOLO [94]
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appropriate default boxes that correspond to the ground truth boxes. The weighted
sum of localization loss (e.g., Smooth L1) and confidence loss (e.g., Softmax) is the
model loss. To eliminate redundant predictions pointing to the same object, SSD
employs a non-maximum suppression process and produces the final detections. It
is faster and more efficient than YOLO as SSD300 achieves mAP = 74.3% at 59 fps
on the VOC2007 test.

DSSD (Deconvolutional Single Shot Detector) and FSSD (2017): These models
were introduced as an enhancement over SSD in which DSSD express low-level
feature maps and uses ResNet101 as a base model, whereas FSSD combines low-
level features into high-level features based on SSD, which significantly increases
the accuracy [20].

& RetinaNet: During the training of dense detectors, there is a class imbalance
problem between foreground-background, and to overcome this problem, Lin et al.
[50] proposed a one-stage detector RetinaNet in 2018 by reshaping the standard
cross-entropy loss. They introduced “focal loss,” a new loss function that focuses on
complex training examples and avoids many negative samples. As shown in Fig. 18,
they employed feature pyramid networks to detect multi-scale objects at various
levels of feature maps. Due to the introduction of focal loss, in terms of accuracy,
RetinaNet outperformed all the existing two-stage detectors as well as it is also
capable of maintaining the speed of previous one-stage detectors.

& RefineDet: Zhang et al. proposed a single-shot-based detector named “RefineDet”
[98] that is composed of two inter-connected modules that are Anchor Refinement
Module(ARM) in which negative anchors are discarded to reduce the search space
for the classifier along with the adjustment of locations and size of anchors and the
Object Detection Module(ODM) in which the refined anchors from the first
module gives as an input to this module to improve the accuracy of regression and
predict the multi-categories label. Both of these modules are connected via a
transfer connection block that transfers features from ARM to ODM for better
prediction of objects. The whole network is end-to-end trainable and consists of three
stages: pre-processing, detection (two inter-connected modules), and NMS [5].
Recent One-stage Detectors such as YOLO and SSD use one-step regression to
reach the final output. However, they presented a two-step cascaded regression
method for better small object prediction and gave more accurate object locations.

& CornerNet: In previous single-stage Detectors, anchor boxes were designed manu-
ally [94], so in 2018, Law and Deng proposed an anchor-free approach in which
they are detecting objects as paired vital points (the top-left corner and the bottom-
right corner of the bounding box), named as CornerNet [46]. As shown in Fig. 19,

Fig. 17 Architecture of SSD [94]
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The Network predicts Class Heatmaps for top-left and bottom-right corners, Pair
Embedding vector for each corner detected, and These embeddings serve to group a
pair of corners that belong to the same objects. Corner offsets are predicted for
precise corner locations. CornerNet outperforms all previous one-stage detectors
such as YOLOv2, SSD, DSSD, RefineDet as it achieves AP = 42.1% on MS
COCO Datasets.

In the deep learning era, some other one-stage detectors have been widely used, such as
DSOD(2017), M2det, Efficient-det, and DetectorNet.

I. Literature review:
In 2015,Nieto-Rodr’ıguez et al. [61] proposed a System for Medical Mask Detection

that alerts the healthcare workers by triggering an alarm when they do not wear the
compulsory surgical mask in the operating room. The main goal of this approach is to
reduce the false positive face detections and false alarms rate. In this, the Face Classifi-
cation system is comprised of four modules: the face detector, the surgical mask detector,
two-color filters for face detections, and mask detections. An image enters to “Viola and
Jones faces detector” that uses a cascade of classifiers where each classifier is trained via a
variant of AdaBoost called LogitBoost and a surgical mask detector that uses Gentle
AdaBoost. The detections given by these detectors are in the form of bounding boxes
along with a confidence score; after that, these resultant detections passed through
respective two color filters that use tone in HSV color space and discard the false positives,
and finally, the detections are classified to one of the two classes “Face” or “mask”
accordingly. This system has faced various challenges such as due to shades and garment
folding, there may be chances of false face detections, incorrectly mask-wearing or

Fig. 18 Architecture of RetinaNet [94]

Fig. 19 Architecture of CornerNet [94]
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clothing near to face may give rise to false-positive rate; this system mainly works on
surgical masks, so it may not work well with variability in masks such as skin-colored
masks, complicated detections having faces with goggles and mask, these issues were
solved by employing synthetic rotations. There were difficulties in handling variations in
faces (rotated or leaned) which are then solved by increasing frame rates. After the
experimental analysis, the recall obtained is above 95%, and a false positive rate is below
5%.

In 2017, Wei et al. [9] introduced the “CNN-based Cascade Approach for Masked Face
Detection”. This Framework was developed to prevent terrorist attacks by recognition of
Terrorists or Criminals. An input image is given to the “masked face detector” having three
CNNs such as “Mask-12”(5 layers), “Mask-24-1”(7 layers), and “Mask-24-2”(7 layers)
with a classification ability from low to high. Each mask assigned a probability to every
detection window, then this probability is compared with the pre-set threshold; if the
probability is equal to or above the threshold, then it is accepted for further evaluations;
otherwise, it is rejected by the detector. After each Mask, the “Non-maximum suppres-
sion” (NMS) technique is used to combine highly overlapped candidate windows. In the
end, the “final detection result” was obtained. For the Evaluation purpose, they tested their
algorithm on the MASKED FACE testing set and achieved an accuracy = 86.6% and
recall = 87.8%.

In 2019, Ejaz et al. [21] implemented an effective statistical technique called Principal
Component Analysis (PCA) for masked and non-masked face recognition. This work was
mainly presented for security purposes instead of covid-19. In this, they firstly acquired an
image from the database; then, in the training phase, they used the” Viola-Jones Algo-
rithm” to detect the face portion from an image; after that, for Facial Feature Extraction,
PCA is used. After applying PCA Algorithm, weights are calculated and compared with
the test image weight in the testing phase, then; if the difference between both the weights
is less than or equal to the threshold value, it is considered as a false detection, and hence
face is not recognized else face is recognized. This work concludes that PCA performs
better on non-masked face recognition giving an average of 95% accuracy, whereas
accuracy dropped to 72% in the case of masked face recognition due to missing facial
features.

Roy et al. [74] proposed a real-time face mask detection system based on a deep learning
approach. To detect people wearing a mask or not, they have used different object detection
models such asYOLOv3, YOLOv3Tiny, SSD, and Faster R-CNN. The system was devel-
oped to employ on-edge devices of the surveillance platforms for real-time detections.Yolov3
[71] is a popular one-stage detector in which an entire image is fed into a single neural
network, which results in bounding boxes along with predicted probabilities. “Darknet-53”
was used as a backbone network in yolov3. Then they used the lighter form of yolov3 named
YOLOv3 Tiny, which works on the same algorithm as yolov3. Still, it has only 2 YOLO
layers, and it is comparatively faster due to its low processing overhead, which is important for
real-time scenarios. SSD [52] is also a single-stage detector that is used for multiple object
detection in an image in a single shot. They fused SSD [52] and MobileNet v2 [37] together
because of their simple architecture. Faster RCNN [73] on Inceptionv2fed input image to
CNN to generate feature maps which then pass to region proposal network to obtain region
proposals then, the classification step is performed, and the bounding boxes are
obtained.YOLOv3 608 × 608 achieved mAP = 66.84 at 10.9 fps, YOLOv3Tiny 832 ×
832 achieved mAP = 56.57 at 46.5fps, SSD 300 MobileNetv2 achieved mAP = 46.52 at
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67.1 fps and F-RCNN 300 Inceptionv2 achieved mAP = 60.5 at 14.8 fps.
Loey et al. [53] proposed a deep learning-based model for medical face mask detection,

and this model is comprised of two parts where; for the “feature extraction” part, they used the
Residual neural network (ResNet-50), which is a deep transfer learning model that has 16
residual bottleneck blocks, each block has convolution size 1 × 1, 3 × 3, and 1 × 1 with
feature maps (64, 128, 256, 512, 1024) [53]. Furthermore, for face mask detection, they have
used YOLO v2(a few convolutional layers, a transform layer, and an output layer). To
increase the detector’s performance, the Data augmentation process increased the amount of
training data, and they used mean Intersection over Union (IoU) to evaluate the number of
anchor boxes. Their proposed detector model has used two optimizer techniques: SGDM and
ADAM. The authors reported that the Adam optimizer obtained an average precision = 81%
on their proposed model.

Zhang et al. [99] expand the two-class face mask detection problem (correct face mask or
without face mask)to the triple-class problem with an addition of a new class(incorrect face
mask) and introduced a face mask detection method called as Context-Attention R-CNN
about conditions of wearing a mask. Mainly they have implemented a “multiple context
feature extractor” for themultiple feature information extraction for different region proposals.
Then after employing the “attention module,” they decoupled classification-localization
branches by separating the parameters for better feature extraction, and finally, a sequence
of fully connected layers is used for the prediction of classification scores and localization
offsets. Their proposed model outperformed various one-stage detectors, and experiments
have shown that they achieved mAP = 84.1% (Figs. 20, 21, 22 and 23).

G. Jignesh et al. [42] developed an automated face mask detection system by using the
deep transfer learning-based model of InceptionV3, which is one of the widely used pre-
trained state-of-the-art models. Generally, deep learning models need a large amount of
training data to perform well, so due to the less number of images in their dataset, they have
done oversampling by using the “Image Augmentation” technique in which their dataset was
artificially increased by performing eight different operations on the training samples: shear-
ing, contrasting, flipping horizontally, rotating, zooming, blurring. They modified the
InceptionV3 Model by replacing the last layer with five new layers: average pooling layer,
flattening layer, dense layer, dropout layer, and decisive dense layer. They used the softmax
activation function to classify masked and unmasked faces. Their proposed model
outperformed various other models, such as MobilenetV2, VGG16, ResNet-50, etc., and
has achieved 99.92% and 100% accuracy during the training and testing phase, respectively.

Loey et al. [54] introduced a hybrid framework using the deep transfer learning
model“Resnet-50” for feature extraction and classical machine learning techniques such as

Fig. 20 Context-Attention R-CNN proposed by Zhang et al. [99]
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“decision trees,” “Support Vector Machine” (SVM), and “ensemble algorithms” for Classi-
fication. ResNet-50 is based on residual learning having 50 layers: it begins with a
convolutional layer, then 16 residual blocks, each having three convolutional layers followed
by a fully connected layer, author in their work has replaced the last layer withMLClassifiers
such as SVM, decision trees and ensemble methods. After all the experimental analysis, they
have noticed that as compared to others, SVM Classifier took less time during the training
phase, and its testing accuracy in RMFD, SMFD, and LFW has reached upto99.64%,
99.49%, and 100%, respectively. Although traditional ML Classifiers achieved the highest
accuracy, the time consumption is also high as well, and to overcome this issue, they may
replace ML Classifiers with various deep learning pre-trained models.

People may wear the mask, but some of them wear it incorrectly, and to address this issue,
Yixin Hu et al. [38] developed an automated “CoverTheFace” system inwhich they detect the
images with incorrectly worn face masks, and they provide a visual demonstration on
correctly wearing the masks. For this purpose, their system consists of two independent
modules: Face mask detection (MobileNetV2) and mask overlay. An input image, when
given to the proposed system, the Face mask detection module, will classify it into one of the
categories:” correctly wearing,” “incorrectly wearing,” and “not wearing, where if for the
correctly wearing category, the overlay module neglect the further processing but for the
incorrectly mask-wearing category, a mask removal model called “GAN-based
model(MCGAN)” is used to remove the mask first and then for both the “incorrectly
wearing,” and “not wearing” categories, an overlay module simply put on the mask on the
image but due to different face variations in different images this module also includes
“statistical shape analysis(SSA)” and dense landmark alignment(DLA) so that these variations
in orientations and face shapes should be well handled. They concluded that their Face mask
detection system achieved a detection rate = 98%, whereas the mask overlay module
outperformed previous works by employing SSA and DLA strategies.

Zekun et al. [91] proposed a serverless edge-computing design-based face mask detection
system named “WearMask” that can be easily deployed on any device and accessible viaWeb
Browsers through a proper internet connection so it automatically reduces the hardware or
software costs. Their proposed model employs an edge-computing approach of combining(1)

Fig. 21 The overall Framework of an automated “CoverTheFace” system [38]
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a deep learning one-stage detector (YOLO),(2) a high-performance neural network inference
computing framework (NCNN), and (3)a stack-based virtual machine (WebAssembly) [91].
The model has various characteristics such as serverless edge-computing design, compatibil-
ity with different devices and OS, free installation, low privacy risk, low response time, etc.,
and it achieved AP = 89% with high-speed detection. Along with its features, it has some
shortcomings like it does not finely decouple the “no mask” and “incorrectly wearing mask”
categories; it does not precisely notify the particular incorrect location while a person is
incorrectly wearing a mask, such as disclosing the nose or mouth and also, This model does
not support parallel computing features.

(i)

(ii) (iii)

(iv)

(v)

Face without 
mask

Face with           
mask           

Face with and     
without mask

Confusing face
without mask

Fig. 22 Image Samples of different Datasets USED by the authors in existing Literature for Face Mask
Detection; i) Image samples of Medical Mask Dataset (MMD) [53], ii) Image samples of Larxel’s Face Mask
Detection Dataset (FMDD) [53], iii) Image samples of Simulated Masked Face Dataset (SMFD) [42], iv) Image
samples of Real-World Masked Face Dataset (RMFD) [54],v) Image samples of Face Mask Dataset [24]
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Jiang et al. [24] developed a one-stage face mask detector named “RetinaFaceMask” as it
follows the same architecture of RetinaNet. The network architecture of their proposed
framework consists of “ResNet” as a backbone network which is used for feature extraction
purposes to generate the feature maps and simply built from CNN, and they have also used
another pre-trained model, “MobileNet” for the comparison, then FPN is employed as a neck
which lies between backbone network and heads. Necks are used for the enhancement of
Feature maps. Context attention modules are applied as the heads(predictors or detectors)to
boost the detection performance. The FaceMask Dataset they have used is very small-sized,
and deep learning models generally require a large amount of training data, so due to this
issue, they have applied the concept of Transfer Learning in their model. They have achieved
Precision = 93.4% for mask detection by applying RetinaFaceMask and ResNet model.

P Nagrath et al. [59] proposed a real-time framework for the detection of face masks
called“SSDMNV2,” which is composed of a “Single Shot Multibox Detector” that acts as a
face mask detector and a classification architecture: “MobilenetV2”. The SSDMNV2 model
performs pre-processing and Training steps on the whole dataset, then face mask detection is
performed using the trained model. In this, the Data augmentation technique is applied to
improve the accuracy. Data was then divided into training and testing data then MobilenetV2
was implemented. After the model is trained, the model is utilized for the classification stage
(Detection on images and real-time video).SSD would result in a bounding box on the input
image if themasked faces were detected by it. They compared their model’s performancewith
various existing models such as LeNet – 5(accuracy = 84.6%) and AlexNet(89.2% =
accuracy), and it outperformed all of them by achieving an F1 score of 0.93and an accuracy
of 92.64%.

II. DATASETS USED IN EXISTING FACE MASK DETECTION LITERATU:

LFW(Labeled Faces in theWild) [39]: Nieto-Rodr’ıguez et al. [61] has used this dataset
in the “training phase,” which was proposed by haung; it contains 13,233 face images of
celebrities that are collected from the web. These images are in JPEG format having 250
by 250 pixels. The dataset contains 5749 different people, where 1680 people have two or
more images, and the remaining 4069 people have just a single image in the dataset
[61].In this dataset, each image is labeled with the name of the person present in that
specific image which can be used in Face recognition to identify a particular person. They
have used the BAO dataset [31]for the “testing phase”.

FPR

TPR
ROC

AUROC

Fig. 23 AUROC curve plot using TPR and FPR for a classifier
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MASKED FACE dataset: Wei et al. [9] proposed a new dataset called “MASKED
FACE dataset”. This Dataset is comprised of just 200 images that are collected from the
Web. They labeled these images and split the dataset into training and testing sets having
160 and 40 images, respectively. Due to the significantly less number of images in this
dataset and deep learning needs a large amount of data for its training purpose to achieve
better accuracy, so they chose the “WIDER FACE dataset” as their pre-training dataset.
ORL face dataset: Ejaz et al. [21]has used the ORL face dataset. There are ten different
images of 40 people in this dataset. Every image size is 92 × 112, with 8-bit grey levels,
and these images are in PGM format. They used their own captured images in addition to
ORL face images to form a dataset having masked images. In their experiment analysis,
they have 500 images in which 300 images were used for the training phase and 200
images were used for the testing phase.
Moxa3K Benchmark Dataset: Roy et al. [74] itself created a dataset named”
Moxa3K”.It contains 3000 images, from which 2800 images and 200 images are in
training testing sets, respectively. Out of 3000 images, 678 images are fetched from the
Kaggle dataset, 757 images have close-ups of faces, including frontal and side profiles,
and 1565 images are obtained from the internet. These images primarily contain the
person wearing masks that depicts the ongoing COVID-19 crisis. The images are in JPEG
Format. This dataset also contains annotation XML files in YOLO and PASCAL VOC
format. To increase the robustness of the detector, the dataset also contains images from
crowded areas, blurred images, images with various illumination conditions, having
different weather conditions.
Medical Masks Dataset (MMD) and Larxel’s Face Mask Detection Dataset
(FMDD): Loey et al. [53] performed its experiments on two publically available datasets
that are MMD and FMD.MMD contains 682 images having 3 k faces wearing medical
masks. In contrast, FMDD contains 853 images in PNG format that belong to three
different categories: Mask, no mask, incorrectly wearing a mask, and This dataset also
consists of corresponding annotation XML files to 853 images.
MAFA: A Dataset of Masked Faces [32]: Zhang et al. [99] have made their custom-
ized dataset which consists of 4672 images in which 4188 images are collected from
one of the popular datasets called MAFA, and the remaining 484 images are collected
from the internet. “MAFA” is a dataset of masked faces which contains 30,811 images
and 35,806 masked faces. This dataset has diverse images with various occlusion
degrees (Weak, Medium, and Heavy), and types of masks (Simple, Complex Mask,
Human Body, Hybrid mask). The author divides the MAFA images into five categories:
clean face, hand-masked face, non-hand-masked face, masked incorrect face, and
masked correct face. They divide the total images into 3504 and 1168 images for
training and testing, respectively, and For Data annotation author has used a labeling
tool (labelImg).
Simulated Masked Face Dataset (SMFD): G. Jignesh et al. [42] has conducted its
experiments on SMFD by using their proposed model. This dataset contains 1570
images,785 for simulated masked facial images, and 785 for unmasked facial images.
For the training phase, they took 1099 images from both the masked and unmasked
classes of the dataset, and the rest 470 images are used for the testing phase.
RMFD, SMFD, and LFW: Loey et al. [54] have used three datasets in their
proposed model, such as RMFD (Real-World Masked Face Dataset), which is one
of an enormous real-world face masked datasets having 5000 images of 525 people
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with masks and 90,000 images of same 525 people without masks. Due to the
imbalanced nature of this dataset, the author has used 5000 images for faces with
masks and without masks with a total of 10,000 images. In their presented work,
they used RMFD, and SMFD(1570 images)in training(70% data), validation(10%
data), and testing(20% data) phases, whereas the LFW dataset(13 k Images) was
used only for the testing phase.
MaskedFace-Net [10], Flickr-Faces-HQ Dataset(FFHQ) [43] and CelebA dataset
[51]:Yixin Hu et al. [38] used a dataset that contains 5829 images for the face mask
detection module(Training phase:4663 images and testing phase: 1166 images) in which
1903 images and 1926 images are collected from two categories of the “MaskedFace-
Net” dataset which is a large dataset that consists of total 137,016 images having 67,193
images, and 69,823 images are correctly and incorrectly wearing masks categories,
whereas 2000 non-occluded images are selected from FFHQ publicly available dataset
that consists of total 70,000 face images of high quality and the images are in PNG file
format having 1024 × 1024 resolution. For the overlay module, During the training
phase, the author has selected 10,000 images from theCelebA dataset, and for the testing
phase, they collected images from the celecA and MaskedFace-Net datasets.
WIDER FACE dataset [95] and MAFA [32]: Zekun et al. [91], for the training of their
WearMask model, he has performed their experimentation on 9097 images with 17,532
labeled boxes in which 3894 images are collected from the WIDER FACE dataset, 4065
images from MAFA, and the remaining 1138 images are collected from the web. They
split the total data into 80% training and validation and 20% testing. WIDER FACE
dataset initially consists of 32,203 images with 393, 703 labeled face boxes, whereas
MAFA contains 30,811 images and 35,806 masked faces.
Face Mask Dataset(FMD) [13]: Jiang et al. [24] have used this dataset which consists of
7959 images along with proper annotations (with a mask or without a mask). This dataset
is made up of using two datasets: Wider Face [95], having a variety of poses, occlusion,
etc., in images, and MAFA [32], having confused images in which faces are masked by
hands or other objects instead of physical masks which in turn brings diversity in
FMD.FMD contains different types of images in it, such as facial images with or without
masks, masked and unmasked faces in one image, incorrectly worn or images having
faces covered with objects, etc.
Real-Time-Medical-Mask-Detection Dataset [69]: P Nagrath et al. [59] has made
their own dataset (5521 images: “with_mask,” 5521 images: “without_mask”) with
the combination of different datasets such as the “Medical Mask Dataset” by Mikolaj
Witkowski, which contains 678 images and Prajna Bhandary dataset from
PyImageSearch having 1376 images(690 masked facial images and 986 unmasked
facial images). The author has divided their dataset into 80% and 20% for training and
testing phases, respectively.

II I . PERFORMANCE EVALUATION CRITERIA FOR FACE MASK
DETECTION:

According to the nature of the dataset (Balanced, Imbalanced), selection of an appropriate
metric is a must, such as “accuracy” is considered as a good measure when the dataset is
balanced having mask images: non-mask images = 7:3.
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Different evaluation criteria are used by different authors to measure the performance of
Face Mask Detection algorithms that are described as below:

1) Confusion Matrix: It is a Two-dimensional matrix, as shown in Eq. 1. It has two
dimensions: “Actual Class” and “Predicted Class”. It is one of the performance metrics
that is used in a classification Problem (Face Mask Detection) where “Mask” and “No
Mask” represent the class labels.

TP FP

FN TN

Predicted 
Class

Actual Class

Mask

Mask

No Mask

No Mask

& Terms associated with the confusion matrix are explained as follows:

a. True Positive(TP): It is the case when both the predicted class and
actual class of an input image is “Mask,” it means that the model
predicted there is a mask on the face in an image and also in actual,
there is a mask existing in an image. It is generally considered as the
best case of the model.

b. True Negative(TN): It is the case when both the predicted class and
actual class of an input image is “No Mask,” which means the model
predicts there is no mask present in an input image, and in actual it is
True.

c. False Positive(FP): It is the case when the predicted class is “No mask,”
and the actual class is “Mask,” that is, the model falsely predicts there is
no mask in an image, but in actuality, there is a mask present on the face
in an image. It is generally considered as the worst case of the model.
These are also known as “Type-1 errors”.

d. False Negative(FN): It is the case when the predicted class is “Mask,”
and the actual class is “No Mask,” which is also the wrong prediction
by the model because actually there is no mask present in an image but
model depicts that there is a mask present in an image. These are also
known as “Type-2 errors”.

2) Classification Report: This report includes the following mentioned scores.

a. Precision: As shown in Eq. 2. Precision is a ratio of TP and submission of TP and FP,
which describes what proportion of people wearing a mask predicted by the model are
actually wearing a mask. It simply tells us that out of the total predicted positive
results, how many results are actually positive.
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Precision ¼ TP
TP þ FP

ð2Þ

b. Recall or Sensitivity: As shown in Eq.3. The recall is a ratio of TP(Faces predicted by
the model wearing a mask) and submission of TP and FN(total actual positives that
describes a total number of people who are actually wearing a mask); FN value is
considered here because the Person is actually wearing a mask even if the model
predicted its opposite. It is also known as the “True Positive Rate”.

Recall ¼ TP
TP þ FN

ð3Þ

c. F1 Score: Both Precision and Recall are collectively represented by the F1 score. As
shown in Eq.4. it is simply a Harmonic Mean(2xy/x + y) of the Precision and Recall.

F1 Score ¼ 2� Precision*Recall
Precisionþ Recall

� �
ð4Þ

d. Support: It refers to the actual number of samples of the class “Mask” and “NoMask”
in the dataset.

3) Accuracy: As shown in Eq.5. Accuracy is defined as a ratio of the number of correct
predictions made by the Face Mask detection model and the number of total predictions.

Accuracy ¼ TP þ TN
TP þ FP þ TN þ FN

ð5Þ

4) Specificity: This measure depicts that out of the total people who are actually not wearing a
face mask (TN + FP) are predicted under the category “NoMask” (TN) by the model. FP
value is considered here because the Person is actually not wearing a mask even if the model
predicted that person is wearing a mask. It is also known as the “True negative Rate”.

Specificity ¼ TN
TN þ FP

ð6Þ

5) Confidence score: It is the probabilistic measure that tells how confident the model is
about the prediction it made being correct. Generally, Face mask detectors give bounding
boxes along with confidence scores as an output where the confidence score describes
how confident our detector is about the presence of an object (Mask on face) in the
bounding box.

6) IOU: IOU is calculated by dividing the overlapping area of the predicted(Bp) and ground
truth (Bg) bounding boxes by the area of union between these two bounding boxes, as
shown in Eq.7. Using the IOU and Threshold, we can determine whether a detection made
by the face mask detection model is True Positive or False Positive.

True Positive (TP) denotes if detection with IOU ≥ threshold, then it is a correct
detection.

False Positive (FP) denotes if detection with IOU < threshold, then it is a false
detection.

IOU ¼ Area Bg∩Bpð Þ
Area Bg∪Bpð Þ ¼ Area of Intersection

Area of union
ð7Þ
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7) AUROC: This evaluation metric is used to determine the performance of binary classi-
fiers. AUC represents the degree of separability of classes, where the Higher the AUC, the
better our model is at differentiating between people wearing a mask or not.ROC is a
probability curve having FPR (False positive rate = 1-Specificity) on the x-axis and TPR
(True positive rate/sensitivity) on the y-axis.

3 Applications

Due to the increasing need for Face masks to control the Covid-19, a Face mask detection
system can be deployed in a real-world environment to check whether the person is wearing a
mask or not. Following are some of the crowded public places where wearing a mask is one of
the mandatory Covid-19 norms, and to monitor the violation of this norm, the installation of an
efficient face mask detection system is a must.

1. Hospitals: This is a crucial area where even before Covid-19, doctors preferred to wear a
mask during any surgery to prevent the passage of any infections, but nowadays, to reduce
the infection rate of Coronavirus, surveillance cameras must be placed in hospitals for the
detection of face masks to protect the patients as well as health workers.

2. Examination halls: At present, Many Students may wait in queues for their formalities
before entering the examination hall, so due avoid overcrowding, face mask detection can
be installed for their safety.

3. Airports/ Stations: Airports and stations are one of the most restricted places where not
wearing a face mask is strictly prohibited. The face mask system can be implemented
there to ensure that the travelers and workers are following all the necessary safety
protocols for Covid-19.

4. Shopping malls: Shopping malls, supermarkets, and cinema halls are some of the
crowded places where face mask detection systems can be utilized to safeguard the
customers and employees.

5. Workplaces: After Work from home, various organizations and educational institutions
are now re-opening and making it compulsory for all to wear a mask; therefore, a face
mask detection system is required instead of manually checking whether each person is
wearing a face mask or not.

6. Social Gatherings: Wearing a Mask becomes mandatory in social gatherings such as
protests, weddings, rallies, etc., so a face mask detection system should be used there to
reduce the disease.

4 Challenges and future scope

A. Facial Masks with Complex color patterns: Nowadays, People are using different
types of stylish face masks. Some masks have lips, nose, or chin on it, and some with
complex patterns with a variety of colors, So most of the existing works that have been
done are mainly oriented toward finding surgical masks, and for a face mask detection
system, it is challenging to recognize a person with their personalized masks. It may
confuse the system between the natural face and mask and increase the false positives,
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reducing accuracy. In the future, to fill this gap, this challenge must be considered to
make an efficient system.

B. Masked Face Recognition: When faces are covered with masks, the visibility of crucial
parts of the face, such as the mouth, nose, chin, etc., has been lowered, due to which face
recognition is hampered. It is hard for a system to detect the person’s identity when he/she is
wearing a mask which may result in criminal offenses, terrorist attacks, etc. So, masked face
recognition is a challenging issue that should be considered.

C. Limited Datasets: Deep learning-based neural network approaches have been widely
used due to their detection rate, but these methods require a large amount of training data
to make a robust detector. So, Researchers are nowadays using their own customized
datasets due to the problem of the unavailability of large datasets. Some datasets USED in
the existing literature have a significantly less number of images that automatically
degrade the performance of the detector. The need to balance the dataset should be
eliminated in the future by having the same number of masked and unmasked images in
it. So in the future, researchers can come up with adequate datasets which will improve
the overall performance of the face mask detector.

D. Hyperparameter Optimization: There are different hyperparameters, such as Epochs,
Learning rate, batch size, etc., that need to be optimized in order to get better results
through performance metrics. The best selection of hyperparameters by the researchers
helps in controlling the performance of the learning algorithm of the model.

E. Two-class detection Problem: Most of the recent researches are mainly focused on the
classification of two classes,“with_mask” or “without_mask,” which neglects the vital
subject of whether the mask is worn correctly or not because the improper wearing of a
mask is precisely equal to not wearing a mask at all, as nose or mouth should be
adequately covered to decrease this infectious disease rate, in future works,
“mask_incorrect” new class should also be considered as well and face mask detector
should be able to distinguish between mask worn correctly or incorrectly.

F. Real-time face mask detection: To deploy the face mask detection system in the real-
world environment, the system should be capable of detecting the masked and unmasked
faces from CCTV cameras or live video streams, and execution of this is quite challenging
in real-world scenarios. A real-time face mask detector should perform well in all
conditions such as different types of masks, occlusions, orientations, weather conditions,
etc. There may be a speed-accuracy tradeoff in such types of detectors where an increase
in speed can significantly affect the accuracy. Different types of issues can occur, such as
memory issues, cameras with low resolution, and a significant distance between the
camera and faces resulting in degradation of quality and detection rate.

G. These issues can be resolved in the future by embedding high-resolution equipment,
having good computing resources, or training the model in different conditions with
adequate datasets.

H. Impact of Diversity in Data: A robust face mask detector can be able to detect masked
or unmasked frontal facial images, but people are not looking at the CCTV cameras as in
reality, they are the moving objects. In real-world environments, there may be different
illumination conditions, face orientations, blurry images, different weather conditions,
non-mask occlusions, etc., so to improve the performance of the face mask detector, the
diversity of the dataset should be increased by training the detector with images of
scenarios as mentioned above. It may still be difficult for a detector to detect small facial
images.
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5 Conclusion

This review paper makes a detailed and systematic review of the existing Face mask detection
algorithms based on deep learning with reference to Covid-19. This study not only discusses
the different object detection algorithms: non-neural algorithms, and Neural algorithms, in
detail but also reviews the in-depth exploration of the existing studies performed related to face
mask detection. Furthermore, the different datasets USED in these studies, their different
experimental evaluation criteria, and the results obtained are summarized. There are different
application areas and challenges that are highlighted. This review paper is meaningful for the
researchers working in this field by providing conceptual knowledge about existing face mask
algorithms, and they can make improvements to those algorithms or develop their novel
algorithms to build a powerful facemask detection system. Although remarkable studies have
been done to make an efficient face mask detection system from the last two years, there is still
room for more improvements and future developments. In the upcoming future, different
algorithms can be applied to a widely used dataset, and comparisons between them can be
made using various performance metrics.
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