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Abstract

Today the visualization of 360-degree videos has become a means to live immersive
experiences.. However, an important challenge to overcome is how to guide the viewer’s
attention to the video’s main scene, without interrupting the immersion experience and the
narrative thread. To meet this challenge, we have developed a software prototype to assess
three approaches: Arrows, Radar and Auto Focus. These are based on visual guidance cues
used in first person shooter games such as: Radar-Sonar, Radar-Compass and Arrows. In the
study a questionnaire was made to evaluate the comprehension of the narrative, the user’s
perspective with respect to the design of the visual cues and the usability of the system. In
addition, data was collected on the movement of the user’s head, in order to analyze the focus
of attention. The study used statistical methods to perform the analysis, the results show that
the participants who used some visual cue (any of these) showed significant improvements
compared to the control group (without using visual cues) in finding the main scene. With
respect to narrative compression, significant improvements were obtained in the user group
that used Radar and Auto Focus compared to the control group.
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1 Introduction

Multimedia content is growing and diversifying exponentially. The rapid evolution of tech-
nologies goes hand in hand with the universalization of their use [11], so that increasingly
electronic devices are becoming an indispensable tool for all our daily activities. Multimedia
content and especially traditional videos now have great potential to bring an enormous
amount of information to the viewer. This ability of video to transmit information to the
viewer can be extended if the video is provided with more mobility and flexibility [26]. These
characteristics offer a closer connection with the spectator’s senses, to the point of immersing
them completely in a narrative, and thereby generating improved viewer satisfaction while
watching a film.

At present there are few ways to improve the narrative in a video, since it is necessary to
increase the viewer’s presence sense. One of the low-cost and user-accessible alternatives is
360-degree video playback using HMD Head-Mounted Display devices. This way of repro-
ducing videos in 360 degrees allows the spectator to enjoy a high degree of presence and
immersion in a film’s narrative. On the other hand, while, a 360-degree environment is a
technologically feasible step in Cinematic Virtual Reality (CVR), the cost of appealing to new
senses to convey more emotions to viewers is relatively high. In addition, there are still many
problems that need to be resolved in order to obtain 360-degree cinema. One of the most
relevant issues is the direction of the user’s attention during the immersive video playback.

Filmmakers have always relied on four cinematographic techniques to guide public atten-
tion during the playback of a film [25]. But in highly immersive environments such as 360-
degree videos, the rules have changed and a problem has arisen for this type of content, which
is that the viewer does not understand or enjoy the 360- degree video narrative. When
drastically changing the environment in which the viewer finds himself, his first reaction is
to explore the environment in order to gain a sense of security [2]. This activity of exploring
implies that the spectator must familiarize himself with the scene, look for the focus of action
of the video and connect again to the narrative in each change of scenario. This involves a
relatively long period of time that prevents the user from understanding the video narrative and
clearly resulting in frustration and even stress. It is increasingly important to resolve the focus
of attention and spatial positioning of the user within immersive videos. This is due to the fact
that currently many sectors such as cinematography, education, journalism, marketing, tour-
ism, heritage preservation, healthcare (patient rehabilitation), entertainment (video games),
data engineering, among others, are interested in the high potential of 360-degree videos to
transmit information.

1.1 Software development

We constructed a software that allows visualization of videos in 360 degrees (immersive) with
focus orientation and spatial positioning of the spectator. This spatial positioning is done through
visual cues designed based on first-person games and cinematographic narrative genre. These
visual guidance cues indicate the place where the next action of the narration will be executed and
allow the spectator to improve his sense of location within the immersive environment. We
developed the software considering that the multimedia content has several main scenes and
requires a direct visual cue that is less invasive for the narrative of the immersive content. The
development of the software is described in more detail in section 5.2.2.
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1.2 Scope

Our research focuses on directing the viewer’s attention in highly immersive environments
through visual cues. Using visual cues to enhance the narrative experience of 360-degree
videos are framed within the study area called Cinematic Virtual Reality (CVR). The objective
of this study is to analyze the user’s behavior in an immersive environment, while presenting
visual cues designed to guide the viewer’s attention to the main scene. This analysis is done
with data collected through questionnaires and head movement data collected by the devel-
oped software. This data is analyzed using statistical methods.

The results of the present study indicate that all visual cues correctly guide the user to the
main scene, they also indicate that the Radar and Arrows cues are accepted by the participants
to guide them through the immersive environment, however, no concrete result was obtained
with respect to the Auto Focus cue. With respect to the two criteria studied (understanding of
narrative and focus of attention), the Radar and Auto Focus cues improved the participants’
narrative compression, as well as correctly guiding the viewer to the main scene. Considering
the three criteria evaluated, the visual cue that obtained the best results was the Radar. This is
described in more detail in the Discussion section.

The document consists of eight sections and is structured as follows. Section 2 reviews the
previous literature related to the study presented. Section 3 details the designed visual cues.
Section 4 presents a general description of the actions carried out throughout the project.
Section 5 presents in detail the development of the experiment, including information about
the immersive environment, the software, the selection of the participants, the procedure of the
experiment and the data collection. Section 6 presents the results obtained using statistical
methods. Section 7 details the discussions and, finally, section 8 presents the conclusions
obtained from this study.

2 Related work

The massification and enormous acceptance of mobile devices has led to the creation of
complementary products such as HMDs. This technology allows users to have immersive
experiences such as: browsing virtual sites, viewing immersive multimedia content (immersive
360-degree videos), playing with first-person applications in a way different from the tradi-
tional ones, and above all offering new experiences to the user. The publication of immersive
multimedia content in the computer cloud has grown rapidly. Video capture and playback
devices are becoming more common and affordable for the general public [23]. For this
reason, today many companies such as BBC29 in London highlight the importance of
immersive videos in society to such an extent that they have a research department in this
field. 360-degree videos allow the viewer the freedom to watch an entire environment while
telling a story [7]. Such freedom also results in a reduced capacity for multimedia content
producers since directing the viewer’s attention to the focus of the action at a certain angle and
time is very complicated. These authors thus carried out countless experiments finding that the
combination of auditory and visual cues improve the narrative experience of multimedia
content but do not guarantee attention in the focus of the action. For this reason, there are
several other studies within this field aimed at improving the viewer’s attention within
immersive multimedia content.
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Visual cues must be well designed in order to guide the attention of the spectator
throughout the narration so that users feel the immersion and spatial presence of the film
without losing the thread. It is also necessary to use universal visual guidance cues, in case
they are not used, these should be explained to the user [29]. At the same time, possible
solutions are studied to visualize videos in 360 degrees by means of mobile devices, focusing
and reorienting the objectives of the video continuously. To address this issue, two focusing
techniques have been developed in the CVR area:

* Autopilot (constantly refocusing the viewing angle). This technique is widely used in 360°
sports videos [15].

* Visual guide (indicating the direction of the lens). These can be diegetic (intra- diegetic) or
non-diegetic (extra-diegetic) cues. Where diegetic cues refer to cues that are part of the
scene, for example, sounds of an instrument being played by a character; while non-
diegetic cues are external to the scene, the characters in the film do not know about these
cues.

Both approaches are currently used, both diegetic [28] and non-diegetic cues [21]. we used
non-diegetic cues in our project, although some previous works indicate that this can break the
user’s immersion in the narrative, it is also known that some people are afraid of missing
something if they are not properly guided [1]. And this feeling of missing out a part of the story
can happen even using diegetic cues to guide them [28].

A study carried out in 2017 indicated that the autopilot surpassed the visual guides when it
comes to multimedia content in 360 degrees where sports activities are developed in third
person. However, visual cues were more accepted by viewers who prefer first-person tourist
multimedia content, since one of the characteristics of such content is exploration of the
environment [19]. On the other hand, there are immersive environments that are constructed
based on spherical images where guiding the viewer’s attention is complex. For this reason, the
authors present a navigation interface that allows users to control the locomotion and speed of
immersive environments based on photographs. This navigation interface shows users visual
cues that allow them to indicate the direction in which they can navigate within the immersive
environment [35].

Navigating immersive environments can provide an engaging experience for the viewer,
but it remains a challenge to overcome the limitations of redirection of focus. Have been
proposed three reorientation techniques (SCR: Subtle Continuous Reorientation, SDR: Subtle
Discrete Reorientation, OCR: Overt Continuous Reorientation) where it was confirmed that
participants were less likely to present presence ruptures when the spectator’s focus of
attention was reoriented. Especially with SRC continuous rotation techniques, rotating the
environment while walking in a way that is imperceptible for the viewer. However, it must be
considered that it can only be applied in narratives where the spectator experiences the
sensation of walking [34].

To date most research on immersion in 360-degree videos has focused on the issue of
improving user experience and in part on improving the spatial position of the viewer, which is
key in this type of content. Within this multimedia content several of the studies focus on
improving this experience and the known and not so exploited way is through visual aid to the
viewer [29]. With this in mind, there is a field of technology with a great deal of experience in
the spatial position of the user and narrative in immersive system: video games [36]. These
entertainment systems have exploited a diversity of fields and a very important one is that of
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video games, specifically “First Person Shooter” (FPS). These focus on the fact that the
protagonist of the game is the user and his vision is totally immersive [22]; in view of this
situation the producers of games have partially resolved the user orientation and focus of
attention through various spatial positioning cues. One of the main challenges for FPS game
designers is to compensate for the spectator’s loss of sense of orientation when the environ-
ment is highly immersive. One solution that has been used and has a high degree of acceptance
is radar superimposed on the viewer’s field of vision, which provides spatial information on
the spectator and the objects in the environment [10]. This is the reason why we have decided
to use Radar as one of the visual cues to guide the viewer to the main scene, also evaluating
whether the use of this cue improves the user’s understanding of the narrative of the story. The
color, silhouettes and shapes are the basis for a good design of the data presented in the
interfaces of the FPS [37]. In the same way, the color, size and movement are the three
characteristics to be considered to improve the design of the interface and prevent the viewer
from losing the immersion experience [12]. The colors play a fundamental role as they provide
the atmosphere and mood for the viewer. Warm colors such as red, orange, yellow can create
an atmosphere of anxiety, stress and emotion, signaling danger or that something is going to
happen. On the other hand, cold colors such as blue, purple, green can create the effect of
harmony and security [30].

Tools and techniques of visual follow-up have been examined to evaluate the behavior of
the look and the movement of the head in 360-degree videos that thereby improve the
immersive narrative [13, 20]. Similarly, the user experience can be improved by increasing
the horizontal rotational gain (the ratio between the rotation velocity in the virtual (video)
space to that of the physical) to view 360-degree videos [14]. We have considered this aspect
to improve the user experience, reducing the fatigue or pain that can be caused by making
many movements. Regarding spatial positioning in immersive video, visualization and signal-
ing during the immersive experience is important in order to avoid user distraction [27]. On the
other hand, the use of a widget (a computer application that provides additional information to
improve the usability of computer systems) within the virtual reality for positional information
and increasing awareness of events in its surroundings proved to be very useful for the user
without causing any discomfort during the experience [32]. For users without experience in
immersive environments, 3D arrows allow better positioning results to be obtained than did
any other aids, while for experienced users, the Radar is the widget that obtain better
acceptance for spatial positioning [8].

Spatial positioning and user orientation within a 360-degree video continues to be an
interesting and important research topic for the entertainment industry. Implementing novel
and effective solutions will set precedents for maturing this type of technology in favor of
improving the user experience.

2.1 Narrative video environments

The cues presented in previous work allow users to be guided in exploratory environments
such as tourism, which is not the same for environments where a narrative is told, such as films
or shorts. The cues presented in these narrative environments tend to break the immersion of
the film, as happens with subtitles in films. One way to address this problem is to introduce
visual cues into the film at the editing stage, but the reality shows us that this solution is not
adapted in the majority of videos found on the web. For this reason, there are research that
propose that future works considering the design of visual cues based on colors and shapes that

@ Springer



578 Multimedia Tools and Applications (2023) 82:573-599

prevent breaks in the immersion of 360-degree videos containing a narrative, such as films or
shorts. It is also designing cues that help to improve the spatial position of the viewer, also seen
as important since some film genres, such as science fiction in 360-degree video, can produce
loss of orientation and dizziness [19].

3 Visual guidance cues

We based the independent variables considered for the creation of the software, on the visual
guidance cues used in first person shooter games. The visual cues chosen are: The Arrow, the
Radar and the camera reframe (Auto Focus), for the location of the main scene. Previous works
have shown that visual cues like Arrow and Radar help guide people in virtual environments
[8, 9, 24]. The objective of our project is to verify not only if the user’s gaze is focused on the
main scene, but also if the use of these visual cues help to improve the user’s understanding of
the narrative.

* Arrow. These are general cues that appear on the periphery of the viewer’s field of vision
indicating where to look or turn to locate the main scene of the video in 360 degrees.

* Radar. Similar to the operation of a sonar, this shows the referential position of the
spectator with respect to the main scene. We also designed a Radar-Compass which shows
where the main scene of the video is.

* Auto Focus. This is composed of two cues (Arrow and Radar-Compass) supported by the
camera re-frame in the main scene. Visual cues are only there to let the user know about
the re-focus movement towards the main scene.

The design of the visual cues has focused on making the viewers feel safe when making
movements in the immersive environment, without causing distraction from the main scene.
The design of each of the visual cues is described in more detail in section 5.2.2 where the
software and hardware used in the experiment is presented.

4 Methodology

For the present study, we considered a mixed approach (qualitative-quantitative) with an
exploratory-correlational scope necessary, since it focuses on the analysis of the behavior of
the spectators experiencing visual stimulation in an immersive video. This study evaluates the
problem of guiding the viewer to the main scene considering not only the positioning of his
head (visual focus), but also the understanding of the narrative. All this through the stimulation
by visual cues. It also has an experimental design, as it considers the manipulation of three
independent variables (Arrow, Radar and Auto Focus) in order to measure the effect on
dependent variables (understanding of narrative and focus of attention).

We determined that the degree of manipulation of the independent variables is presence-
absence, which implies having a control group and an experimental group for each indepen-
dent variable, in order to evaluate the effect of visual cues on viewers. In other literature, this
type of manipulation of independent variables (presence-absence) is called between group
[18]. For the measurement of the dependent variable “focus of attention” the software
developed is used as a data collection instrument, since it allows the interaction of the study
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subjects to be recorded, while for the measurement of the dependent variable “understanding
of narrative” a questionnaire is used. The collected data are processed with statistical methods
(ANOVA), for which the SPSS tool has been used.

In addition to the study of these two dependent variables, a study of the usability of the
system was carried out. The information is collected through some questions in the question-
naire that the participants must answer, and the data is processed through the SUS scale. The
satisfaction of the participants is also analyzed with respect to the visual cues used. The data is
collected through some questions of the questionnaire and its analysis is done through a box
plot of the 5-scale Likert used. Table 1 shows the features and limitations of the statistical
methods used to analyze the data collected throughout the experiment.

Our research focused on using 360-degree videos that contain a plot, such as a film, a short
or a video that at least has a very simple script, exempting first-person sports videos that
generally do not have a script. At the same time, the devices selected to implement the
software were mobile devices in conjunction with HMD devices. We selected these for their
features of low-cost immersion and for their high degree of mobility necessary to evaluate the
greatest number of participants.

Table 1 Features and limitations of the statistical methods used in the study

Methods used Features Limitations

ANOVA * ANOVA can compare the means across three « ANOVA indicates if there is a significant
or more groups, unlike the Independent difference between the means of any of the
Samples t Test, which should be used to groups, however, it does not tell us which
compare the means for two groups. pair of means is different. To know which
pair of means is significantly different
requires additional analytical processes,
such as a Post-Hoc analysis.

* ANOVA assumes that the data in the groups
are normally distributed (or approximate).

* ANOVA assumes that the groups have the
same, or very similar, standard deviations.

» The samples must be independent.

* The SUS is a subjective measure of perceived
usability. It is a method that analyzes the
usability of a system only from the user’s

Questionnaire
SUS

* SUS scale is a widely used standard for
measuring the usability of a system.
 SUS is a structured and validated

questionnaire for performing usability
measurements.

* Considering that SUS is neutral with respect
to the technology used, it can be used to
compare the present study with future work
in the same area, even if the technology
used is changed (it is not necessary to
change the structure of SUS questionnaires)
[6].

* Participants easily understand this type of
scale in a questionnaire, as it is widely used
in different areas.

« It allows us to quantify qualitative
information, such as participants’ perception
of the visual cues used.

» We can easily analyze the data obtained by
calculating the median and frequency on an
ordinal scale.

perspective. However, this is no longer a
limitation if we consider that usability is
divided into efficiency, effectiveness and
satisfaction [6]. The first two are verified by
checking if users complete the requested
tasks and observing how they do it, while
satisfaction is analyzed by means of the
SUS scale.

« There are many scientific controversies about

the use of this method

¢ The nature of the data is ordinal, and the
results obtained from its analysis are also
ordinal.

« This type of questionnaire can force users to
answer in a limited number of categories,
which are sequential, but not necessarily
linear.
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The aspects related to the experiment carried out are described in section 5, however, Fig. 1
shows a diagram of the methodology that has been followed throughout this project.
5 Experiment
5.1 Definition of variables and parameters

The present research uses three types of independent variables and two dependent variables.
The independent variables correspond to each visual cue designed. The proposed cues are:

e Arrow.
e Radar.
e Auto Focus.

The dependent variables used to measure the causal effect of manipulating the independent
variables are:

Independent variables

e Alrow

Definition of variables |’ « Radar

and parameters \ [« _Auto Focus
Dependent variables
o Focus of attention

o Narrative understanding

Development of the immersive

/ video

\ Development of visual cues and

Software development I

‘ their interaction in the
immersive environment
Selection of participants
‘ « Listen to the instructions
« Do the experiment (HMD)

Procedure of the | > Answer a questionnaire

experiment o Participate in an interview
‘ ¢ Questionnaire (narrative
Data collection I 5 understanding, system usability

« Software (focus of attention)

Data processing |—) ANOVA (SPSS tool)
SUS scale
S-scale likert

‘ and experience with visual cues)

Fig. 1 Project methodology
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» Attention of the spectator in scene focus.
* Narrative understanding.

5.2 Experiment development

The experiment consists of two essential components. The first component is the production of
a 360-degree video that provides the necessary immersive space to perform the tests. The
second component of the experimentation is the development of a software necessary to obtain
the values of the dependent variables required for the current study.

5.2.1 Immersive environment or video in 360 degrees

The immersive multimedia contents using HMD as an interaction device enable the user to
look at 360 degrees horizontally and 180 degrees vertically contemplating a rotational
displacement on the part of the spectator. The field of vision (FOV) of the human eye is
200 degrees [3]. For a person without peripheral visual training who wears HMD it is around
120 degrees horizontally and 90 degrees vertically, depending on the quality of the device. The
main characteristic of an immersive environment is the freedom it gives the user to position the
view at any angle, being necessary to build an environment that allows this degree of freedom
considering the vision parameters mentioned above. The proposed environment is divided into
6 segments of 60 degrees horizontally, as this is the angle of vision of only one eye to pay
effective attention. The radial rotational speed that a person can tolerate in this immersive
environment has also been considered. Where the rotational speed is 30 degrees/second and
the maximum displacement is 60 degrees without causing dizziness [14]. The device used for
filming the 360-degree video was the Samsung Gear 360 VR camera.

The immersive video used in the experimentation must contain a narrative that enables the
spectator’s understanding to be evaluated, and thus verify the effectiveness of the visual cues.
We used a short story, and a questionnaire previously designed and validated by Bricefio,
Velasquez, & Peinado [4] to evaluate the participant’s narrative understanding. The name of
the story is “El Lobo Feroz” (The Big Bad Wolf) and it has a duration of 4 min. The story of
the video in 360 degrees is narrated through six people located every 60 degrees with respect
to the frontal gaze of the spectator, as shown in Fig. 2. Each person narrates a part of the story
in a previously determined time and sequence. The narration is supported by graphics to ensure
that the viewer looks at the narrator as he or she tells the story. We note that the viewer will be
evaluated in terms of understanding the plot and describing the graphics presented. This
ensures that the participant has indeed rotated his position to focus attention on the main scene.

We designed the narrative sequence so that the software can evaluate the spectator’s ability
to turn and fix his vision. This sequence is distributed in the following way
1,6,3,4,5,4,2,3,2,6,1,5 allowing to evaluate which turns can be made during the video to
understand the plot. Figure 3 shows the 360-degree spatial distribution of the narrators around
a round table seen from a flat perspective. To guarantee the internal validity of the experiment,
it is necessary to be isolated from external noise during the execution of the tests. HMDs and
noise-canceling wireless headphones can generate a high level of immersion. This ensures that
the viewer is isolated from external stimuli that may introduce error during experimentation.
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Fig. 2 Spatial arrangement of 1
people for shooting video in 360

Yy

360°
4

5.2.2 Software and hardware

For the realization of the system, the software must consider the programming of a video
player in 360 degrees that can support superposition of images and allow recording the visual
position of the user based on the central point of the HMD. This allows the values of
dependent variables and the data needed to perform statistical calculations to be recorded to
then analyze the results. In detail, the software records the movement of the head of the
spectator during the experimentation. Data is stored in the device every tenth of a second,
saving the viewer’s position, elapsed time and position of the main scene.

We designed the video player in Unity 5.4 (Multiplatform videogame engine that allows the
creation and representation of immersive environments), while we developed the program-
ming scripts for the superimposition of images in Visual Studio 2015 with the C# language.
We designed the signage in Photoshop 5.5 and used Android Studio 2.3.3 to generate the

Fig. 3 360-degree video seen from a flat perspective

@ Springer



Multimedia Tools and Applications (2023) 82:573-599 583

executable file in the Android operating system KitKat version. Additionally, we used the Java
Development Kit version 8 update 131. The instruments to run the application are the mobile
device Xiaomi MI4 with “1920 x 1080 screen resolution, a Snapdragon 801 Quad Core
processor and 2 GB of RAM. In addition, we used a HMD device of VR BOX brand version
2.0.

As shown in Fig. 4, we can see the spatial distribution of the components used by the
system software. The visual cue “Radar” can be observed in light blue, perched on a plane
superimposed on the viewer’s vision. This superimposed plane has a “Follow” behavior,
which follows the user’s vision by showing information about his position, with respect to the
position of the main scene of the immersive video. At the same time, the video player can be
observed in 360 degrees contained in a sphere that emulates the immersive environment for the
viewer. Finally, in the center of the sphere a cube can be seen, which represents the viewer’s
vision within the immersive environment.

Regarding the design of the visual cues, aspects such as color, position, among others, were
considered. As mentioned earlier the visual cues chosen are: The Arrow (Fig. 5), the Radar
(Fig. 6) and the camera reframe (Fig. 7), for the location of the main scene.

We consider several aspects for the design of the Arrow, such as the spatial positioning
within the angle of vision of the viewer, the color of the symbol, the size and the appropriate
animation to attract the attention of the viewer (the Arrow have an animation that moves to the
center of the screen, in order to make it less intrusive to the viewer). For design of symbols for
increased information in cases where the user’s attention is critical such as driving, recommend
using the periphery of the view to inform the user about an action to be performed. The
effective range for placing visual cues is 60 degrees measured from the center [17]. A
characteristic of the Arrows is that they are global symbols of direction. They are recognized
by the periphery of the user’s eyesight. We configured them with a light blue color and a
brightness of 60% that denotes safety as shown in Fig. 8. As for the position of the visual cue,
it is recommended placing it at the bottom, which in highly immersive environments denotes
the direction of the feet providing greater security in the spatial positioning of the viewer [30].
We have considered necessary to implement a horizontal bar that more clearly denotes the
direction of the ground since environments that contain narratives where the spectator does not
see the ground can cause dizziness. The animation used is the movement of the Arrow in the

Fig. 4 Software system seen from
outside the immersive
environment
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Fig. 5 Arrow cue in immersive video

direction in which the spectator’s attention should be fixed. The representation of the Arrow
cue on the ready-to-use mobile device is shown in Fig. 8.

The Radar is one of the most effective spatial positioning cues that does not cause
distraction [32]. It should be noted that Radar is not a generally known symbol, therefore,
the user needs to be instructed or trained on its use before performing the experiment. The
Radar design is widely used in first-person games to determine an object’s location relative to
the user’s location. In this case, we use the Radar to identify the quadrant where the next action
will be executed, telling the viewer where to turn to locate the main action. In order for the
viewer to be able to locate the position of the next scene with the periphery of the view, we
designed a light blue (50% brightness) pincer-shaped Radar, with the location of the scene in
bright red. The Radar location is at the bottom with a 60% tilt angle to the front of the user to
simulate depth descending parallel to the ground. The representation of the Radar cue on the
ready-to-use mobile device is shown in Fig. 9.

For the implementation of the Auto Focus cue, we considered several design aspects as is
the conformation of a new immersion space that is limited by the viewer’s radius of vision.
Since the environment is self-framing, it prevents the viewer from performing a body
movement to focus on the main scene. In this case, we have designed a software that allows
the automatic re-framing of the scene with smooth turns and scene translation. The operation is
such that if the next scene is within the range of the periphery of the eye in a horizontal
direction, there is a smooth movement of environment towards the center. If the next scene is
behind the viewer, the scene is immediately superimposed as if it were a new scene. We

Fig. 6 Radar cue in immersive
video
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Fig. 7 Auto-Focus cue with
Arrows and Radar-Compass

accompanied this scheme by a new Radar design where it constantly indicates the center of the
main scene with respect to the visual position of the viewer. This information allows the user to
constantly maintain his sense of location. This symbol has light blue-green colors with a high
degree of brightness and a low position with respect to the viewer’s viewing radius. Repre-
sentation of this cue is shown in Fig. 10.

All symbols designed for experimentation and the 360-degree video player are evaluated by
the participants using a SUS (System Usability Scale) questionnaire. This allows the software
quality to be assessed, providing valuable information for feedback.

5.2.3 Sample selection

The criteria considered to select the participants for the experiments were that they had
completed secondary education and that they did not have any type of visual or auditory
disability, preferably that they do not get dizzy easily in immersive environments. These
characteristics are assessed by means of a questionnaire prior to the experimentation. Figure 11
shows some of the participants in the experiment.

Fig. 8 Visual cue “Arrow” operating on mobile device
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Fig. 9 Visual cue “Radar” operating on mobile device

We recruited fifty-two people for the experiment: 29 men and 23 women with an average
age of 28.87 and a standard deviation of 6.64. The 52 participants were divided into 4 groups,
one that represents the control group and 3 groups that evaluate the symbols to direct attention.
Accordingly, each group is made up of 13 people chosen randomly at the beginning of the
experiment.

5.2.4 Procedure

Figure 12 shows the stages in which the experiment is divided.

Fig. 10 Visual cue “Auto Focus” running on mobile device
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Fig. 11 Participants performing the experiment

5.2.5 Data collection

We used the software developed (described in section 5.2.2) to collect navigation data (Focus
of attention) and the questionnaire and the interview as measurement instruments for the
dependent variable “Narrative understanding”, these instruments consist of open and closed
questions, previously validated to obtain the information. The questionnaire has 29 items. This
design consists of 6 general questions, 8 questions to measure the level of understanding of the
narrative, 5 questions to evaluate the understanding of the visual guidance cues (likert scale)
and 10 questions to evaluate the usability of the software (System Usability Scale).

It should be noted that to evaluate understanding of the narrative, we used a questionnaire
previously validated by Bricefio, Velasquez, & Peinado [4], who base their study on the
reading of a story in order to measure the level of attention of people with a minimum
educational level (“Obligatory Secondary Education”). At the same time, to evaluate the
usability of the software developed for the present research, we used the survey validated by
Brooke [5], which is widely accepted for carrying out global evaluations of computer devices
with a high level of interaction with users. Furthermore, the design of the survey responses to
understanding the visual guidance cues, as well as the design of the survey responses to assess
the usability of the software were based on the Likert scale (as we mentioned previously).
Likewise, to assess the narrative’s understanding, we used a single-selection response, which
allows a better coding of the data for later analysis. In addition, this questionnaire contains a

If the experiment requires the

We explain the experiment to

doubts.

the participants and resolve any |ss=sl

use of a cue, such as radar, we
provide a brief introduction and
adaptation of its use.

1

During the experimentation, we
constantly monitor the
spectator’s reactions, with note
taken of this activity for later
analysis.

We carry out a small interview
to gather the spectator’s

recommendations regarding the
experience.

The participants completed a
questionnaire to evaluate and
collect data on satisfaction,
usability and understanding of
the narrative.

Fig. 12 Procedure of the experiment

—
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section where the participant’s consent is requested to carry out the experiment. This is
necessary as these types of experiments can cause dizziness.

6 Results

We analyzed the results obtained from the experimentation in four stages. The first stage
represents the results obtained about the previous knowledge that the participants have, and the
comfort that they had when carrying out the experiment. The second stage corresponds to the
evaluation results regarding the degree of narrative comprehension. The third corresponds to
the evaluation of the design of the software systems presented. Finally, in the fourth stage, we
validated the usability of the developed software as a tool to visualize videos in 360 degrees.

6.1 The first stage: General study of the participants

Prior to the experiment, we checked whether the participants had had experience with HMDs,
as well as whether they were accustomed to the directional cues in less immersive environ-
ments (first-person games), in order to know whether they required training beforechand. We
also asked the group of participants who agreed to learn about first-person games if they were
familiar with the operation of the Radar cue. We determined that 66.7% of the participants
knew this cue. All this is shown in Fig. 13.

One of the most relevant data regarding the evaluation carried out on the participants was
whether they felt any discomfort during the experimentation. The results show that 25.6% did
feel some discomfort during the experiment. This value is within an expected range, consid-
ering the percentage of participants who had no experience with HMDs and first-person

games.

80%
70%
60%
50%
40%
30%
20%
10%

0%

Yes No Yes No Yes No
Previous use Played at least Previous use

of HMDs one FPS game of radar
Fig. 13 General study of the participants
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Table 2 Normality tests

Kolmogorov-Smirnov* Shapiro-Wilk
Qualification Group Statistics gl Sig. Statistics gl Sig.
Control 0.207 13 0.132 0.903 13 0.147
Arrow 0.202 13 0.148 0914 13 0.207
Radar 0.191 13 0.200" 0.938 13 0.430
Focus 0.213 13 0.111 0915 13 0.216

* This is a lower limit of true significance

 Correction of meaning of Lilliefors
6.2 The second stage: Experimental results
6.2.1 Dependent variable: Understanding of narrative

To analyze the evaluation results for “narrative comprehension” obtained from the question-
naire applied to the participants, it is mentioned that for 13 samples of each group that is
available and for the type of manipulation of the Between-Group independent variables the
data must be analysed by ANOVA (Analysis of Variance - Statistical technique that shows
whether the measures of two groups are similar or different) [18]. For this, the score of the
questionnaire has been made based on 8, where each correct answer adds one point and the
incorrect answers will not score.

We have decided that the study should be Between-Groups, since one of the dependent
variables to study is the understanding of the narrative. Therefore, it would not make sense for
users to repeat the observed narrative content. In order to be able to use ANOVA it is
necessary to know whether the results comply with the test of normality, independence of
observations, homogeneity of variances and equivalence of groups. Using SPSS, we obtained
the result shown in Table 2.

The data in Table 2 meet the normality assumption since the “Koimogorov-Sminov
Statistics” data are in the range with a significance value p > 0.05.

Similarly, Table 3 shows the confirmation of homogeneity of Levene variances, as the
value is 1.828 with p > 0.05.

Table 3 Variance homogeneity test

Levene’s Statistics gll gl2 Sig
Qualification Based on the average 1828 3 48 0.155
Table 4 ANOVA result
Qualification Sum of squares gl Quadratic average F Sig
Between groups 42.462 3 14.154 5.399 0.003
Within groups 125.846 48 2.622

Total 168.308 51
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Table 5 Post-Hoc Testing comparisons between groups (Rating)

95% confidence interval

Group (I) Group (J) measurement diff. (I-J) Desv. Error S

g Lower limit Upper limit

HSD Tukey Control  Arrow —0.769 0.635 0.623 —-2.46 0.92
Radar —1.846* 0.635 0.027 -3.54 —0.16
Focus —2.308%* 0.635 0.004 —4.00 —0.62

By carrying out the study considering the Between-Group modality, it is possible to
guarantee compliance with the independence of observations in the experimentation and,
therefore, in the data obtained. In addition, the equivalence of groups is fulfilled with N =
13 participants per group and therefore we can apply ANOVA.

The results obtained after applying unifactorial ANOVA are shown in Table 4, where the
significance is 0.003, well below p < 0.05. This means that there are significant differences
between the control group, the Arrow group, the Radar group and the Auto Focus group.

In order to know in which groups there are significant differences, we programmed the
SPSS with the “Post-Hoc Tests” option. The results are shown in Table 5.

There are significant differences between the control group and the Radar and Focus
groups. Both groups used Radar as a focus cue. Therefore:

*  The results shown in Table 5 indicate that there is no significant difference (p = 0.623)
between using the visual cue Arrow and not using any visual cue to guide the user in the
immersive video, all this when the narrative understanding is being evaluated.

* The results indicated that there is a significant difference (p = 0.027 being p < 0.05)
between the data of the control group and the group exposed to the Radar cue, when the
user’s narrative understanding is evaluated. This confirms that the visual cue ‘“Radar”
improves the understanding of the narrative in a 360-degree video.

*  On the other hand, with respect to the same dependent variable “narrative understanding”,
the results indicate a significance of p = 0.004 being p < 0.05, when the data of the
control groups and the Auto Focus group are compared, which shows that there is a
significant difference between both groups. We can confirm that placing the main scene of
the narrative automatically, as well as using Radar, increases the understanding of the
narrative in 360-degree videos.

Table 6 Normality tests

Kolmogorov-Smimov* Shapiro-Wilk
Group Statistics gl Sig. Statistics gl Sig
Qualification Control 0.149 13 0.200* 0.948 13 0.568
Arrow 0.181 13 0.200* 0.925 13 0.289
Radar 0.177 13 0.200* 0.941 13 0.476
Focus 0.180 13 0.200* 0.928 13 0.319

* This is a lower limit of true significance

 Correction of meaning of Lilliefors
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Table 7 Variance homogeneity test

Levene’s Statistics gll gl2 Sig.

Qualification Based on the average 3.136 3 48 0.034

6.2.2 Dependent variable: Focus of attention

We based this validation on the data obtained by the software systems, which stored the
interaction of people during the 360-degree video. Using the same data analysis procedure as
above, we obtained the following result:

The data shown in Table 6 fulfill the assumption of normality since the data obtained in the
section “Statistics of Koimogorov-Sminov” are in the range of 0.149 and 0.180 with a
significance of 0.2 being p > 0.05.

In the same way, in the data shown in Table 7 we observe the confirmation of Levene
variance, since the statistical value is 3.136 being p > 0.05.

As mentioned above, we considered the Between-Group modality. This means that each
person was subjected to only one experiment, thus ensuring the independence of observations
and hence the independence of the data. On the other hand, we note that the equivalence of
groups meets N = 13 participants per group Thus, it can be said that it fulfills all the
requirements for applying ANOVA.

The results obtained when applying unifactorial ANOVA can be seen in Table 8. These
results show that the significance is 0 complying with p < 0.05.

In order to determine in which groups there are significant differences, we configured the
SPSS with the “Post-Hoc Tests” option. The results obtained are shown in the following
Table 9.

As can be seen from the results shown, there are significant differences between the control
group and the other groups. It should be noted that in the Radar and Focus groups, we used the
Radar symbol to guide the viewer. Therefore:

*  With respect to the dependent variable “focus of attention”, the comparative results show a
significant difference (p = 0 being p < 0.05) between the data of the control groups and
the group exposed to the Radar cue. With this we can confirm that the overlap of the visual
cue Radar positively increases the direction of attention of the viewer in the main scene of
a video by 360 degrees.

*  On the other hand, the comparative results show a significant difference (p = 0 being p <
0.05) between the data of the control groups and the group exposed to Auto Focus.
Confirming that placing the main scene of the narrative automatically while using Radar
positively increases the viewer’s attention in 360-degree videos.

Table 8 Result of ANOVA

Qualification Sum of squares gl Quadratic average F Sig.
Between groups 513,373,781.3 3 171,124,593.8 76.744 0.00
Within groups 107,030,565.4 48 2,229,803.446

Total 620,404,346.7 51
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Table 9 Post-Hoc comparisons between groups (rating)

95% confidence interval

Group (I) Group (J) measurement diff. (I-J) Desv. Error Sig.  Lower limit Upper limit

HSD Tukey Control  Arrow —6119.538%* 585.702 0,000 767831 —4560.77
Radar —6233.308%* 585.702 0,000 —7792.08 —4674.54

Focus —8446.077* 585.702 0,000 —10,004.85 —6887.31

Arrow Control 6119.538%* 585.702 0,000 4560.77  7678.31

Radar —113.769 585.702 0,997 —-1672.54  1445.00

Focus —2326.538%* 585.702 0,001  —3885.31 —-767.77

For this analysis of results the independent variable of the Arrow has not been taken into
consideration, since both the Radar and the Auto Focus are the cues used in first person shooter
games. We used Arrow as a comparison cue, which is presented as a solution in many previous
studies. We will analyze the results of the study of the Arrow cue in the discussion of results
section.

6.3 The third stage: Design of the system

Part of the research was aimed at gathering the opinions of the spectators regarding design of
the systems presented. Participants completed a 5-scale Likert questionnaire (Fig. 14).

Figure 14 shows that the participants prefer the design and position of the Arrow (Median
= 5, Min = 3) and Radar (Median = 5, Min = 3) cues over the Auto Focus cue (Median = 4,
Min = 2), where both the Arrow and the Radar obtained very good reception from the
participants. On the other hand, participants generally indicated that they were able to
understand visual cues with peripheral vision, they indicated that both the Arrow cue (Median
= 5) and the Radar cue (Median = 5, with an outlier = 2) were easier to understand than the
Auto Focus cue (Median = 4, Min = 3). Additionally, most participants who used the Arrow
cue indicated that they felt correctly guided in the immersive video (Median = 5, with an
outlier = 2), as did participants who used the Radar (Median = 5, with an outlier = 4), and as
did participants who used the Auto Focus cue (Median = 4). In addition to everything
indicated above, the participants who used the Arrow cue as a visual guide (Median = 5,
with an outlier = 2), felt that they needed to see the cue to orient their gaze to the main scene,
this did not happen so much with the Radar (Median = 4) and with regard to the Auto Focus,
we cannot obtain valid information referred the need to look at the cue, since the responses
provided by the participants were highly variable. Finally, the Radar cue was better rated with
respect to the distraction that this cue could cause to the viewer, compared to the other two
visual cues, Arrow and Auto Focus.

6.4 The fourth stage: System usability

In order to improve the operation of the software, we continued evaluating its usability. We
have decided to evaluate the usability of the system using the SUS scale designed by John
Brooke in 1996 [5]. The evaluation of the developed visual cues reveals results observed in
Fig. 15.

To better understand these results, it is necessary to know that the results obtained using the
SUS usability scale has a specific meaning depending on the score obtained and the range
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hn

Level of preference
regarding the good
design and positioning
of visual cues.

I could understand
the cues with the ®
peripheral view.

I felt correctly guided
by the visual cues in
the immersive video.

il

I needed to see the
visual cues to orient
my gaze on the
video’s main scene.

Visual cues distracted
me during the
narration.

o

I Arrow [ Radar [ Auto focus

Fig. 14 System Design Assessment, where 1 = totally disagree, 3 = neither agree or disagree, and 5 = totally agree

where it is found [6]. There are several ways to classify it, in our case we use the following
ranges:

* Score < 50: Not Acceptable.
* 50 < Score < 70: Marginal.
e Score > 70: Acceptable.

Taking this into account, we can analyze Fig. 15. Regarding the usability of the system, for all
users who used the Radar visual cue, the usability measurement indicates that this is an
Acceptable system. Regarding the users who used the system with the visual cue Arrow, their
responses in general indicated that the usability of the system is acceptable (84.6% of the
users), except for the responses provided by two participants, which indicated that the usability
of the system is marginal. Finally, with respect to the users who used the system with Auto
Focus, their answers do not provide a concrete result, around 69.2% of the results indicate that

@ Springer



594 Multimedia Tools and Applications (2023) 82:573-599

100 P o il o
@
)
>]
15}
z 3
60

50 ¢

40

1 2 3 4 5 6 7 8 9 10 11 12 13
Users
o—Arrow —e—Radar Auto focus

Fig. 15 Usability analysis of the system for each of the visual cues: Arrow, Radar and Auto Focus

it is a system with acceptable usability, however, around 23% indicate that it is marginal and
we even obtained a result (7.7%) indicating that the usability of the system is not acceptable.

7 Discussion
7.1 Focus of attention

The three visual cues analyzed in our study allowed us to guide the user to the main scene.
‘When comparing the results obtained by users who used visual cues and those who did not use
these cues, a significant difference was obtained (p = 0, being p < 0.05).

There are previous works where different visual cues have been designed that also allow
guiding the user to the point of interest. In a previous study, two visual cues were designed
(shadow and bubble) and an experiment was carried out to evaluate the users’ focus of
attention and compare the results with a control group that did not use any type of visual
cue to guide their vision. They found a significant difference when using the bubble cue to
guide the users’ gaze (p = 0.021) [21]. However, unlike us, they used eye tracking as a data
collection method, which can generate more accurate information, it would be interesting to
extend our study by performing an eye tracking. Another study compares the results of using
the central visual cue (an arrow in the center of the field of vision) to guide the user, using a
visual cue on the sides (flicker), they indicated that there was no difference between the two
cues in the objective of guiding the user, they reached this conclusion by comparing the “Time
per Degree to Reach Regions of Interest” using a Wilcoxon Signed-Rank Test, they obtained
no significant difference between the cue arrow (Md = 0.05) and flicker Md = 0.03), z =
—1.89, p = 0.06, with a medium effect size (r = 0.27), however, they indicate that the visual
cues on the sides are less invasive [31]. This is the main reason why we have designed the
visual cues on the sides of the field of vision. A third study made the comparison between
different environments, 3 using diegetic cues, 4 using non-diegetic cues and one without using
a cue to guide the user, in this study it was concluded that the best cue to guide the user is the
visual cue that they called “Object to Follow”, which used an object that the user had to follow
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to reach the point of interest (For the experiment with the HMD device), this was an implicit
non-diegetic cue that allows interaction [33].

7.2 Understanding of narrative

The visual cues Auto Focus and Radar managed to obtain a significant improvement in the
understanding of the narrative of the video compared to the group that did not use guide cues (p =
0.004 and p = 0.027 respectively, being p < 0.05), while the Arrow cue did not achieve such a
significant improvement in the understanding of the user’s narrative. This verifies that the control
over the spectator’s gaze while viewing a film does not guarantee control over comprehension and
affective response, this has been described in previous works in the field of cinematography [16].
However, this has not been extensively studied in immersive virtual environments.

7.3 User’s experience

Auto Focus was the least accepted visual cue by users with respect to usability, even though
users had better narrative understanding when using this cue compared to not using a visual
cue, and even their results were better than the results of participants who used the arrow as a
guide cue, which is consistent with previous work. One study concluded that the Auto Focus
(forced rotation) is the least accepted way of guiding with respect to the user experience, even
though it was the third best with respect to the identification of objects of interest [33]. On the
other hand, considering that this is an immersive environment that allows exploration (it is not
a sports video which we must follow each movement), the fact that the visual Auto Focus cue
is not accepted by users is in line with conclusions obtained in previous works [19].

One of the higher rated questions in the survey on visual cue design was whether users felt
correctly guided by the visual cue in the immersive video (for any cue used). In this question, most
participants indicated that they felt correctly guided in the immersive video (only one participant
indicated the opposite). On the other hand, discarding the participants who used Autofocus, only
one participant indicated that it was not necessary to see the visual cue to look for the main scene,
while 5 others indicated a neutral response, the rest of the participants indicated that they needed to
see the visual cue to look for the main scene (discarding the participants who used Autofocus,
since the screen automatically looked for the main scene). The behavior described above proves
that participants can feel the need to be guided when they are in an immersive environment, this
has been proven even in environments where the user is not required to perform a specific task
[21].With respect to the level of distraction that users perceived with the use of visual cues, the
highest rated cue was Radar (Median = 1, Max = 4) compared to Arrow (Median = 2, Max = 5)
and Auto Focus (Median = 3, Max = 5).

8 Conclusions and future work

In our study, we proposed that the correct selection and design of visual cues not only allows
us to guide the viewers’ gaze to the main scene of the video but also improve the user’s
narrative understanding. For this reason, we study the use of three visual cues to guide the
viewer through the narrative of the video. The three cues studied were; the Arrow, which is
widely used in the CVR area; Radar, a cue widely used in FPS Games; and finally, the Auto
Focus, which is also widely used in CVR environments.
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We have found that even by correctly guiding the user’s gaze to the main scene, the viewer
may not correctly understand the narrative of the video. In the CVR area it is necessary to
consider three criteria, the focus of the users, their correct understanding of the narrative and
the experience of the users in the immersive environment, since the visual cues can achieve
two of these without guaranteeing the third. In our work, only the Radar visual cue obtained a
positive response in these three aspects evaluated.

Based on the results obtained, the design of the Radar cue has a greater acceptance of use
than the Auto Focus system. But we should also point out that the Auto Focus enables the user
to have a higher level of concentration on the plot at the price of limiting freedom within
immersive environments. The software system with Arrows is well accepted by users, since
the design is simple and the cue is widely known to users, capturing the user’s attention and
guiding the viewer towards the main scene of the immersive video. But contrary to this level of
attention produced by the cue, the Arrow cue does not improve the user’s narrative under-
standing. We have observed that improperly designing a visual cue can allow the user to be
guided to the main scene, while still being comfortable with the experience, but not achieving a
correct narrative understanding, probably because the visual cue distracts the user. We could
conclude that Arrows can cause a certain degree of distraction that does not allow the user to
concentrate on the video narrative. Therefore, for future work, we will consider studying an
eye tracking, instead of tracking the movement of the head, in order to observe in more detail,
the exact points where the user focuses the gaze.

On the other hand, after analyzing the results, we can conclude that the user tends to look at
the visual guidance cues when there is a change of scene of 180 degrees. These scene changes
should not be considered when creating or producing an immersive video.

For future work we propose to carry out a study on listening comprehension in immersive
videos, orienting the study to the area of education. Since it is a valid alternative to generate
new products for use in education. On the other hand, it can be considered important to carry
out a study to analyze how much an immersive video can influence the purchase preference of
a product within the field of digital marketing. This study can focus on other areas, such as in
the development of applications focused on tourism and heritage preservation; similar studies
can be conducted to develop support applications for rehabilitation treatments in the area of
health; or any other application that requires not only that users observe a specific objective,
but also that users understand what is happening and what they are hearing.

On the other hand, as mentioned above, we believe that it is necessary to expand our study
by conducting an eye-tracking evaluation. In addition to this, in future work we plan to design
other visual or sound cues, diegetic and non-diegetic, to obtain better methods that allow us to
improve the user’s focus of attention and the narrative understanding.
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