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Abstract
Market prediction has been a key interest for professionals around the world. Numerous
modern technologies have been applied in addition to statistical models over the years.
Among the modern technologies, machine learning and in general artificial intelligence
have been at the core of numerous market prediction models. Deep learning techniques in
particular have been successful in modeling the market movements. It is seen that
automatic feature extraction models and time series forecasting techniques have been
investigated separately however a stacked framework with a variety of inputs is not
explored in detail. In the present article, we suggest a framework based on a convolutional
neural network (CNN) paired with long-short term memory (LSTM) to predict the
closing price of the Nifty 50 stock market index. A CNN-LSTM framework extracts
features from a rich feature set and applies time series modeling with a look-up period of
20 trading days to predict the movement of the next day. Feature sets include raw price
data of target index as well as foreign indices, technical indicators, currency exchange
rates, commodities price data which are all chosen by similarities and well-known trade
setups across the industry. The model is able to capture the information based on these
features to predict the target variable i.e. closing price with a mean absolute percentage
error of 2.54% across 10 years of data. The suggested framework shows a huge
improvement on return than the traditional buy and hold method.
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1 Introduction

Financial markets are the primary platform that allows investors and companies to deal with
major economic transactions worldwide where billions of dollars’ worth of financial instru-
ments are traded daily [18]. Stock markets have a huge financial impact on the world economy
[5] which was well evident by the market crashes in 2008 & 2020. Thus, it can be well
established that predicting further movements becomes essential for optimum returns as well
as financial security. Predicting the future of the market even seconds before can generate
sizeable returns in comparison to the traditional buy and hold process. Previously, statistical
models were used to predict the movements but research in Neural networks and in general AI
has enabled researchers and industry to rely upon machines for trading securities fast and
profitably [1]. With the advent of modern computers and high network transfer rates, algo-
rithmic trading has become increasingly viable. Hedge funds like Renaissance trading incor-
poration have been using big data technology and hidden Markov models to generate returns
much higher than the market benchmarks.

Stock markets come across as random when looked at from outside of the field however a
large group of traders judge the movement through patterns and price levels on candlestick
charts. The technique of analyzing the movements according to price actions and candlesticks
is called technical analysis which indicates there might be an underlying pattern to the
movements in markets. Statistical models and rule-based ML algorithms have been the basis
of understanding macro-economic trends but have not been able to capture trends in a finer
timeframe. There have been attempts by researchers to understand markets by using such ML
models. Support vector machines (SVM) have been extensively used [19, 23, 41] by the
researchers to take trading decisions by classification of the future price predictions. [23] have
showcased that a simple artificial neural network (76%) had a better accuracy over an SVM
kernel (72%). Logistic regression, K-nearest neighbors [37], random forests [28] have also
been some of the traditional machine learning algorithms investigated by the researchers but
the results have not been promising.

Researchers have also investigated the feature identification or extraction models (which is
essentially what dimensionality reduction is) and their effects on standard machine learning
algorithms’ performance. The results showcased significant improvements. [14] have investi-
gated the principal component analysis (PCA) dimensionality reduction algorithm to predict
the movements of the stock market. PCA outperforms Gauss-Bayes and the moving average
crossover method however, comparisons with deep learning models and other ML models are
not present. In [16], it is seen that dimensionality reduction coupled with an LSTM network
(68.5%) has performed slightly better than standalone time series forecasting with LSTM
(67.5%) with a substantially smaller number of features. Evolutionary computing algorithms
like genetic algorithm has been quite extensively used for feature extraction [3, 38]. [38]
concludes that genetic algorithms perform better than the traditional buy and hold method but
need a few signals to effectively model the dynamic and complex nature of the stock markets.
Few researchers have coupled support vector machines with genetic algorithms to identify the
best features among the inputs given to the SVM kernel [11] and it is noted that genetic
algorithm coupled with SVM outperforms the standalone SVMmodel by 4%. From the results
of the above articles, it seems that feature selection is crucial to the performance of the
prediction system.

Deep learning is a particular branch of machine learning that mimics the human brain by
creating individual neurons and can extract complex features from the data. Deep learning
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offers a unique advantage in automatic feature extraction from raw data [26]. Artificial neural
networks (ANN) have been used by companies like Tesla for automated driving assistance;
Google, Apple, and others have been using forms of deep learning in the domain of natural
language processing for their personal assistants. The deep learning models can identify faces
and can sound signals to identify songs where it models complex features and transforms them
into simpler variables. As the stock market data is also sequential like text generation used in
chatbots and at the same time, noisy and complex like image data, deep learning proves to be
quite promising. Simple multi-layer perceptron (MLP) models have been explored by re-
searchers in the past. Several studies are present where various ANN architectures have
outperformed conventional ML algorithms [4, 13, 25, 34, 42, 43]. Researchers have also used
deep learning algorithms like restricted Boltzmann machines (RBM) [7], autoencoders (AE)
[15]. All the above architectures have outperformed shallow ANN and other traditional ML
algorithms. Deep learning architectures, especially CNNs have been quite successful in the
prediction of stock markets due to their capacity to extract high-level features much more
efficiently than shallow ANNs [21]. [12] have used CNN with using raw price data as a single
feature while ignoring other technical indicators and have achieved a 53.6% accuracy on
classification. The study lacks to incorporate a wider range of features in their ensemble
models. [17] have built on the work of [12] and have incorporated technical indicators as well
for the prediction of future prices. Their model is accurate up to 56.3% in classification but the
returns on the trades are not documented. Also, they have not included various information-
bearing sources and have their input space limited to only close prices and technical indicators.
[21] have been able to incorporate a large variety of feature sets which include commodities,
foreign markets, technical indicators and have built a classification model based on CNN. It is
also noted that the technical indicators used are only limited to trend indicators while
momentum, volatility, and strength indicators have been ignored. Also, they have not quan-
tified the movement of prices and have limited the prediction to only the direction of the future
movement. There is a lack of quantification of the future prices in all the 3 models discussed
above. The quantification of a price is necessary for the traders and a trading system to judge
whether the profit margin as per prediction will break even after the cost of brokerages. The
model discussed in the present article aims to provide a quantification of the prices as an
output.

Long short-term memory (LSTM) is another deep learning algorithm that captures temporal
activity and therefore proves useful to model the time series behavior of stock markets [31].
However, [9] quotes “Markets have very different statistical characteristics than natural
phenomena such as weather patterns.” which is why only time series modeling will not be
fruitful as the past only looks for the pattern while not taking any other events into account. If a
clear upwards trend exists for the training period, an RNN model will only be able to capture
the variation and scaling in the price fluctuations whereas the co-dependencies amongst other
sources of information will be completely ignored. A similar problem is encountered in [29]
who have used a. RNN model and ARIMA model to predict limestone prices. There exists a
clear upward sloping trend in the training data whereas the testing data has an erratic drop of
prices (mostly due to coronavirus led market sell-off in 2020). The model fails to effectively
capture the variation as a result. This tells us that there must be an additional source of
information for the time series model to account for the external and noisy factors that govern
the markets. The model discussed in the present article should be able to address the concerns
mentioned above as the features can be extracted by convolutional layers while the seasonality
and recurrences can be deciphered by the LSTM layers.
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The present work is inspired by the combination of technical indicators as well as image
processing. Technical candlestick patterns like bullish maribozu, three crows, evening star
offers a unique insight into the market direction and suggest an underlying pattern. LSTM can
capture the time series data effectively but the spatial sequence capturing through CNN that is
pertinent to image processing, can be modified to capture temporal occurrences as well.
Therefore, a CNN modified to fit a time series data can effectively process the recurrent
occurrences that may not be visible conspicuously. CNN (for monthly predictions) alongside
LSTM (for intraday predictions) [27] has been fruitful for predicting but still lacks to adjust to
the scenarios mentioned above. That is why we propose a variety of inputs that have been
gathered over from various sources. The proposed algorithm that is CNN stacked on top of
LSTM is created to analyze daily trends of markets and take positional trades but can be
modified to fit the high-frequency trading requirements as well.

2 Related works

Over the years, algorithmic trading has been the prime interest of many companies with their
sole operation being trading securities. Along with the companies, market enthusiasts have
also extensively researched the area of using machines to predict stock markets. As [21]
suggest, researchers seem to adopt two classes of methodology when it comes to the use of
deep learning algorithms in stock market predictions. The first class of papers focuses on
feature extraction and using a variety of sophisticated algorithms to extract complex features
from raw data. The other class focuses on improving prediction quality where the algorithm is
finetuned to improve prediction accuracy.

For feature extraction, researchers have used a variety of algorithms such as CNN, Principal
component analysis (PCA), ANN. Genetic algorithms have been used on top of ANN to find
out the initial weights of the layers and errors are backpropagated to improve the quality of
prediction. The other popular algorithms used are naïve Bayes, random forests, ARIMA
(autoregressive integrated moving average) SVM but on multiple accounts [23, 36] it is found
that ANN works better than classical ML models such as SVM to predict the non-linear and
chaotic nature of stock prices.

[45] have used dimensionality reduction algorithms to extract better features from the
Standard and Poor index. The features have then been provided as input to ANN for predicting
intraday variation for stocks. PCAwith ANNwas found to be the best combination among other
variations. The predictions were accurate to 58% but data loss was considerable. The paper
however has not benchmarked their algorithm against other trading strategies purely based on
technical analysis and algorithms other than dimensionality reduction algorithms. It can be seen
that ML algorithms can’t deconstruct the nonlinear and complex nature of stock markets.

A similar study was done by [36] where they have explored 4 different prediction
algorithms namely SVM, naïve-Bayes classifier, random forests, ANN. The study is perform-
ed on the Indian stock market and its constituents. They have used 10 technical indicators as
their inputs. Instead of modeling features as a continuous variable, they have rather mapped it
into momentum space based upon its previous timestep values. The algorithms achieved
considerable prediction accuracy but the study was meant to predict only the direction of the
move while leaving out the quantification of prices. The study however showcases that
mapping of technical indicators from continuous space to discrete space increased the predic-
tion accuracy considerably.

14156 Multimedia Tools and Applications (2022) 81:14153–14171



[35] have explored an autoencoder-based dimensionality reduction and passed it on to
LSTM neural network. Their area of focus was the Shanghai composite index where they
found their version of the LSTM algorithm to be 58% accurate. The input vectors
consisted of the raw historical price data, volumes, and a few other indicators which
they have mentioned in detail in their study. The study incorporated web crawling to
fetch the data and process it on the go which is the standard practice of modern
sophisticated algorithmic trading software.

[39] have compared 3 architectures and benchmarked them to ARIMA, a linear time
series forecasting model. Their area of focus is the Indian stock market and a few of its
companies. The accuracy of CNN was found to be superior to those of other models.
Their inputs considered a shorter period of 90 mins sliding overlap and the model
would then predict 10 mins in the future. The sliding window approach seems to be in
line with what LSTM does as it also processes last n time steps to predict the future.
Similar results have been obtained by the authors in M et al., 2018 where several
algorithms were applied to the NSE universe and it was found that CNN outperformed
ARIMA.

Arevalo et al., 2016 [2] have used deep neural networks for predicting Apple stock
using 5 layers. The method the authors in Arevalo et al., 2016 [2] employ to trade the
equities is based on the difference in prediction to the actual value which can result in
overtrading. The employed method is tested for a period of 3 months which might not
be indicative of the performance for a longer time duration. The author is able to
showcase the power of deep neural networks over shallow networks with deep net-
works reaching higher accuracies. The shallow networks cannot handle the data well
which might lead them to give inaccurate predictions. With better gradient descent
algorithms, researchers have been able to train deep neural networks quickly over large
datasets.

There have been attempts to establish a correlation between sentiments of the retail
investors and stock prices by the researchers. Nousi and Tjortjis, 2021 have used machine
learning techniques to identify the sentiments in the social media posts and then use it to
predict the market movements. A concrete relation is however not found which might be due
to purchasing power of investing institutions over retailers. The works of [21] have used CNN
in their deep network where they have used 82 inputs to predict 5 major U.S stock market
indices. The inputs include returns for various stocks and commodities. 2D tensor input CNN
performs well over the other methods it is benchmarked against. However, it must be noted
that the stock market is an exchange platform that is governed ultimately by demand and
supply. So, in addition to the trend indicators that authors have used, momentum, strength, and
volatility indicators must be used to make decisions to ensure accuracy and safety against
sudden volatility in opposite directions to our trade. A list of works with the feature extraction
and prediction algorithms can be found in Table 1.

3 Model background

We have used CNN and LSTM layers on top of dense layers in the approach we showcase in
this paper. So, we start by reviewing the concept of CNN and LSTM before we present our
methodology.
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3.1 Convolutional neural network (CNN)

Convolutional neural networks were introduced by LeCun and his colleagues through his
paper in 1995 [26]. A convolutional neural network is mainly used to capture topology
through feature extraction by applying filters to batches of data points. This can be used to
capture the sequential as well as spatial data and therefore it is used extensively in image
processing, speech recognition, time series analysis, etc. A convolutional neural network has
an input layer followed by a convolutional layer, pooling layers, and output layers.

3.1.1 Convolutional layer

A convolutional layer is where the convolution operation is carried out. A convolution
operation is when filters are applied to the data points in a neighborhood and the effect of
that is passed on to the next layer. The filter is simply a matrix that is multiplied with the input
matrix and mainly has 2 characteristics i.e., weights and shape. The weights are learned by the

Table 1 Comprehensive work on prediction algorithm based on feature extractions

References Scope Input features Feature
extraction

Prediction algorithm/s

[22] Australian securities
exchange

Price Data Neural
network

IOWA

[40] NASDAQ Price data, technical
indicators

PCA DNN

[44] Nikkei 225 index Price data RBM RNN-DBN
[30] Tehran stock

exchange
Technical indicators Binary

mapping
Machine learning and deep

learning models
[33] MSCI, United

Kingdom
Price data ANN ANN, LSTM, RF, SVR

[10] Korean stock index Price data AE, PCA,
RBM

ANN, DNN, AR

Yong, Rahim and
Abdullah

Singapore stock
index

Price data DNN DNN

[24] Indian stock market Price data, Technical
indicators

Scaled raw
data

LSTM

Fig. 1 Convolutional operation on input I with (3 × 3) filter K
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model while it is being trained and the shape is the coverage of that filter. An example of
convolution operation is seen in Fig. 1.

3.1.2 Pooling layer

The pooling layer is used to subsample the data. Pooling helps in reducing the dimen-
sions and hence makes computation costs smaller. The pooling gathers the data after the
convolutional layer outputs them and outputs the data according to the type of pooling
chosen.

Pooling also addresses the overfitting problem which is quite prominent in CNN as
a convolutional layer in the state-of-the-art VGG-16 model that has 512 filters. The
number of parameters that are to be trained by the model is huge and hence is very
much likely to overfit. Recent advances in CNN pruning have made the model space
efficient but that is currently restricted to specific hardware only [8]. Pooling only
outputs certain data and ignores the other as all the values inside the pooling window
are reduced to a single value which makes the model less prone to overfitting. An
example of a pooling operation is shown in Fig. 2.

3.1.3 Fully connected layer

The features extracted from CNN are given to dense layers or fully connected layers. The
relation of input to the output of a perceptron in the Multi-layer perceptron (MLP) is

Fig. 2 Modes of the pooling operation
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characterized by the equation

Oj ¼ f
Xn

k¼1
ikj�1W

k
j�1

� �
ð1Þ

In Eq. (1), Oj stands for the output of the jth perceptron in a neural net where function f is an
activation function. The activation function receives input from the previous layer which is a
summation of inputs of (j-1)th layer i multiplied with respective weight W.

3.2 Dropout

Dropout refers to the technique that is mostly used to address the overfitting problem in a
neural network by making the fraction of neurons inactive which forces the model to rely on
only a fraction of neurons to learn effectively. Dropout is characterized by 1 parameter which
is the fraction of inactive neurons in a dense layer. As the neurons might be randomly inactive
in each epoch, the model relies upon the others to train accurately and helps generalize the
model (Srivastava et al., 2014).

3.3 Long short-term memory (LSTM)

LSTM is a type of recurrent neural network that has a feedback loop built in unlike other feed-
forward networks. LSTM can remember the previous state and takes that into account while
making a prediction. This helps in text generation where context is derived from the previous
words and sentence structure and also in sequential data like time series forecasting. LSTM has
4 gates i.e., input gate, forget gate, modulation gate, and output gate which helps the model
process the information from previous states and uses it with current input to get the next state.

3.4 Methodology

We propose a hybrid CNN stacked on top of LSTM and dense layers for predicting the future
prices of the stock market index on NSE: Nifty50. Though optimized for Indian stock markets,
it can be trained on other data as well. In image processing where CNN is broadly used, 3 × 3
and 5 × 5 filters are widely used where spatial variance is needed to be captured across a
rectangular array of pixels. The inputs dimension of the kernel is modified to a size of 1 × 48
to accommodate the input feature set consisting of a total of 48 input features. Each input
feature is represented by a series of variables such as close price, technical indicator values,
commodities, etc. The inputs are fed to a CNN network which extracts the features on daily

Fig. 3 Convolution operation on raw input features across 20 days
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price levels and outputs a tensor which is then passed on to the LSTM network. LSTM takes
an input of previous 20-time steps and tries to predict the next time step of data.

3.5 Data collection and merging

The dataset includes the daily closing price of the Nifty 50 stock market index. In addition to
this, the input variables consist of 32 technical indicators which can be classified into 4

Fig. 4 LSTM visualization

14161Multimedia Tools and Applications (2022) 81:14153–14171



categories i.e., strength indicator, momentum indicator, trend indicator, and volatility indicator.
The other features are drawn by the similarity of the market movements and co-dependencies
of the NIFTY50 index on other commodities and indices. Each sample consists of 48 variables
that are continuous in nature. The sources from which the data is gathered are mentioned in
Table 6. The data is not only bound to the local domain but gathered from domains across the
world. The challenge in modeling around that data is the discontinuity that is present as
markets of Shanghai are closed on Chinese holidays but the Indian markets had continued
trading. The only way to tackle those discontinuities is to merge data on dates with a left join
as nifty is our target dataset and use the backfill method on the missing values. In a total of
2286 entries of our dataset, there were 134 missing values for shanghai markets which was the
highest number amongst all features. Neural networks unlike other rule-based models of ML
are not sensitive to different scales of measurements and hence the data is fed in raw form and
not normalized.

3.6 Model architecture

3.6.1 CNN

As we mentioned above, the input data is given onto a convolutional layer where 1 × 48 filters
are used to capture daily price patterns where N represents the number of features. The
convolutional neural network layer extracts the trends and the information which capture

Fig. 5 Model architecture
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and further the most of variance of the dependent variable. The convolution operation present
in the model can be visualized in Fig. 3.

3.6.2 LSTM

The output data is not pooled to retain the intricate details as well as retain the time
dimension of the input which is 20 days of lag data for our analysis. This is mainly
because LSTM, a specific kind of RNN, performs better on time series analysis models
as compared to other models. Further, the data is passed through multiple layers of
LSTM. This enables the model to understand the basic trend of the market not just based
on the variables used for the modeling for a single instance but also across consecutive
days and incorporate the durational information. Figure 4 represents the LSTM archi-
tecture looping as a basic model element.

3.6.3 Time distributed layers

The output from the LSTM layer is later passed through the Time distributed layer.
TDL is used to maintain the flexibility of multivariate modeling. Currently, for the
discussed experimentations, the goal is to have the prediction based on Nifty, but
keeping in mind the future experimentations, we would like to incorporate the Bank
Nifty index as well. Hence for predicting the direction of Nifty and bank nifty from this
single model time distributed layer can be used in the future as well without much of a
change in the model architecture. Since this would add an additional dimension in the
input data as well, 3D CNN would be used in place of the currently used 2D CNN as
the initial layer for our model. This layer would do a similar task of feature extraction
based on the input features used on an additional dimension as well for Bank Nifty.
The complete model architecture is visualized in Fig. 5.

Table 2 Parameter optimization setting values

Parameters Values

Learning rate 0.0001, 0.0005, 0.001, 0.005, 0.1
Activation function ReLu, Tanh
LSTM layers 1,2,3,4
CNN layers 1,2,3
Number of neurons in the first layer of LSTM and TDL 128,256,512
Number of filters 1,2,4,8…32

Table 3 Training error metrics

Metric Value

Train R-Square 0.989
Train mean absolute error 168.558
Train mean absolute percentage error 0.0234
Train root mean square error 199.076
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3.7 Dataset and parameter optimization

70% of the dataset is used as a training set while the rest 30% is reserved as the test set and is
completely unexposed to the model. Further over the test set, we have also reserved 30% of the
training dataset as a validation split while model training that would help the model to adjust
the weights in a more generalized manner and not overfit on the training period. The model is
trained with minimizing “Mean absolute error” as a metric in focus. The model was trained
iteratively by changing different parameters in the model. The learning rates, activation
functions, number of CNN layers, number of filters, number of LSTM layers, number of
neurons in each layer were experimented with to optimize the model architecture (Fig. 5). The
bold values represent the used values that were found to be optimum for the given model. It
must be noted that changing the number of CNN layers in the model increased the accuracy a
little bit but not significant enough to justify the additional computing cost. Similar was the
case with the number of filters as well. The parameter optimization settings can be seen in
Table 2 and training and testing error metrics can be seen in Tables 3 and 4 respectively.

Table 4 Testing error metrics

Metric Value

Test R-Square 0.943
Test mean absolute error 242.418
Test mean absolute percentage error 0.0310
Test root mean square error 413.902

Fig. 6 Model performance on the training set
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3.8 Results and discussion

The model data is evaluated on the returns the model generates. Stop-losses are accounted into
the trading philosophy as well which is quite a common practice among traders. The stop loss
is set as the average move in percentage in the opposite direction of our trade taken. Stoploss is
day’s low to open when a long trade is suggested by model and day’s high to open when short
trade is suggested. Stoploss is employed to protect the capital against any sudden move which
might not be anticipated by the model.

3.9 Trading methodology

The model suggests the next day’s closing price and the trades are taken accordingly. If the
closing price of the previous day is lower than the predicted value, a long trade is taken and
vice versa. The stop loss is kept at −0.38% of the capital as it is just above the mean value of
price movement in the direction opposite to our trade before moving in the predicted direction.
That means, if at any given time, the trade makes a loss greater than 0.38%, the loss is booked
for the day. When the model predicts the closing price of the next day is going to be higher, the
model invests in that index and doesn’t sell until the close price is predicted to be lower for the

Fig. 7 Model performance on the testing set

Table 5 Metric of errors

Hoseinzade, 2019 [23] Present article

Metrics Train Test Train Test Train Test

F1-score 0.046 0.16 0.009 0.07 0.572 0.578
Accuracy 0.473 0.496 0.382 0.366 0.537 0.531
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next day. Upon selling, the model also creates a fresh short position and follows until closing
price prediction is higher. Our model performance on the training set and test set can be seen
below in Figs. 6 and 7 respectively.

While none of the models discussed so far have introduced a stoploss in their trading
system, the need for capital protection is evident. Looking at the testing performance of the

Table 6 Data description and collection sources

Variable type Source

1 Open Price NSE
2 High Price NSE
3 Low Price NSE
4 Close Price NSE
5 Adjusted Close Price NSE
6 Volume Primitive NSE
7 Trend Technical indicator TA-Lib
8 Wilder’s RSI Technical indicator TA-Lib
9 RSI Technical indicator TA-Lib
10 RSI fast K Technical indicator TA-Lib
11 RSI fast D Technical indicator TA-Lib
12 Exponential RSI Technical indicator TA-Lib
13 MACD Technical indicator TA-Lib
14 MACD sign Technical indicator TA-Lib
15 MACD histogram Technical indicator TA-Lib
16 20 days MA Moving average TA-Lib
17 50 days MA Moving average TA-Lib
18 65 days MA Moving average TA-Lib
19 200 days MA Moving average TA-Lib
20 BB lower band Technical indicator TA-Lib
21 BB middle band Technical indicator TA-Lib
22 BB upper band Technical indicator TA-Lib
23 PPO Technical indicator TA-Lib
24 PPO sign Technical indicator TA-Lib
25 PPO hist Technical indicator TA-Lib
26 MOM Technical indicator TA-Lib
27 ROC Technical indicator TA-Lib
28 20 days EMA Exponential moving average TA-Lib
29 50 days EMA Exponential moving average TA-Lib
30 65 days EMA Exponential moving average TA-Lib
31 200 days EMA Exponential moving average TA-Lib
32 DPO Technical indicator TA-Lib
33 3 months bond yield Dynamic returns Investing.com
34 1-year bond yield Dynamic returns Investing.com
35 5 years bond yield Dynamic returns Investing.com
36 10 years bond yield Dynamic returns Investing.com
37 NASDAQ close Price Yahoo Finance
38 SSE close Price Yahoo Finance
39 Bovespa close Price Yahoo Finance
40 Gold Commodity Yahoo Finance
41 INR to CAD Exchange rate Yahoo Finance
42 INR to CNY Exchange rate Yahoo Finance
43 INR to SGD Exchange rate Yahoo Finance
44 INR to HKD Exchange rate Yahoo Finance
45 INR to AUD Exchange rate Yahoo Finance
46 INR to JPY Exchange rate Yahoo Finance
47 INR to USD Exchange rate Yahoo Finance
48 INR to EUR Exchange rate Yahoo Finance
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model, it is seen that model falsely predicts a major up move between 550 to 600 days. The
move was mostly due to a fiscal stimulus by the government but the model couldn’t
accommodate the information timely.

3.10 Baseline algorithms

As mentioned earlier, the article introduces a novel way of identifying the movement of stock
markets. The model is optimized by various parameter settings as mentioned in Table 2. The
model discussed in the present article is created to predict the closing price of the Nifty 50
index. The algorithms that use CNN architecture to predict the direction of the markets have
categorical target variables while the model in this article has a continuous target variable. The
models used in [21, 23] have been used to benchmark the model. To tackle the issue of
prediction variables, our model predictions are also turned into categorical variables by the
methodology discussed in the article of [21].

Target variable ¼
1;Ctþ1 > Ct

0; else:

8<
:

Ct

Close price on tthday

The models were trained with the optimization parameters given in the respective articles.
The accuracy of our model was found to be superior. The metrics for train and test for
mentioned papers can be found in Table 5.

The classification accuracy of our model that is meant to be a continuous variable
prediction model is better than our baseline benchmark. The model has a better recall and
precision which is evident by the f1 score metric presented above. In the case of [23], this is
because technical indicators only provide the possibility of a possible reversal. The markets
don’t react to the technical indicators but it is the other way around. Prices move solely due to
supply and demand which is created due to behavioral traits and reactions to a certain price
point of the stock. As the price fluctuates, the technical indicators fluctuate with them. Hence a
model which is relying on technical indicators maybe lagging due to the nature of input. [21]
have included a richer variable set but the LSTMmodel that is essential for capturing the trend
is absent in their model architecture. LSTM model looks at 20 days data and understands the
pattern before predicting the output. As CNN looks at the numbers as a static image, the

Table 7 List of input features

Abbreviation Full form

RSI Relative strength index
MACD Moving average convergence divergence
BB Bollinger band
PPO Percentage price oscillator
MOM Momentum
ROC Rate of change
DPO Detrended price oscillator
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outputs will be same if numbers are identical even in a bull trend and in a bear trend. LSTM
model on top of a CNN model eliminates this issue and hence makes the model smarter. The
addition of a sophisticated feature extraction model to a pattern recognition model with a rich
and diverse feature set makes the model robust (Tables 6 and 7).

3.11 Returns

The model is also benchmarked against traditional buy and hold across 10 years of
trading in the Nifty-50 index. The traditional buy and hold method generates a 107%
return from 11th may 2011 to 11th September 2020 while our model with stop-losses
generates 342% return in the same period. The model offers a far better return in
comparison to the passive buy-and-hold strategy.

3.12 Challenges and future scope

The model we have presented is a predictive model which doesn’t take into account economic
events, policy changes, and overall perception of the investors which can affect the model [6].
The market discounts the information instantly while the model takes in that information at the
end of the day in terms of prices and other features. This can be the scope of future work where
the model learns to react to events and change its trades accordingly. All the above-discussed
approaches work only when the market is deprived of any external noise. Noise may be a
sudden surge of cash flows and liquidity or any other news. As the markets are not always
rational and efficient, there cannot be a precise time when the stock is about to make move.
Consumer behavior, unpredictable events like the pandemic can sway the market without any
logic as it is upon the consumers who buy and sell equities. Hence it becomes essential that our
model doesn’t always rely on the raw prices and lagging features but also takes account of
happenings and adjust accordingly. The limitation of the model imposed by this randomness
requires us to not predict prices at every second but rather predict over a coarse daily timeframe.

Another challenge that the model might face is that the model is assuming a fixed sum of
money present in themarket but themarkets are subject to constant injections and stimulus from
foreign funds without any concrete reason for buying. The efficient market theory might fail in
such cases and the model must take into account the cash flows at every point [32].While major
money injections can still be accounted for, cash flows from active interests from retailers and
individual investors are very complex to model as they have no concrete data collection.

Another challenge that the model faces is data collection as the model has many input
parameters and most of them have time zone differences or can be closed for trading on certain
days. Even though while training the model, we have applied the backfill method to get rid of the
missing values, this still would give an error in prediction in live trading. The future work calls
for tackling above mentioned problems, demands further investigation in a reactive model on top
of a predictive model and alternate data gathering models based on similarity of input features.

4 Conclusion

It is certainly a difficult task for creating a predictive analysis model on a noisy and non-linear
dataset like the stock market. This study attempted to predict the closing prices for the next day
of the Nifty 50 index with the help of deep learning architectures. A rich variable set which
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includes technical indicators, price of commodities, price data of foreign markets along with
raw price data of target market was used as a source of information to train a CNN-LSTM
model for a continuous variable prediction. A 20-day data array was given along with 48 input
features to CNN which extracted high-level features and fed them to an LSTM network. The
model performed well over a large dataset with reasonable accuracies which suggests that the
model could generalize well. The mean absolute percentage error in training was found to be
2.3% over 7 years of training data and the mean absolute percentage error in testing was 3.1%
over 3 years of testing data. The suggested framework was also benchmarked against two
similar studies and it was found to be superior. CNN-LSTM approach shows a huge gain on
returns over the traditional buy and hold method which gave 107% return over 10 years while
our approach provided 342% additional returns with stop-losses included. Quantification of
the prediction values, which is the target variable of our model, can help traders identify the
trade setup, especially with the options derivatives. A better prediction model can be obtained
if more granular data is available but the inherent randomness of events across the world would
still give errors to the model. The main purpose of this paper was to predict the movements of
the market to maximize the returns by using deep learning methods. The model can be further
converted to a sophisticated trading setup upon which a computer actively trades based on
model predictions.
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