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Abstract
Printing technology has evolved through the past centuries due to technological progress. 
Within Digital Humanities, images are playing a more prominent role in research. For mass 
analysis of digitized historical images, bias can be introduced in various ways. One of them 
is the printing technology originally used. The classification of images to their printing 
technology e.g. woodcut, copper engraving, or lithography requires highly skilled experts. 
We have developed a deep learning classification system that achieves very good results. 
This paper explains the challenges of digitized collections for this task. To overcome them 
and to achieve good performance, shallow networks and appropriate sampling strategies 
needed to be combined. We also show how class activation maps (CAM) can be used to 
analyze the results.

Keywords Printing type classification · Historical image processing · Shallow CNN · Deep 
learning in digital humanities

1 Introduction

Digital Humanities research is focusing on enriching scholarship in Humanities and Cul-
tural studies by employing digital methods for collecting, preserving, and analyzing arti-
facts. The paradigm Distant Reading [34] includes a mass analysis of literary and other 
text and has proven to be especially productive. Text Mining by software tools supports the 
analysis of written texts and is at the same time questioning the limits of the appropriate-
ness of Artificial Intelligence as a method for supporting knowledge creation processes for 
humanists.
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Since the Iconic Turn, research with images and visual material has itself established 
within the Humanities beyond the classic image sciences like art history. For Digital 
Humanities, the development of appropriate tools and methods for Distant Viewing, 
which stands for the automatic analysis of large amounts of objects and visual data (also 
considering architecture and movies) with AI algorithms is still an emerging research 
field. Automatic processing of large amounts of image data is still limited in the Digital 
Humanities. On the other hand, there are large collections of digitalized books available 
which can support research in cultural studies.

The printing technology for books has changed significantly over time. This has 
been the case in particular during the nineteenth century [35]. The rapid technological 
advancement during this time has greatly impacted product production. On one hand, 
more advanced technology allowed the inclusion of more images in the books. Also, 
these became much more elaborated and fine-grained compared to the techniques used 
in the early nineteenth century. While woodcut printing did often not work much on 
the background, more advanced printing devices changed the style. On the other hand, 
harder materials were able to be used and the utilization of much less complicated tech-
nologies enabled mass production. In particular, lithography allowed mass production 
which led to a new book market.

This shows that the study of artistic tradition requires the inclusion and consideration 
of printing technology. Otherwise, one might find relations or trends which are mainly 
related to the technology used. It is a desideratum in Digital Humanities and Art History 
to have a reliable classifier available for all printing technologies. However, it is a great 
challenge to identify printing techniques for illustrations from historical books. Even for 
domain experts, this task is far from trivial and often requires a detailed inspection. The 
information about the printing technology used is often not available in libraries and 
archives. The user cannot access how the book was printed in the meta data even if the 
book has been digitized and its data is openly available.

Therefore, we developed a system for solving this task with modern computer vision 
systems.

The paper and our research approach are structured as follows. After an overview 
of the task and related research, we present the data collection which was used. After 
that, data preprocessing methods applied to historic printed images are discussed. Sub-
sequently, sampling strategies are presented. For the classification task, deep models are 
applied and optimized. The results are presented subsequently. Finally, a visualization 
technique is employed to analyze the outcomes for some examples of images. This helps 
the domain experts to observe the regions which were highly important for the decision 
process of the neural network.

This research represents the following contributions:

• To our best knowledge, this is the first approach to successfully tackle the challenge 
of printing technology for historical images. We claim that the task needs to utilize 
micro-level features which makes is different from the model development trend in 
Computer Vision.

• We present optimal settings to resolve the task which includes the proposed shallow 
architecture (SPCNN), pre-processing techniques and an appropriate sampling strat-
egy.

• We show that shallow networks deliver superior performance for this task when com-
pared to deeper networks. This shows that the decisive patterns the printing technology 
are more at the micro-level.
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• A visualization based on CAM (class activation map) shows that regions within images 
for decision making are often outside the content-rich areas. This seems to be similar to 
human decision making for this task.

1.1  Printing Technology and its Development

The invention of Gutenberg around the year 1450 and the invention of offset printing mark 
major disruptive moments in the history of technology for knowledge distribution [2]. 
However, also in between the printing press underwent technological advancement. We 
briefly sketch some relevant milestones for printing images.

The woodcut is the oldest image printing technique and has been used already before 
the printing press was invented. It represents a relief technique in which the image is drawn 
on wood and the parts which should not receive ink are carved out. The elevated parts 
receive color and allow the transfer of the ink to the image on paper. The technique which 
is also called xylography relied on cheap material which could easily be carved. However, 
the woodcut was rather soft and the print quickly lost quality after many copies.

Wood engraving represents an intaglio technique in which the ink flows into the carved 
or deep parts of a material. It became highly popular in the arts after 1500. Another intag-
lio technique is the copper engraving which used the relatively soft material copper for 
carving out. It has been the technique of choice for most book illustrations until the begin-
ning of the nineteenth century [51].

The arrival of lithography revolutionized printing in the nineteenth century. It enabled 
print with stones which were much harder than the previously used materials. Thus, lithog-
raphy enabled mass production since the quality of the print did not deteriorate after many 
prints [1]. Lithography is based on the mutual repulsion of water and oil. After painting an 
image with oil-based colors, the acidified liquid is applied and penetrated the pores of the 
stone or later metal. This layer does not allow the original image to accept the printing ink 
during the final printing process.

Many collections of historic books have meanwhile been digitized in cultural institu-
tions, However, metadata about the printing technique in library catalogs are typically not 
reliable. Often different technologies were used within one book. The cover and iconic 
parts in the first pages were printed more elaborately than images within the book. The 
identification of the correct technology is an expert task that requires experience and is 
hard to carry out with only the digital copies available. Therefore, support systems that 
label images correctly, should be developed in order to facilitate the research by scholars in 
the digital humanities.

2  State of the Art

In the last years, considerable progress has been made in image processing, especially 
through approaches of so-called Deep Learning. These data-driven methods have per-
formed well for many tasks and have often replaced traditional image processing based e.g. 
on color and shape analysis [7]. These algorithms learn aspects of the pictures that need 
to be analyzed for the best results. Such feature learning is typical for deep learning. An 
importantsystem is the Convolutional Neural Network (CNN [26]) which combines many 
simple neurons as processors into elaborated architectures of layers. A basic CNN is com-
posed of recurring sets of layers which include convolution, pooling layers, and non-linear 
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activation functions. A CNN first combines pixels locally and by working through many 
layers, more complex features can be extracted [43]. Based on the features, diverse classifi-
cation tasks can be learned by these neural networks for image processing.

The remainder of this section is structured as follows. First, issues of deep learning clas-
sification which are relevant for our application are discussed. Then, prominent examples 
of image classification within Digital Humanities are presented. The last section presents 
some work which leads into the direction of classifying printing technology. This includes 
one previous publication and some similar work in the domain of low level feature identifi-
cation using deep learning models.

2.1  Deep Models for Image Classification

Since the initial CNN models (e.g. [26]), systems have increased in complexity and in par-
ticular in size. The models with few convolutional layers and heterogeneous filters, often 
in parallel structures have shown significant improvements over the traditional image pro-
cessing methods (AlexNet [24], VGG [41], GoogLeNet [46]). These early models have 
seen further enhancements by adopting deeper architectures containing 100 layers or more 
[14]. However, the deeper models typically suffered from the vanishing gradient problem. 
This was elevated by ResNet [14] and DenseNet [17] which have introduced residual and 
dense connections, respectively. The application of these types of connections has shown 
improvements in the classification performance. Nevertheless, the advantages of adding 
more layers and making the model deeper require a better understanding of the systems. 
Although using deeper structures and bigger models often shows better performance, the 
accuracy gains are often not substantial [48]. The effect is claimed to be minimal, while the 
details and parameters of models seem to have more influence on the robustness of models 
[45].

Despite the success of deep architectures, numerous shallow networks have been pro-
posed over the last years. The general motivation of using shallow networks is to reduce 
the time consumed during model training while keeping the accuracy similar to that of 
deep architectures. Also, they are used for avoiding the overfitting problem which particu-
larly occurs when utilizing a limited amount of data [29]. A study [12] reports the par-
tial success of shallow network applications on few different image datasets. The model 
architectures that contain only one or two convolutional layers were utilized. The relative 
success was shown on SAT, Brazilian Coffee, and MNIST datasets but for CIFAR and UC 
Merced Land Use the results were comparatively less. The shown success was assumed to 
be from the common intraclass low-level features such as color or shape. This study is fur-
ther extended by Lei et al. [28] who showed a successful application of shallow networks 
on MNIST by comparing them to deep architectures. Similar effects were shown for the 
F-MNIST dataset [13]. Li et al. [29] report the successful application of shallow networks 
for six apple types classification task. Lower-level features such as color, shape contour, 
and surface texture were considered to be more discriminative than the higher-level seman-
tic features for this task.

The study by Hossain et  al. [16] highlights the inefficiency of deep architectures and 
proposed a greedy algorithm to find the optimal width and number of layers in the CNN. 
These studies commonly claim that using an excessive number of convolutional layers is 
not efficient. Instead they argue that finding the optimal number of layers and number of 
filters leads to better efficiency and often performance.
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Research by Tan et  al. [48] reports that the classification performance is dependent 
on all types of CNN model scaling configurations. These relate to finding optimal depth, 
width, and image resolution coefficient values. The study shows the efficiency and per-
formance improvements when all the values are correctly adjusted (i.e. compound scal-
ing). This is shown using the eight variants of the proposed EfficientNet architecture which 
is constructed by the AutoML. The variants contain scaled model architectures which are 
referred to as EfficientNetB0 to EfficientNetB7, where B0 contains the smallest and B7 
the largest number of parameters. Using these variants, they show similar performance 
achievements to the other models in their experimental group using the significantly 
smaller amount of parameters. Also, they were able to obtain an improved domain trans-
fer performance. Furthermore, they showed that their compound scaling strategy works 
well when applied to other former mainstream model architectures such as ResNet [14], 
Inception-V4 [47], etc. However, these experiments were all performed using datasets 
which contains photographs (e.g. ImageNet [8]). Even the reported domain transfer results 
are limited to applying the ImageNet-based pretrained models to other photographs data-
sets. The coefficient values need careful adjustments when applied to tasks in the Digital 
Humanities.

The composition of the convolutional layers and the choice of various filters are known 
to play a vital role in extracting relevant features that critically contribute to the model’s 
performance. The complex features including both detailed and high-level abstractions are 
learned by these choices. The nature of convolutional layers induces the increased recep-
tive fields which in turn produce varied levels of feature abstractions. These levels and 
the type of features vary depending on the depth, width, input resolution, and selection of 
hyperparameters [48]. Such characteristics are well utilized in some applications e.g. for 
style transfer [11] and domain adaptation [53]. However, it remains a challenge to foresee 
and fully anticipate the outcome of the features derived from the deep model architectures. 
These limitations lead to various challenges especially in the attempts to solve new types of 
problems as in the work presented here. For example, the effect of using pretrained models 
for printing technology classification has not been studied nor has the effect of different 
compositions and settings as in [48].

More recent research [10, 37, 50] makes use of transformers [52] which originate from 
Natural Language Processing (NLP). Although they are claimed to exhibit better robust-
ness and generalization than the CNNs, they typically require massive amounts of data for 
training [10] which makes the application infeasible in the present work.

2.2  Applications of image processing in Digital Humanities

Most of the large-scale research in image processing is currently being carried out for pho-
tographs. Such collections differ greatly from the non-realistic drawings and illustrations 
which can often be found in arts and historic Digital Humanities (DH) projects. It is neces-
sary to investigate how methods like CNNs can be optimized for such tasks.

The work on image analysis in DH can be categorized in the following classes:

• Visualization approaches
• Detailed analysis of small sets of images
• Search systems, often based on similarity
• Classification systems for large amounts of images
• Analysis systems for identifying trends or other patterns
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In this short overview, we will focus on classification tasks and tasks which extract 
basic features of books or images. The analysis of the page is a typical task. One line of 
research is focused on identifying the positions of text and image blocks within a page. The 
HBA data challenge for old books intends to improve algorithms for this task at the pixel 
level [32]. The best system has achieved an F-value of 50%. No deep learning models were 
applied. Challenges are the heterogeneous formats and genres. A study for the layout analy-
sis of historical newspapers has been conducted which achieved very good results e.g. [27]. 
One study explores visual trends in newspapers and models them as a multimodal con-
struct consisting of text and images. The similarity of images is also explored [54]. Further 
basic operations of visual analysis of book data include OCR e.g. [36].

Since classification with clear classes is a typical task for computer science, optimiza-
tion of deep learning algorithms has been explored for this topic [55] and even bench-
marks have been developed [44]. For example, Sandoval [39] has applied a 2-stage learn-
ing process.

The identification of objects within images or illustrations can be seen as a subset of this 
task [6]. A thorough analysis of object detection systems for a collection very similar to 
the one processed in our work, the differences in the recognition rate were extremely large 
[33]. This shows the influence of the style and state of the book. Humans are most often 
recognized in our collection [21].

A detailed analysis has many facets in the DH and explores different features. An analy-
sis is carried out of the visual features of the furniture and its relation to metadata in an 
ontology [9]. Gesture and posture analysis within figures in art has been explored by [19]. 
However, one needs to consider that concepts in DH are not always clearly defined but 
fuzzy. Classification approaches are aiming at such high-level concepts like an art period 
[38] or aesthetic concepts [4].

2.3  Printing Technology Recognition and Related tasks

Previously, there are no experiments large-scale analyses of printing technology in historic 
print. In one study, an experiment for the two classes Lithography and Woodcut was con-
ducted. The Inception Network architecture was applied with different filter sizes. No sat-
isfying performance was achieved and only 63% of images in the balanced dataset were 
correctly classified [18].

This shows that is a need for better understanding and solving the task of identifying the 
printing technology.

The identification of modern printers based on images has been the subject of study. 
Traditional processing is based e.g. on the frequency domain. The task was to classify pho-
tocopiers, ink printers, and laser printers. Results show that more than 90% of the images 
are correctly identified [40].

For a similar task of classifying several printers based on the image on the paper, large 
data sets are available. With CNNs, a classification accuracy of 98% can be reached [20].

The work that seems to be most similar to the classification of historical printing tech-
nologies is research in the area of texture recognition and analysis of fraud detection.

Some authors manage to classify material from visual data. The materials are differ-
ent types of plastic. The algorithm learns the typical texture structure of each material 
based on magnified data. For a material classification task, narrow structures for a CNN 
were used. There has also been work towards applying deep networks and transfer learning 
for material classification. Cimpoi and colleagues conducted material classification with 
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deeper structure and transfer learning [5]. Some authors achieved very successful results 
showing an accuracy of 99 to 99.9 percent with a specially constructed dataset i.e. CUReT. 
Other work on fraud detection has been published before the dissemination of deep learn-
ing models [25].

2.4  Dataset of Digitized Book Images

Libraries have been digitizing books and images in many projects. However, the support 
for mass analysis is often limited. Research infrastructures like DARIAH contain a variety 
of methods of digital text analysis. However, so far these research environments do not yet 
reflect the growing importance of visual information. Standards like the Open Archives 
Initiative (OAI) have led to tools for mass download of images and digitized books. How-
ever, there are still barriers to studies of printing technology.

For an analysis of the printing technology, it is necessary to have access to ground truth. 
Not for all collections, this metadata is available [15]. If it has been assigned, it is often 
not given in a consistent way, in a consistent field or it is not exported for mass download. 
Finding experts for labeling is hard and expensive. We considered two collections for our 
experiments which are well curated and to which we got access.

A big portion of the data is provided by Pictura Paedagogica Online (PPO) of the BBF 
in Berlin which contains a total of over 70,000 images mainly from the nineteenth century. 
The goal of the PPO collection is to provide access to images related to education [23]. The 
entire collection includes not only book illustrations but also postcards and photographs on 
various subjects. (opac.bbf.dipf.de/virtuellesbildarchiv).

The second data set is retrieved from an open illustration catalog called ‘Old book illus-
trations’. It contains nearly 4,000 illustrations from the eighteenth and nineteenth centuries. 
It is important to note that these illustrations are not provided by a single organization or 
an institute, rather they are gathered from different sources and published under this label 
(www. oldbo okill ustra tions. com).

Image collections from digitized books are very heterogeneous which poses challenges 
for image processing. Due to funding issues, digitalization is not a fully planned process 
but within libraries worldwide it takes place over decades and different external companies 
work on it. The technology used for digitalization improves over the years. As a result, 
many different levels of quality and resolution are used. Moreover, the quality of paper that 
is scanned is not in identical conditions across books. Also, the original datasets contain 
much background noise which causes problems for some algorithms.

3  Method and Processing

This central section shows how deep learning systems were adapted to the task of identify-
ing printing technology. After prior experiments with traditional image processing methods 
like frequency domain analysis, deep learning has shown to the most promising technology 
for the task. To perform a fully supervised classification using deep models, instance pairs 
of both illustration and its respective annotation are necessary. Furthermore, an adequate 
number of instances belonging to each class are required. However, not all images from the 
two databases contain information on printing techniques.

As mentioned it is often difficult even for domain experts in a historic print to correctly 
identify the technology. Also, the labels are very heterogeneous with some having a very 
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small number of instances. Hence, only the data that contained a sufficient number of 
annotations and fulfills the minimum number of instances were selected and included in 
subset A. This subset contains three classes which are Woodcut, Wood engraving, and Cop-
per engraving. The general statistics of subset A are shown in Fig. 1. Overall, the dataset 
contains 7,578 images.

3.1  Outlier Treatment

Outliers appearing in a dataset can greatly decrease the generalization capabilities of 
machine learning models especially when the data size is limited. They need to be pro-
cessed to ease the convergence during the training process. Some outliers are removed 
from subset A and others are processed by applying noise removal. In our case, mainly 
three types of outliers are considered.

One type of outlier comes from the unique characteristics of the historical documents. 
Some illustrations do not contain enough information typically for printing type classifica-
tion. The differences between the techniques are anticipated to be found in regions where 
the ink is painted. However, illustrations with keywords such as geometry, mathematics, 
etc. often contain small printed areas that cover less than 10% of the entire image size. The 
majority of these image pixels are filled with background noise rather than relevant parts 
that could be used during training. These are removed from subset A.

In addition to the noises, the illustrations from the same book tend to show stylistic 
and aesthetical similarities but they are often very different from those in other books. 
These resemblances and dissimilarities can be observed in low-level patterns. Those from 
the same book share similar noise distribution while those among the different books 
show very different patterns. An example is shown in Fig. 2. The four illustrations on the 
left denoted with `ad00289_02’ and the other four placed on the right by `ad00341’ are 
included in the same book. The images on the left commonly contain a yellowish back-
ground whereas the other four are in white. Such forms of similarities and differences 

Fig. 1  Statistics of Subset A
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greatly influence the training process. The noise removal strategy mentioned in Sect. 3.3 is 
applied to remedy the tendencies to learn the book-specific background noises.

As our data collections contain highly diverse genres of books, some non-fiction books, 
for instance, contain many more images than other types of books. The books which con-
tain a large number of illustrations can make the model generalize on the book-specific 
rather than relevant features for classification. A uniform amount of images from each book 
need to be used to avoid such biased training. Hence, two training subsets are constructed.

The first training subset is data A ( D
a
).

This set is constructed by randomly selecting up to ten images from each book. The 
intention is to reduce the data imbalance as the number of images contained in some books 
greatly differs from the others. The second dataset is data B ( D

b
 ) which is formed by ran-

domly selecting up to five images from each book. The collected amount of data is rela-
tively smaller than D

a
 . The main intention for extracting a reduced number of images from 

each book is to limit the effect of book features and closely balance the data on the book 
level.

The test data is formed based on different criteria. As it is meant to be used for model 
performance evaluation, the image uniformity for each book is disregarded. Instead, bal-
ancing the class instances is considered more important. Thus, the balanced data which 
contains 50 instances for each class is constructed. The same test set is used for evaluating 
both training sets. General statistics of D

a
 , D

b
 , and the test data are shown in Fig. 3.

3.2  Dealing with imbalanced classes

The data imbalance [42] is a typically known problem that limits the model’s ability to 
generalize. It degrades the training ability of the models by overtraining a specific class. 
However, the random selection performed on both D

a
 and D

b
 incurs the class imbal-

anced datasets. This is remedied by adopting sampling strategies. The present work 
experiments the effect of the two well-known sampling methods which are undersam-
pling [42] and weighted random sampling (https:// pytor ch. org/ docs/ stable/ data. html# 

Fig. 2  Image samples of two different books in the woodcut class
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torch. utils. data. Weigh tedRa ndomS ampler). Furthermore, the epoch-wise undersampling 
method is proposed and compared with the others.

The undersampling (US) refers to a method that attempts to establish a balanced 
dataset by uniformly setting the minimum amount of data instances for each class. The 
minimum is determined by the number of images of the smallest class. This method 
results in removing a substantial amount of data as the instances of the other classes are 
forced to be discarded. The weighted random sampling (WRS) involves a random image 
selection during the model training. All batches become balanced by selecting an even 
number of images per class for every batch. Similar to undersampling, it some training 
instances might never be selected in this probabilistic process based on the configured 
weights.

Epoch-wise undersampling (EUS) is our proposed sampling method that intends 
to utilize the entire training data. The process during EUS is shown in Fig.  4 and is 
described in the following:

1. Each class in the data is divided into subsets where each takes up as much as the number 
of instances in the smallest class. For instance, the data containing 10 wood engravings, 
30 woodcuts, and 50 copper engravings would produce a total of 9 subsets. The subset of 
the smallest class, i.e. wood engraving, is formed using all instances. A total of 3 subsets 
is created for the woodcut class where each subset takes up 10 instances. Likewise, a 
total of 5 subsets is created for the copper class.

Fig. 3  Statistics of data set A and data set B 

Fig. 4  Sampling strategies: undersampling and epoch-wise undersampling 
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2. The least common multiple L is computed using the number of subsets of all classes. 
In the same example L would be equivalent to 15, i.e. L = 15 (1 wood engravings × 3 
woodcuts × 5 copper engravings).

3. The balanced training set is constructed which contains a total of L training instance 
sets. This is achieved by selecting one subset per class to form one training instance set 
over L iterations. Each training instance contains three subsets that are extracted from 
each class. Using the same example, the same subset will be selected 15 times for wood 
engravings. Similarly, each subset in woodcuts is selected but this is repeated five times. 
Likewise, each subset is selected and repeated three times for copper engravings.

4. The dataset containing L number of training instance sets is shuffled.
5. In each epoch of the training process, one training instance set is selected and used for 

training.
6. Steps 4 and 5 are repeated until the desired number of epochs is reached.

This procedure described that ensures the utilization of the entire training data without 
losing any image. This is the main difference between the epoch-wise undersampling and 
other mentioned methods which select images based on a probabilistic basis Fig. 4.

3.3  Preprocessing Methods

It is much more challenging to classify the printing technology from the digitized than 
from physical material. The human experts often require the unique tangible marks made 
by the pressing machines to examine. The visual inspection often needs very detailed and 
close observation. Specific and discriminative features valuable for distinguishing between 
the techniques are known to lie in regions with small objects of an image specifically 
where ink is imprinted.. The width, shape, and patterns of the lines are considered as the 
key distinctive features. To make the shallow network focus only on these feature types, we 
claim that it is critical to remove and clean the background noises that are typically seen in 
digitized historical documents.

The typical noise which is aimed for removal is regarded to be caused by the deterio-
rated paper quality of the historical books. Such type of noises tends to be present on a 
low level and they are assumed to affect the classification performances. Thus, the simple 
preprocessing technique to remove such noise type is applied and the effect is analyzed 
through the experiments. Methods such as Canny and Non-local Means Denoising [3] are 
not considered because they are known to transform pixel values. Instead, a particular and 
straightforward denoising method is applied (see Figs. 5 and 6) which intends to preserve 
details. In particular, the lamination of ink and line thickness which are considered impor-
tant clues for printing technology identification can be preserved better < .

The applied noise removal preprocessing can be considered as a normalization tech-
nique and is described in the following:

• Values of an original image are transformed using the symmetric transformation func-
tion T(x). The transformation is based on the condition R(x) where the values lower 
than threshold � are replaced by 0.

• The threshold � is chosen based on the mean pixel value of the image. A higher thresh-
old is applied if the image contains higher pixel values. In particular, if the mean value 
is greater than 128, � = 80 otherwise � = 60.
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To be specific, we apply a symmetric transformation to each image. It is defined as 
max(I) + min(I) − x,∀x ∈ I ( I : each image) which converts high values to low values 
using the average of the maximum and minimum values of each image (see Fig.  6). 
Some transformed values are then eliminated if they are lower than the threshold � . To 
maximize the removal effect while trying to retain the important clues for classifica-
tion, the value of � is determined based on the number of lines and ink marks present 
in the image. If the majority of image regions are covered with ink which will be repre-
sented with the high mean pixel value, the greater threshold of � = 80 is applied. This is 
the case when the represented mean value is greater than 128. If the majority of image 
regions are empty, i.e. the mean value lower than 128, � = 60 is applied.

The experiments to examine the effect of preprocessing application will be conducted 
using two datasets. The first data is referred to as D1 which is the image set with the 

Fig. 5  An example for a transformation using the proposed noise removal method

Fig. 6  Preprocessing formulas applied for an example image
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original RGB. The second data set is referred to as D2. It contains the images from D1 
after the preprocessing method described.

3.4  Proposed model architecture

The present work intends to show the effect of using shallow CNN architecture for printing 
techniques classification. The designed model architecture is a Shallow and Parallel CNN 
(SPCNN). The architecture is shown in Fig. 7. It consists of two shallow networks each 
containing three convolutional layers, global average pooling (GAP), and two fully con-
nected layers (FC).

The number of convolutional layers is chosen after a series of empirical research. The 
intuition behind having the network shallow is to make the model focus on narrow regions 
with small receptive fields. This is similar to what has been reported by Li et al. [29]. The 
early layers of the CNNs typically are known to pick up the simple patterns on a very lim-
ited area [31]. This is to mimic the human experts who use specific regions to differentiate 
the techniques.

The parallel part of the model is designed to capture the fine-grained features insus-
ceptible to the various scan resolution. As opposed to GoogLeNet [46] and Efficient [48], 
(1 × 1) convolutional layers and constant filter size are not being utilized. Instead, various 
filter sizes are used which are set empirically. Note that the input size is set to 80 × 80. 
Although bigger image size and resolution are known to affect the performance, it is found 
to be insignificant for this particular classification from the experiments using different 
input sizes ranging from 30 × 30 to 300 × 300. The width in all the convolutional layers is 
constantly set to 128. We apply the padding method without any pooling layers. The filter 
size in each convolutional layer is selected based on empirical search.

3.5  Training configurations

All models including the proposed SPCNN model and other models used for comparative 
analyses (see Sect. 4) are trained from scratch using the Pytorch framework. The proposed 
model is trained using the cross-entropy loss function and Adam optimizer [22] with a 
learning rate of 0.0001. The mini-batch mode is used to decrease the computation over-
load. The size is set to 30. The other models were trained using the same configurations. 
However, the number of epochs was determined based on the optimal convergence level of 

Fig. 7  Shallow and Parallel CNN architecture (SPCNN)
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each model architecture. ResNet and EfficientNet were trained for 50 epochs. AlexNet and 
SPCNN were trained for 300 epochs.

To prevent overfitting or underfitting, several data augmentation methods were applied. 
These include random horizontal flip, random rotation, and color transformation which are 
available in the Pytorch framework.

4  Results

This section presents the printing type classification results using SPCNN. The results are 
compared with other model architectures to show the benefit of using the shallow network 
architecture. Further analyses show the effect of using different sampling methods, pre-
processing, and data size. Finally, the regions of images which the model focused on for 
deciding the class are visualized.

4.1  Architecture comparison

Various model architectures were compared to the performance of SPCNN. These include 
AlexNet, ResNet 18, ResNet 34, EfficientNet B0, B3, and B5. AlexNet is one of the early 
models which is rather shallow compared to the other model architectures. It contains 5 
convolutional layers and three FC layers. ResNet18 and ResNet34 are deeper architectures 
containing 18 and 34 convolutional layers, respectively. EfficientNet variants comprise dif-
ferent numbers of layers. The base model B0 is the smallest one and contains 17 layers. B3 
and B5 are the scaled models from B0 using the optimal scaling values found by AutoML.

The experiment results using D
a
 are presented in Table 1. The rows represent the per-

formances of each model type. The columns show the results on a twofold basis. One is 
the sampling method type and another is whether preprocessing mentioned in Sect. 3.3 is 
applied (D2) or not (D1). Note that the same test data mentioned in Sect. 3.2 is used for all 
experiments.

The best overall performance is achieved by SPCNN regardless of the type of sam-
pling method or preprocessing. This indicates that this shallow architecture is much more 
suitable and robust for printing type classification compared to the other deeper architec-
tures. It also reveals that the relevant features are captured on lower levels. Furthermore, 

Table 1  Model performances 
using  Da

US: undersampling, EUS: epoch-wise undersampling, WRS: weighted 
random sampling
D1: data without preprocessing D2: preprocessed image data

Sampling US EUS WRS

Model/Input D1 D2 D1 D2 D1 D2
AlexNet 60.7% 63.3% 65.3% 65.3% 64.0% 63.3%
ResNet18 61.3% 60.7% 65.3% 62.7% 64.7% 66.7%
ResNet34 64.0% 60.7% 63.3% 66.0% 65.3% 66.7%
EfficientNetB0 78.0% 76.7% 76.0% 78.0% 76.7% 76.0%
EfficientNetB3 77.3% 78.0% 76.7% 79.3% 76.7% 76.7%
EfficientNetB5 73.3% 75.3% 75.3% 75.3% 78.7% 76.7%
SPCNN 80.7% 79.3% 78.7% 82.0% 82.0% 78.7%
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the results indicate that depth is not only the factor that contributes to better performance. 
The decreased performance is often observed for ResNet34 when compared to AlexNet or 
ResNet18. Also, variants of EfficientNet which considered width, depth, and image reso-
lution for its structural design perform significantly better than AlexNet, ResNet18, and 
ResNet34. In this context, we argue that a parallel network equipped with filters of variable 
size is an adequate model architecture for our task and that it captures discriminative fea-
tures that are insusceptible to the resolution and image size.

The performances of the models seem to be greatly affected by the training data types 
used and the sampling methods applied. However, no common tendencies are identified. A 
few model architectures present better performance when data without preprocessing (D1) 
is used and the US or EUS is applied. However, the same architecture works better when 
D2 is used with WRS. For example, ResNet18 shows higher accuracy results when US and 
EUS are applied to D1 but reversed phenomena are observed when WRS is applied. Such 
results are likely to be a result of the interrelation of data and model size which is closely 
related to overfitting, underfitting, and model complexity. Also, it could be caused by inten-
sive preprocessing which may have removed or altered the discriminative features from the 
images.

4.2  Sampling methods comparison

The strength of using well planned sampling methods for SPCNN is presented in Table 2. 
The random sampling results are added to the table to highlight the importance of using 
balanced data. The usage of the US, EUS, and WRS methods show substantial perfor-
mance improvement compared to the random sampling method. The difference is up to 40 
percent.

Regarding the effect of data preprocessing, all sampling methods except for EUS pre-
sent better performance when D1 is used. This is related to the way EUS works. EUS guar-
antees that the model can learn from the entire training data. On the contrary, the other 
sampling methods allow that the model is not shown some training samples as they are 
based on probabilistic sampling. Note that the portion of outliers contained in D1 is much 
higher than in D2. EUC exposes our model to all images which includes outliers contained 
in D1.

4.3  Relation to dataset size

To inspect the interrelation of the data size and the model architectures, additional experi-
ments were conducted using D

b
 which is relatively smaller than D

a
 . Since the main focus 

is to find the effect of using less well balanced data on several architectures, the sampling 
method EUS is applied. The results are shown in Table 3.

Table 2  SPCNN performance 
comparison based on sampling 
methods and the existence of 
data preprocessing

RS: random, US: under, EUS: epoch-wise under, WRS: weighted ran-
dom sampling

Sampling/Input RS US EUS WRS

D1 53.3% 80.7% 78.7% 82.0%
D2 42.7% 79.3% 82.0% 78.7%
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The results indicate that using smaller datasets leads to better performances in all model 
architectures.

This finding is contrary to the general assumption about deep learning applications that 
they typically require large amounts of training data. The reasons for the better perfor-
mances are not evident. However, it is assumed to be resulting from the stronger limitation 
which is imposed when creating D

b
 . The attempt to balance the data on the book level, in 

addition to balancing the classes, seems highly effective.
It can also be noted from the results that the best accuracy is achieved from a shal-

low network (SPCNN) architecture. The confusion matrix of the best performing model is 
shown in Fig. 8.

4.4  Visualizing the referred regions

Deep learning models are known for their in-transparency and lack of explainability. Nev-
ertheless, breaking down such black box aspects has been the objective of Explainable AI 
[30]. The issue of explainability is relevant for many real-world tasks, although it is not 
sure how that can be formalized One method to understand the model suggested by litera-
ture is using the Class Activation Map (CAM) [56]. It shows the regions which the model 
considered as discriminative for the classification for this instance.

Table 3  Performance comparison 
using bigger dataset (D

b
) . EUS: 

epoch-wise undersampling, D1: 
original image dataset. D2: a 
preprocessed image dataset

Sampling EUS

Model/Input D1 D2

AlexNet 77.3% 78.0%
ResNet18 77.3% 74.0%
ResNet34 73.3% 76.0%
EfficientNetB0 82.7% 82.0%
EfficientNetB3 85.3% 86.7%
EfficientNetB5 85.3% 82.7%
SPCNN 89.3% 87.3%

Fig. 8  Confusion matrix of the best SPCNN model that used D
b
 and D1 (Test Accuracy 89.3%)
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The determination of printing technology by human experts can be carried out in var-
ious ways and might consider various criteria. We claim that it is important to show the 
regions that are considered by the deep model not only to better understand the model 
decision but also to support the research related to the task. Thus, CAM is applied to the 
best performing SPCNN architecture. Note that the color spectrum represents the level 
of importance considered by the model. As in a heat map red means highest importance 
and blue means that these regions were not considered much by the system.

The first set of CAM images is shown in Fig. 9. The figure shows the CAM images 
resulting from the best performing SPCNN model which is trained on D1 and D2. Con-
trary to the expectations, both models generally focus on similar regions. The preproc-
essing seems to have an insignificant impact on the classification performance. How-
ever, the red regions shown on D2 are more concentrated on small regions and often, 
fine lines are highlighted. This can be clearly seen on the second image located at the 
top-right corners for each D1 and D2.

The second set of CAM images is shown in Fig. 10. This set is obtained from the 
best SPCNN model trained on D1. It can be seen from the images that the model is 
focusing on different regions for each printing type. The model tends to focus on the 
limited regions when inspecting the illustrations manufactured by the copper plates. The 
fine lines and edges of the objects are the most attentive areas. Similar tendencies are 
seen from the woodcut CAM images. The model mostly focuses on the fine details but 
particularly on the borders of illustrations. This is a typical mark seen in the illustra-
tions produced by woodcut plates. However, wood engraving CAM images show that 
the model captures the basically the entire area. This includes the details as well as the 
background. Only a few images are classified considering small regions.

Fig. 9  Comparison of CAM images between D1 and D2
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5  Discussion

Our results show in general that modern computer vision architectures can be adapted to 
historical data as it is present in digitized book collections. Although deep learning sys-
tems are typically trained with photographs it is possible to adapt them to specific tasks 
like printing type identification.

Fig. 10  CAM results of each class. The best performing SPCNN which is trained on D1 is used

 5884 Multimedia Tools and Applications (2022) 81:5867–5888



 

1 3

The task of printing technology identification can be solved with sufficient quality. In 
case, the information about the printing technology is not available in digital collections 
it can be added automatically with a low margin of error. Deep learning architectures are 
even capable of this task with the limited amount of data that can be provided currently.

Shallow architecture shows better performance for this task than the deeply structured 
networks. This is shown by comparing the proposed SPCNN shallow model architecture 
to the other experimental models. This reveals that smaller patterns that are picked up in 
lower layers of the CNNs are of importance for detecting the printing technology.

However, for the task detailed understanding of the process is necessary. Out of the 
many variants, it could be shown that the sampling method needs to be carefully selected.

The operation of the networks exhibits some similarity to human behavior. It can be 
observed that humans often concentrate either on large areas or longer lines when trying 
to identify the printing type. The analysis using CAM shows that the relevant regions for 
making decisions lie often outside the content rich parts of the images and also in larger 
areas. Further studies with domain experts would be necessary to better understand their 
work.

6  Conclusion

In this paper, we have shown that the identification of printing technology in historical 
image collections can be accomplished with deep learning systems with a satisfying accu-
racy. We elaborated that a shallow network architecture is superior for this task because it 
considers smaller features.

This research opens opportunities to analyze historical image collections as included in 
digitized books. The printing technology can be detected automatically if the meta data is 
not available.

For future work, we will extend the classification task to other printing technologies and 
consider further collections of images.
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