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Abstract
Lung-related ailments are prevalent all over the world which majorly includes asthma, 
chronic obstructive pulmonary disease (COPD), tuberculosis, pneumonia, fibrosis, etc. and 
now COVID-19 is added to this list. Infection of COVID-19 poses respirational complica-
tions with other indications like cough, high fever, and pneumonia. WHO had identified 
cancer in the lungs as a fatal cancer type amongst others and thus, the timely detection of 
such cancer is pivotal for an individual’s health. Since the elementary convolutional neu-
ral networks have not performed fairly well in identifying atypical image types hence, we 
recommend a novel and completely automated framework with a deep learning approach 
for the recognition and classification of chronic pulmonary disorders (CPD) and COVID-
pneumonia using Thoracic or Chest X-Ray (CXR) images. A novel three-step, completely 
automated, approach is presented that first extracts the region of interest from CXR images 
for preprocessing, and they are then used to detects infected lungs X-rays from the Normal 
ones. Thereafter, the infected lung images are further classified into COVID-pneumonia, 
pneumonia, and other chronic pulmonary disorders (OCPD), which might be utilized in 
the current scenario to help the radiologist in substantiating their diagnosis and in start-
ing well in time treatment of these deadly lung diseases. And finally, highlight the regions 
in the CXR which are indicative of severe chronic pulmonary disorders like COVID-19 
and pneumonia. A detailed investigation of various pivotal parameters based on several 
experimental outcomes are made here. This paper presents an approach that detects the 
Normal lung X-rays from infected ones and the infected lung images are further classi-
fied into COVID-pneumonia, pneumonia, and other chronic pulmonary disorders with an 
utmost accuracy of 96.8%. Several other collective performance measurements validate 
the superiority of the presented model. The proposed framework shows effective results in 
classifying lung images into Normal, COVID-pneumonia, pneumonia, and other chronic 
pulmonary disorders (OCPD). This framework can be effectively utilized in this current 
pandemic scenario to help the radiologist in substantiating their diagnosis and in starting 
well in time treatment of these deadly lung diseases.
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1 � Introduction

Nowadays, the adverse impact of changing climatic conditions on human health is rising 
exponentially. There is a huge expansion in the number of individuals who succumbed 
to death because of the fast ascent in the number of ailments. The cancerous disease 
is one of the most significant diseases that had led to the greatest number of deaths in 
recent years. The WHO articulated that more than 60 million individuals experience the 
ill effects of chronic obstructive pulmonary disease (COPD) and around 3 million peo-
ple lose their lives every year, making it worldwide the third foremost reason for deaths 
in the year 2019–2020. Around 10 million individuals suffer from tuberculosis (TB) and 
approximately 1.6 million people die of it every year, labelling it to be the utmost deadly 
infection. Kids under the age group of 5 years and 20–35 age group adults are the one who 
mostly dies because of tuberculosis. More than 95% of people die due to tuberculosis in 
countries with middle and low incomes. About 1.7 million individuals lose their life from 
cancer in the lungs every year, which make it the most fatal disease. More than 330 mil-
lion individuals experience the ill effects of asthma, making it the most widely recognized 
chronic infantile disease which influences 14% of kids around the world and the graph is 
still rising. Annually around 7 lakhs, kids face death due to pneumonia of which around 
80% of kids are under 2 years [54]. WHO had recognized lung cancer as the most fatal 
disease amongst all cancer types. Consequently, the timely detection of such cancers in the 
lungs is significant for human wellbeing. The danger of lung-related ailments is tremen-
dous, particularly in nations with low and middle incomes, where a huge number of indi-
viduals are suffering from pollution. As per the world health organization, around 4 million 
people lose their lives every year because of air-related infections that include pneumonia 
and asthma. Consequently, it is important to find a way to diminish air contamination. It is 
likewise fundamental to execute productive symptomatic frameworks that can help with 
distinguishing lung infections [34].

The new infectious disease called coronavirus (COVID-19) that emerged from China in 
late 2019 had now taken the whole world into its grip and has been causing stern damage 
to the lungs as well as pneumonia and breathing issues [20]. Henceforth, the in-time iden-
tification of lung-related diseases has gotten more significant than any time in the recent 
past. Artificial Intelligence (AI) and deep learning (DL) can perform an imperative part in 
this. As of late, computer-assisted diagnosis has gotten more significant around the world. 
Researchers around the globe admit that the DL framework based on chest X-rays could be 
worthwhile for identifying and evaluating lung diseases. Smart computational techniques 
for classifying and recognizing diseases have been the key research area for the enhance-
ment of Computer-aided Diagnosis [2, 8, 14, 28]. Resemblances in the manifestations of 
various diseases may result in medical misinterpretation of actual infections. Such com-
plications are quite recurrent in nations with tropical climatic conditions where commu-
nicable diseases on detection show similar manifestations, and therefore the consequen-
tial slowdown in the identification of disease and its treatment may cause life-threatening 
complications for patients of all ages [15]. In the recent times of coronavirus pandemic, 
cases of misdiagnosis of disease are reported either due to misinterpretation of pulmonary 
disorders like TB and common pneumonia to COVID infection or due to unavailability of 
sufficient medical experts and resources. This misinterpretation of disease happens largely 
due to a lack of sufficient and experienced medical experts and the problem gets intensi-
fied in the situations like COVID-19 where there is a large pressure on the medical infra-
structure. As the medical infrastructure and shortage of experienced medical practitioners 
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cannot be improved instantly there is a need for some intelligent system that can help the 
medical experts in substantiating their diagnosis and in starting well in time treatment of 
these deadly diseases. The work presented in this paper aims to give medical experts a 
heading in the direction of implementing the DL framework for identifying lung-related 
diseases. The framework introduced here can help the experts to identify the types of lung 
illnesses very precisely, which can lead to the in-time treatment of the deadly diseases and 
hence can reduce further complications. Numerous researches had been done to utilize AI 
techniques for disease identification from chest X-rays [46, 48, 49]. With the help of digital 
computers, enormous medical records can be managed and the same can be made available 
to the general population. Such an arrangement can diminish the clinical expenses with the 
augmentation of computer-aided diagnosis in the health care industry. Hence in this paper, 
a three-step, completely automated, approach is presented that:

•	 Firstly, self-extracts the ROI from the input raw image and pre-processes it for image 
improvement using median filtering. These improved images are then fed into the deep 
learning system that detects infected lungs X-rays from the Normal ones.

•	 Secondly, the infected lung images are further classified into COVID-19, pneumonia, 
and other chronic pulmonary disorders (OCPD), which might give medical experts 
a lead in the direction of instigating this DL framework for timely detection of lung-
related diseases.

•	 And finally, it highlights the regions in the CXR which are indicative of severe chronic 
pulmonary disorders like COVID-19 and pneumonia.

•	 Also, a detailed investigation of various pivotal parameters such as Cohen’s kappa coef-
ficient, Youden’s Index, and other collective performance measurements based on the 
various experimental outcomes is made that further validates the superiority of the pre-
sented model.

The rest of the paper is organized as Sect. 2 talks about the related past research work, 
Sect. 3 will discuss the methodology adopted for the presented research work, Sect. 4 will 
elaborate on the results of the research, and Sect. 5 will conclude the paper.

2 � Related research work

Despite the introduction of an initial computer-based diagnosis framework for identifying 
the infected cells in the lungs during the 1980s, the efforts gone in vain and this is due 
to the computational structure which was insufficient for the usage in the processing of 
images. Utilizing the elementary techniques of processing the images is quite tedious. Sub-
sequently, the development of graphics processing units (GPU) and deep learning-based 
CNN has improved the working of computer-based diagnosis frameworks. As of now, 
experts from around the planet, from a varied region of research are working uninterrupted 
to combat this destructive lung disease. Various investigative explorations have been car-
ried out for demonstrating the strategies and approaches for distinguishing COVID-19 
from other chronic pulmonary disorders (CPD) utilizing chest radiographic images. Here 
we present some pivotal research works done in this area. A 3-dimensional deep convolu-
tional neural network(D-CNN) is proposed in [16] that identifies the nodules in the lungs 
using image segmentation. Nevertheless, the work by the author had not presented the dis-
ease type classification as well as the multiple approaches for disease prediction are applied 

7627Multimedia Tools and Applications (2022) 81:7625–7649



1 3

over nodules of small size. The author [43] proposed a completely connected convolutional 
neural network for reducing the rate of false-positive detection in the classification of nod-
ules in the lungs. Their proposed technique investigates the 888 CT images for reducing the 
likelihood of a wrong finding.

In [58] R-CNN is utilized for identifying the infected lungs along with the reduction of 
the rate of false-positive predictions. They designed a 3D R-CNN with three-dimensional 
twin blocks and an encoder-decoder framework similar to U-Net for detecting the lung nod-
ules. Their proposed technique exhibited anticipated outcomes with 99.04% accuracy for 
desired nodule detection. In [33] a computerized COVID identification system is presented 
to identify normal X-ray images from COVID-19 employing machine learning and deep 
convolutional based pretrained networks. Their experimental results have accomplished the 
accuracy of 98.8% using ResNet50 in identifying normal and COVID infected images. In 
[41] Frangi filter is used to enhance the detection of nodules from CXR images giving 94% 
sensitivity with a rate of false-positive predictions of 15.1. In [24] the importance of AI is 
elaborated with the best-in-class literature involving the CXR analysis as well as classifi-
cation. Moreover, their presented work portrays this issue other than maintaining a data-
base known as chestX-ray8 which contains 1,08,948 images out of which more than 32,000 
images were of newly detected patients. They also applied D-CNN for result validation on 
this dataset and achieved the desired results. Authors [22] present a dataset CheXpert that 
contains 2,24,316 CXR having different image categories of more than 65,000 patients. 
They applied CNN to mark the imageset on the possibility demonstrated by their model. 
Their projected model employed frontal as well as lateral CXR images for observation. In 
[40, 44] authors presented a commanding methodology namely FCN and F-RCNN. Mask-
RCNN (M-RCNN) is an extended version of F-RCNN and is far better than the previous 
one as far as efficiency and accuracy are concerned.

In [17] authors presented an M-RCNN technique which is a theoretically modest 
system for segmentation of image objects. Their method proficiently distinguishes 
the image objects and generating a superior segmentation mask simultaneously for 
the individual specimen. They contrast their proposed algorithm with that of others 
to gives the finest algorithm from that in [21, 45]. In [36] a combination of networks 
(MixNet) is utilized for the identification of nodules occurring in the lungs using two 
datasets LUNA16 and LIDC-IDRI. The proposed gradient boosting algorithm along 
with MixNet for classifying the nodules in the images. Their presented framework was 
tested using contours drawn by the expert radiologist on the lung images including 
more than 3200 nodules through statistical measures. Their system attained improved 
results as compared to the standard state of art techniques with sensitivity and specific-
ity of 94% and 90% respectively followed by the AUC of 0.99. In [6], and improved 
AlexNet framework is used to assess irregularities in lung images using two diverse 
image modalities: X-Ray and lung CT images. Their presented framework is distinctly 
used over these datasets which initially classifies the X-Ray images into healthy and 
pneumonia infected with an accuracy of 96.8%. Moreover, their proposed architec-
ture is also employed for the classification of the CT lung images into benign as well 
as malignant using both ensembling and non-ensembling of features. Their presented 
framework with support vector machine as a classifier attains an accuracy of almost 
86.5% and with feature ensembling using comparable DL framework a precision of 
more than 97% is achieved. In [7] authors have used the Gabor filter for enhancing 
the input raw images and Watershed (Marker-Controlled) algorithm for the purpose of 
segmentation for pointing at the actual region of the infection in addition to this Out-
of-bag error rate is computed for various iterations as per Random Forest Ensemble 
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(RFE) and error rates for the diverse classes are also determined. The highest Out-of-
bag error rate is 23.40% that provides an initial tree. The distribution graph for Mean 
decrease in accuracy, Gini index, etc. is measured as per the RFE. RUSBoost is finally 
employed for evaluating the system’s accuracy.

In [5] authors designed a system that stores the image information for identify-
ing the consolidation in the pediatric X-ray dataset. They presented a threefold image 
pre-processing method to augment the model generalization. In order to validate the 
precision of the mathematical results, they applied an occlusion test for visualizing 
the outputs of the proposed model as well as localizing the depicted area. They also 
used another dataset to perform an extra validation to investigate the model generaliza-
tion. They achieved the best accuracy of 94.67% in detecting the consolidation which 
outdoes the other state-of-the-art works by researchers. In [29] authors used a deep 
learning-based system for detecting pulmonary nodules and masses using four algo-
rithms. They took 100 cases in the investigation and using the above-mentioned algo-
rithms, 76.6% sensitivity and specificity of 88.68% are achieved by the mass algorithm 
in detecting pulmonary nodules and masses at the ideal probability score of 0.2884 
as compared to the other three algorithms. Likewise, a DL technique is presented in 
[10] in which a variety of transfer learning approaches like AlexNet, InceptionV3, 
DenseNet121, etc. are utilized for the detection of pneumonia by fine-tuning important 
parameters. Here the image features are extricated using a variety of transfer learning 
approaches, which are then fed into the classifier. They also used an ensemble model 
that outpaced the individual pretrained networks and achieves an accuracy of 96.4%.

Authors [25] developed a system for recognizing ribs in CXR images. This system 
makes use of features based on wavelets apart from different anatomic orientations for 
classification. In [19] authors focused on the technique of CXR image segmentation, 
extraction of pivotal features as well as labeling the images as normal and infected 
depending on the classifier. strategies for division, extraction of highlights, and dis-
tinguishing proof of pictures of X-ray as sound and tainted subject to the highlights 
prepared classifier. In [4] a strategy for the identification of pneumonia is presented by 
analyzing ultrasound pictures of pneumonia infected lungs and thereafter they are clas-
sified using neural networks. In [3] the author presented a system to find and eliminate 
the skin part considering it as noise from the ultrasound images of the lung to elimi-
nate the misidentification of lungs affected by pneumonia. The author [11] set forward 
a strategy for recognizing pneumonia using videos of ultrasound imaging. The record-
ings are analyzed in fragments to create an analysis of the whole video for recognizing 
pneumonia. In [56] a methodology is proposed dependent on fundamental frequency 
downshift measurement for distinguishing pneumonia from an image set containing 
samples of subjects from 6  months to 5  years. Inaccurate diagnosis is the foremost 
challenge in curing these chronic ailments. Such ailments are repeatedly misinter-
preted for other pulmonary infections, like pneumonia, normal cold, etc. [9, 32, 35, 
37]. A pulmonary function test is an essential tool for investigating pulmonary fibrosis 
and COPD, which are hard to do, tedious, and needs a doctor. Infected patients regu-
larly go through computed tomography (CT) examination, which empowers the imme-
diate assessment of lungs using quantitative and visual techniques mutually. Tough, 
it has numerous restrictions like CT may not be able to detect mild COPD. Likewise, 
the degree of lung infection might be misjudged due to the indistinctness of localized 
areas of infection in patients having serious emphysema.
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3 � Implemented methodology

The prime impetus in doing this research work is to enhance the exactness in identifying 
and segregating first the infected CXR cases from the normal ones and thereafter classify-
ing the infected images into 3 major categories namely COVID-19, Other CPD’s (chronic 
pulmonary disorder), and pneumonia cases for better understanding and treatment of these 
disease types. Two different approaches are adopted for this. Model 1 identify and segre-
gate the available CXR images into the infected and normal cases while model 2 further 
isolates the infected images into above mentioned 3 major categories. The working proce-
dure of the two models is similar where the input image types are first pre-processed for the 
removal of noise followed by division of the images into training, testing, and validation. 
70% of the available images are kept for training the network while 15% of images are 
used individually for both testing and validation of the proposed framework. A fine-tuned 
DenseNet201deep learning network is utilized here for the proposed detection and classifi-
cation. Attuning a DL pretrained system like DenseNet201is typically much faster as well 
as easier rather than starting it to train from very basic. Exploiting a DL framework permits 
the system to adapt itself to new jobs much quicker. The proposed chronic pulmonary dis-
order classification models are presented in Fig. 1 and its detailed discussion is presented 
here.

3.1 � Dataset description and analysis

A CXR is a normal and cheap clinical imaging method and is high in demand. Though 
many times it could be quite challenging than chest CT imaging. An ingenious publicly 
available dataset is lacking and hence, it is extremely testing to acknowledge the medically 
important analysis and computer-based identification in different clinical destinations uti-
lizing CXR images. The imageset utilized for carrying out the proposed research work is 
from two public datasets available at [38, 50]. It consists of around 6000 CXR images, with 
dimensions 1024 × 1024, of different types of pulmonary disorders, out of which, 1949 
images are taken for the evaluation of the proposed DL framework. Out of this imageset 
taken, 1237 are infected lung images and 712 are of normal chest images which are used 
for the evaluation of model 1 and illustrated in Fig.  2. The infected images are catego-
rized into 9 different classes as elaborated in Fig. 3. The size of all the images is resized to 

Fig. 1   Proposed pulmonary disorder classification models
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225 × 225 in JPG/JPEG format, as shown in Fig. 4, for improving the performance of the 
projected DL network.

The 9 different classes of CPD infected images are COVID-19, Pneumonia, Atelecta-
sis, Emphysema (COPD), Fibrosis, Pulmonary Edema, Pleural Thickening, Pneumothorax, 
and Nodule. The comparison among the CPD classes on basis of the average age of the 
infected patients is shown in Fig. 5. From the figure, it can be seen that 56 is the average 
age of COVID-infected patients. Figure  6 displays the COVID-19 death rates for every 
1,000 persons by their sex and age in adults within the age group of 40 and above for dif-
ferent countries. It can be seen that the rate of male deaths is unfailingly greater than that 
of females in the age of 50 and above, irrespective of the mortality level [12]. For the 
purpose of evaluating the performance of model 2, the total infected images utilized for 
the proposed work are put into 3 major categories. These 3 major categories include 357 

Fig. 2   CXR image distribution of 
the imageset utilized

Fig. 3   Different classes of 
infected images
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Fig. 4   Resized 225 × 225 (a) Normal (b) COVID-19 (c) Pneumonia infected CXR images

Fig. 5   Average age of CPD 
Infected Patients

Fig. 6   COVID-19 death rates by 
gender and age [12]
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COVID infected images, 390 Pneumonia images, and 490 Chronic Pulmonary Disorder 
images, and the same is presented in Fig. 7.

3.2 � Pre‑processing of images

X-ray images of lungs are first passed through the pre-processing stage for the purpose of 
improving the image so as to make it more suitable for use. Primarily, the dimensions of 
the imageset are downscaled to 225 × 225 pixels from the original 1024 × 1024 as it sup-
ports the proposed DL framework to take significantly less processing time in giving the 
desired results. Median filtering is then employed for image quality enhancement as well as 
noise removal from the available X-ray images.

A non-linear median filtering operation is frequently utilized for image enhancement 
and to reduce the noise present in the image. It is quite effective in not only reducing the 
image noise but also in preserving the edges in the image as compared to convolution. In 
median filtering, each of the image pixels is filtered in sequence and whether the pixel 
represents its surroundings or not is decided by its neighbouring pixels. Also, in median fil-
tering, the filter substitutes the pixel value with the median of the surrounding pixel values 
rather than replacing the pixel value with the mean value of neighbouring pixels. That is to 
say, that the pixel values from the surroundings are initially arranged in increasing order, 
and thereafter the said pixel value is substituted with the median value of the pixels. The 
median filtering operation is represented in Fig. 8.

Fig. 7   Major Categories of CPD

Fig. 8   Median filter operation
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Extracting the desired region from an image is essential for improving the performance of 
the system by letting it focus only on the area of importance. To aid the DL network in extract-
ing a pivotal feature from the image, we need to locate the region of interest (ROI) inside 
the images [1, 42, 53]. For the construction of ROI, it is significant to identify the possible 
regions of infection. In our proposed DL framework, we have focused only on the lung area 
in the image while removing the surrounding parts to form the ROI using a masked frame of 
fixed dimension. The masked image comprises all the input image pixels which lie entirely or 
moderately within the area surrounded by the frame. [18, 47]. Subsequently, the X-ray images 
are enhanced to make the region of interest more evident as displayed in Fig. 9 that shows the 
evaluation of the ROI extracted image against the enhanced X-ray image along with the cor-
relation among them.

After the pre-processing stage and before distributing the imageset between the train and 
test data, the imageset is mixed up so as to make the proposed framework unbiased while 
working on the given data and avoid focusing on a small subset of the whole imageset. The 
available imageset is then parted into 3 sets namely training, testing, and validation. 70% of 
the total imageset is utilized for training the proposed framework while the remaining 30% 
data is equally divided and is utilized for testing as well as validation of the network.

3.3 � D‑CNN based feature extraction

Deep convolutional networks are a subclass of ANN having different layers and are primarily 
implemented to map multi-layered images for yielding the desired results after getting trained 
[31]. The key objective in employing the D-CNN is that it finds the pivotal features of an 
image by itself during the training process by engaging their convolutional filters. These con-
volutional filters are implemented in every layer of the network in order to develop feature ten-
sors and stride defines the distance to which these filters will go. At large, when sl is the length 
of the stride and sb the breadth of the stride, it can be expressed as:

Where 𝑛𝑙 & 𝑛𝑏 are the length and breadth of the input tensor, 𝑘𝑙 & 𝑘𝑏 are the length and 
breadth of the kernel, 𝑝𝑟 & 𝑝𝑐 are the row and column of padding. For 𝑝𝑟=𝑘𝑙−1 and 
𝑝𝑐=𝑘𝑏−1, the output will be given by:

(1)
⌊(
�l − kl + pr + sl

)
∕sl

⌋
×
⌊(
�b − kb + pc + sb

)
∕sb

⌋

(2)
(
�l + sl − 1

)
∕sl ×

(
�b + sb − 1

)
∕sb

Fig. 9   (a) ROI of image (b) Enhanced ROI image (c) Correlation among (a) & (b)
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Normally, a maximum stride of two pixels gives better results, and increasing the stride 
beyond this may result in the falloff of the output [26, 51]. Also, at the time of framing the 
stride, it is pivotal to see that the output should not be a fraction. Usually, zero paddings 
are needed if the convolutional filter doesn’t cover all the available input image pixels as 
this is required to keep the spatial dimensions identical. The feature map tensors which 
are created utilizing the convolutional layer are expressed using Rectified Linear Unit 
(RLU) as the activation function. It is the most prevalent function, because of its upright 
performance and ease of execution. RLU gives an exceptionally straightforward nonlinear 
change. Assuming a component ′x′, RLU is characterized as:

Normally, the activation function RLU holds only the positive value and rejects the neg-
ative values by putting the equivalent activation to 0. The features obtained from the RLU 
are then given to the pooling layers for diminishing the dimensions. Maximum and Aver-
age pooling are the two recognized pooling functions, that are more frequently employed 
[30]. In order to standardize the feature map, a layer called batch normalization is usually 
employed next to the RLU layer. Such batch normalization layers are used for network 
adjustment as well as to fast-track the network training. An important point to be noted 
here is that while using the normalization layer, choosing the size of the batch might be 
considerably more noteworthy than without using it. Let x ∈ Bm is input to batch normali-
zation layer Bn which belongs to the minibatch Bm , therefore the transform of x is given by:

As choosing the unit variance is random, therefore an element-wise scaling as well as 
shifting parameters � and � having a similar profile is encompassed. It is important to be 
noted that � and � are required to be treated combinedly with various other parameters of 
the model. In the above expression �Bm

 and �Bm
 denotes the mean and standard deviation of 

Bm and is expressed as:

It can be seen from the above equation that a constant 𝜃 > 0 is added to the variance to 
confirm that division by zero is never attempted, even when the empirical variance may 
have a chance to get vanished. The approximations of �Bm

 and �Bm
 offsets the scaling issue 

through the use of noisy estimations of variance as well as mean. The concluding convo-
lution layer is succeeded by a fully linked layer. The features that are resulted from the 
last convolutional layers also called pooling layers are then transformed into a vector of 
1-dimension and are associated with a minimum of one densely connected layer to sum-
marize the network’s outcome [55]. Commonly the last layer of the deep network is the 
SoftMax layer that is employed for classifying the images and is expressed as:

(3)RLU = Max(x, 0)

(4)Bn(x) = 𝜗 ⊙
x − 𝜎Bm

𝜇Bm

+ 𝛿

(5)
�Bm

=
1

�Bm�
∑

x∈Bm
x

�Bm
=

1

�Bm�
∑

x∈Bm
(x − �Bm

)2 + �

(6)yk =
ek∑q

p=1
eqk
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Finally, in order to classify the image, a classification layer is employed that works using 
cross-entropy to evaluate the misclassification loss and provides the ultimate estimation of 
the image labels. The loss approximation is expressed by:

Here ‘ p ’ specifies the image labels and q(f ) denotes the SoftMax layer output. In the 
proposed work finetuned DenseNet201 D-CNN is used for investigating and classifying 
CPDs using CXR images. The architecture of the proposed model is presented in Fig. 10.

3.4 � Transfer learning of pretrained densenet201

Transfer learning (TL) is a technique in which the information obtained from a model that 
is trained on one dataset is used with an objective to forecast and classify labels pertain-
ing to the dataset used in the other model [39]. The primary advantage of using the TL 
approach is that it reduced the time taken for the training of a particular model. Attuning a 
pre-trained system through TL is generally quite simpler as well as faster rather than start-
ing the training from scratch. Employing pretrained networks permits the user to get trained 
into new tasks quickly and additionally, it also lowers the errors due to generalization. In 
this proposed work the information of a model that is trained for the classification of basic 
images is employed to explain the classification of chronic pulmonary disorders (CPD). 
Dense Convolutional Network-DenseNet201 is a pretrained DL network and as per its 
name, it has 201 densely connected layers. DenseNet is somewhat a logical augmentation 
of ResNet. Conventional CNN-like feedforward neural network links the nth layer output to 
the input of (n + 1) th layer [27], giving a layer of transition expressed by Eq. 8. ResNet, on 
the other hand, detours the non-linear transform by an expression given by Eq. 9.

A significant dissimilarity between DenseNet and ResNet is that in DenseNet there is a 
concatenation among the output of the layers instead of addition as in Eq. 10. Therefore, 
the nth layer forms a chain of all the feature maps obtained as an input through the preced-
ing layers.

Here we have applied a TL approach along with finetuning on the DenseNet201 pre-
trained network for the classification of diseases using the CXR images. Firstly, the 

(7)H(p, q) = −
∑

f
(p(f ) ∗ log(q(f )))

(8)xn = fn
(
xn−1

)

(9)xn = fn
(
xn−1

)
+ xn−1

(10)xn =
[
x0, f1

(
x1
)
, f2

(
[x0, f1

(
x1
)
]
)
, f3

([
x1, f2

(
x2
)])

, ..
]

Fig. 10   The architecture of the proposed DenseNet201model
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DenseNet201 network is initialized and is set up for fine-tuning. The network is thus rep-
resented employing weights that are previously trained over ImageNet while the fully 
connected (FC) layer is left off. Starting from that point a new FC layer is designed that 
contains a Flatten layer, Dropout and Dense (“softmax”) activation layer for the classifi-
cation of CXR in both the models. Thereafter the weights of the convolutional layer of 
DenseNet201 are freeze so that the FC layer will only be trained for classification. The 
detailed layered structure of the proposed finetuned DenseNet201 model is presented in 
Fig. 11. Most of the D-CNN’s utilize techniques for optimizing the objective function f (x) 
by altering the value of x . Nevertheless, as this f (x) is minimalized it becomes the cost 
(loss) function. Stochastic Gradient Descent is an optimization method which is used for 
optimizing J(�) , called the objective function, characterized by a constraint � ∈ ℝ

s by 
reviewing it in the opposite course of ∇�J(�) relating to the parameters. The learning rate 
‘α’ represents the magnitude of the steps taken to attain the local minima. Stochastic Gra-
dient Descent with Momentum is a method that quickens the descent and minimizes the 
oscillations in the path of descent by using � of the preceding step to the current vector 
update [13, 57]. The algorithm employed for using the Stochastic Gradient Descent with 
Momentum is presented in algorithm 1.

Fig. 11   Detailed layered structure of the proposed finetuned DenseNet201 model
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3.5 � Mathematical analysis

Here the presented D-CNN-based classification models are evaluated against the other 
state-of-the-art models by making use of a variety of parameters obtained with the help 
of a confusion matrix. These parameters include sensitivity, specificity, precision, Cohen’s 
kappa coefficient, F-score, error rate, and accuracy. The foremost aim of this research is 
twofold, firstly with the help of model 1, it will identify whether an individual is suffering 
from any pulmonary disorder or not, and secondly, with the help of model 2, it will classify 
the type of that pulmonary disorder. The results obtained from both models can be true or 
false. Also, the results for each individual might coordinate with the individual’s real class. 
Therefore, here TP signifies the positive anticipated cases which are positive. TN connotes 
the foreseen negative cases which are actually negative. FN denotes the cases forecasted as 
negative but is positive in actuality. FP represents the cases estimated as positive but were 
negative in actuality. For performing the validating the proposed models following param-
eters are utilized.

	 (i)	 Sensitivity/Recall: It evaluates the capability of a particular model to make appropri-
ate classification and is expressed as:

	 (ii)	 Specificity: It denotes the capability of a given system to exactly recognize the 
genuine CPD cases and is given as:

	 (iii)	 Precision: Closeness of two values is defined as precision and is expressed as:

	 (iv)	 Accuracy: It defines the capability of a system to correctly identify the type of CPD 
cases. It is expressed as:

	 (v)	 Error Rate: The proportion of all the false estimations compared to the total dataset 
is called an error rate:

	 (vi)	 F- Score: For the quantification of the achieved accuracy F-score is used. It is 
expressed as:

	 (vii)	 Cohen’s kappa coefficient (κ): It basically evaluates the inter-rater consistency for 
qualitative objects. It is expressed as:

(11)Sensitivity∕Recall =
TP

TP + FN

(12)Specif icity =
TN

TN + FP

(13)Precision =
TP

TP + FP

(14)Accuracy =
TP + TN

TP + TN + FP + FN

(15)Error =
FP + FN

TP + TN + FP + FN

(16)F1score =
2 ∗ (Precision ∗ Recall)

(Precision + Recall)
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		    Here Random Accuracy is calculated as:

		    where:

		    The values of the above-listed parameters must be appropriate for the best perfor-
mance of the proposed models.

	(viii)	 Geometric Mean (G-Mean): It evaluates the equilibrium among the performance 
of the classifier on the available classes. It is significant in the circumvention of 
underfitting and overfitting in the positive and negative classes respectively.

	 (ix)	 Youden’s Index: It measures the classifier’s capability of avoiding misclassifications. 
It gives identical weights on the performance of a classifier for both negative and 
positive cases:

	 (x)	 Likelihood Ratio: It represents a way for assessing the performance of a classifier in 
terms of positive and negative likelihood ratios as:

		    A higher value of LR ( +) and a lower value of LR (-) is a sign of decent classifier 
performance.

	 (xi)	 Adjusted F-Score (AFS): This is an enhancement over the F-score particularly when 
there is an imbalance in the dataset and is computed as:

		    where F2 = 5 ∗
Recall∗Precision

(4∗Recall)+Precesion
andF0.5 =

5

4
∗

Recall∗Precision

(0.52∗Recall)+Precesion
	 (xii)	 Matthew’s Correlation Coefficient (MCC): It is expressing the correlation coefficient 

between the observed and predicted class and is least affected by an imbalance in the 
dataset. It is expressed as:

(17)κ =
Accuracy − RandomAccuracy

1 − RandomAccuracy

RandomAccuracy = P1 ∗ P2 +
(
1 − P1

)
∗ (1 − P2)

P1 =
TP + FN

TP + TN + FP + FN
&P2 =

TP + FP

TP + TN + FP + FN

(18)G −Mean =
√
Recall ∗ Specificity

(19)Youden
�

sIndex = Recall − (1 − Specificity)

(20)LR(+) =
Sensitivity

1 − Specificity
;LR(−) =

1 − Sensitivity

Specificity

(21)AFS =
√
F2 ∗ F0.5

(22)MCC =
TP ∗ TN − FP ∗ FN

√
(TP + FP)(TP + FN)(TN + FP)(TN + FN)
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4 � Analytical results and discussion

A TL-based finetuned deep convolutional neural network (DenseNet201) is proposed 
here [23] for the precise identification of normal as well as chronic pulmonary disorders 
from CXR images. It also classifies with precision, the CPD images into pneumonia, 
COVID-19, and other CPD images. The two models discussed here are trained using 
DenseNet201 for achieving utmost accuracy. Here the identification of images is done 
through the Softmax layer of the finetuned D-CNN. Here an image is given as an input 
to the deep learning network and the activations in each layer are observed to determine 
the features learned by the network as compared to the input image. The initial layers of 
the D-CNN acquire basic image features like edges, corners, and colours, whereas more 
intricate features are learned at deeper layers. The activation of the first layer of the 
deep convolutional network DenseNet201 and the maximum activation within the first 
layer is shown in Fig. 12. Features of the layers at depth shape up by merging the fea-
tures obtained from the previous layers. Figure 13 presents the investigation of the  5th 
convolutional layer along with the maximum activation obtained in that layer. D-CNNs 
are more frequently regarded as an opaque system as there is no way of knowing the 

Fig. 12   (a) Activation of the 1st Conv. layer (b) Maximum activation within the 1st layer

Fig. 13   (a) Activation of the 5th Conv. layer (b) Maximum activation within the 5th layer
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learning of a particular network or which input portion is accountable for the network 
prediction. When such CNNs fail in their predictions to give correct results, they fail 
enormously lacking any clarification. One of the methods by which we can get a visual 
description of the network predictions of D-CNNs is by Class activation mapping [52]. 
With the help of class activation mapping, we can easily check whether a particular 
portion of an image is making the network confused and directing it for making false 
predictions. Figure 14 represents the class activation maps for COVID and pneumonia-
infected CXR images. The presented D-CNN DenseNet201 is trained using Stochastic 
gradient descent with momentum (SGDM) for both models to accomplish the best-in-
class accuracy. Figure  15 presents the training accuracy as well as the loss for both 
models. A matrix of confusion represents how a given network performs classification 
on a given set of images for which the real labels are known already. Figure 16 shows 
such a matrix that displays the network performance of the two models in classifying 
CXR images. The horizontal axis gives the target class while the vertical axis represents 
the output in the confusion matrix. Table 1,2 and Table 3,4 show the derived values of 
sensitivity, specificity, precision, error rate, and accuracy along with the collective per-
formance measurements for both the models. Performance Measurement of a classifier 
is a difficult task. Based on the type of applications, the complete rate of classification 

Fig. 14   Highlighted region for (a), (b) COVID and (c), (d) Pneumonia infected CXR images
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may vary if one or more predictions fail. Kappa coefficient basically evaluates the inter-
rater consistency for qualitative objects. Also, the Adjusted F-score value is an enhance-
ment over the F-score particularly when there is an imbalance in the dataset. We have 
also taken into account the Geometric mean (G-Mean), Correlation Coefficient (MCC), 
Youden’s index, and Likelihood parameters for estimating the collective performance 
of the system in classifying different classes by abstaining from misclassification and 
assessing the classification accuracy. These measures are usually considered as a much 
efficient way of measuring the accuracy of a prediction model as it also considers the 
occurrence of an agreement by chance. From the observation given in Table  2, it is 
clear that the presented model 1 has achieved the Kappa coefficient, G-Mean, Youden’s 
Index, and MCC values of 93.08%, 97.13%, 94.28%, and 93.19% respectively in the 
prediction of both infected as well as normal images whereas the F-score and Adjusted 

Fig. 15   Training accuracy and loss of a) Model 1, b) Model 2
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F-score values are 97.39% for infected and 95.69% for normal images. Whereas in 
Table 2 the Kappa coefficient, G-Mean, Youden’s Index and MCC values for COVID 
classification are 92.1%, 96.04%, 92.11%, and 92.11% respectively for Other CPD 

Fig. 16   (a) Confusion matrix of model 1 (b) Confusion matrix of model 2

Table 1   Analysis of Confusion matrix for Model 1

Types TP TN FP FN Recall Specificity Precision Error rate Accuracy

Infected 355 211 3 16 0.9568 0.9859 0.9916 0.0324 0.9675
Normal 211 355 16 3 0.9859 0.9568 0.9295 0.0324 0.9675
Overall Accuracy 96.8%

Table 2   Collective Performance Measurements for Model 1

Types G-Mean Cohen’s 
kappa coeff. 
(κ)

F1 Score Youden’s Index Likelihood Ratio AFS MCC

Infected 0.9713 0.9308 0.9739 0.9428 LR ( +) 68.2569
LR (-) 0.0437

0.9739 0.9319

Normal 0.9713 0.9308 0.9569 0.9428 LR ( +) 22.8624
LR (-) 0.0146

0.9570 0.9319

Table 3   Analysis of Confusion matrix for Model 2

Types TP TN FP FN Recall Specificity Precision Error rate Accuracy

COVID-19 101 258 6 6 0.9439 0.9772 0.9439 0.0323 0.9676
Other CPD 141 218 6 6 0.9591 0.9732 0.9591 0.0323 0.9676
Pneumonia 117 254 0 0 1 1 1 0 1
Overall Accuracy 96.8%
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classification Kappa coefficient, G-Mean is 93.22%, 96.61%, and Youden’s Index and 
MCC is 93.23% respectively while for classifying pneumonia it is 100% which shows 
that the classification models presented here are quite robust and efficient. Also, the F1 
Score is an improved measure to employ if an equilibrium is required amid Recall and 
Precision and if there exists an irregular distribution of classes. In the tables above the F 
score for both the models have achieved quite a good value. From the data presented in 
Table 1, the F-score for infected and normal images is 97.39% and 95.69% respectively. 
While for model 2 the F-score for COVID, Other CPDs, and pneumonia infected images 
are 94.39%, 95.91%, and 100% respectively.

Area Under Curve (AUC) and Receiver Operating Characteristics (ROC) is a classifi-
cation measurement for problems at several thresholds. It is basically a curve represent-
ing the probability and the degree of separability. It explains how proficient the model 
is in classifying different classes. Higher is the value of AUC, better is the prediction 
of the model in categorizing the infected and normal CXR images. The ROC curve for 
both models is shown in Fig.  17. G-Mean and Youden’s Index Adjusted F score and 
MCC which are employed to measure the classifier performance are also giving promis-
ing results for both the presented models.

Table 4   Collective Performance Measurements for Model 2

Types G-Mean Cohen’s 
kappa coeff. 
(κ)

F1 Score Youden’s Index Likelihood Ratio AFS MCC

COVID-19 0.9604 0.9210 0.9439 0.9211 LR( +) 41.39
LR(-) 0.057

0.9439 0.9211

Other CPD 0.9661 0.9322 0.9591 0.9323 LR( +) 35.78
LR(-) 0.042

0.9591 0.9323

Pneumonia 1 1 1 1 LR( +) ∞
LR(-) 0

1 1

Fig. 17   (a) ROC for classification model 1 (b) ROC for classification model 2
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5 � Comparative analysis

The presented research work provides a framework for identifying the CXR images and 
classifying them into normal and infected images in model 1 and COVID, Other Chronic 
Pulmonary Disorder (OCPD), and pneumonia infected images in model 2. The presented 
models accomplish the extraction of features by themselves as per the architecture of the 
DL-CNN. The final layers of the proposed DenseNet201 network are finetuned for the 
classification of the new task. The CXR images are resized to 225 × 225 in JPG/JPEG. 
MATLAB R2019a is employed on an i5 Nvidia-enabled 10th generation processor for the 
execution of the architecture proposed. Table 5 presents a comparative analysis of several 
associated State of the Art (SoA) works.

6 � Conclusion

Infection in the lungs poses respirational complications with various indications like 
breathing difficulty, cough, high fever, and pneumonia. WHO had identified cancer in the 
lungs as a fatal cancer type amongst others and thus, the timely detection of such cancer is 
pivotal for an individual’s health. Numerous deep learning-based image processing frame-
works which include visual geometry group-based neural network (VGG), residual neu-
ral network (ResNet), convolutional neural network (CNN), etc. are utilized for predicting 
lung diseases. Since the elementary convolutional neural networks have performed poorly 
in identifying the atypical image, in the presented research work, a novel D-CNN based on 
the TL approach is investigated for the identification of chronic pulmonary disorders using 
DenseNet201 architecture. Here two classification models are proposed. Model 1 aims to 
identify whether a given CXR image is a normal image or an infected one. Whereas model 
2 further investigates the type of CPD with which the CXR image is infected if found so 
by model 1. Model 2 categorizes the infected CXR images into 3 major categories i.e., 

Table 5   Comparative analysis of associated State of the Art (SoA) work

Methodology Modality Normal Images COVID-19 Other CPD Total Images Clas-
sification 
Accuracy

Wang & Wong,2020 
[53]

CXR 8066 53 5526 13,645 92%

Hemdan et al.,2020 [18] CXR 25 25 NA 50 90%
Song Y. et al.,2020 [47] CT 708 777 NA 1485 86%
Sethy P. et al.,2020 [42] CXR 25 25 NA 50 95%
Apostolopoulos 

et al.,2020 [1]
CXR 504 224 700 1428 93%

Khan, Shah and Bhat, 
2020 [31]

CXR 310 284 657 1251 89.6%

Jaiswal et al., 2020 [23] CT 1230 1262 NA 2492 96%
Proposed Work CXR 712 357 880 1949 Model 1: 

96.8% 
Model 
2: 
96.8%
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COVID-19, Pneumonia, and Other CPD infected images. Additionally, the infected areas 
identified by the proposed model are highlighted to offer explainability of detection. As 
presented by the thorough analysis of the observational results and utilizing an imageset of 
1949 CXR images, model1 obtained an overall accuracy of 96.8% whereas model 2 gives 
an accuracy of 96.8% in categorizing the infected images into 3 major categories. Such an 
automated system may help the radiologist in substantiating their diagnosis and in starting 
well in time treatment of these deadly lung diseases. Apart from the results discussed, this 
work suffers from few limitations one of which is the unavailability of a sufficient dataset 
pertaining to different classes like Fibrosis, Atelectasis, Emphysema, etc. because of which 
in this work these mentioned infected classes are combined into one and named as other 
chronic pulmonary disorders. Also, this work focuses only on the X-ray images of the chest 
which makes the useability of this proposed system somewhat restricted. In the future, we 
will try to work on multiple image modalities and investigate the presented research work 
on an extensive imageset of CPD for multiple disease classes. Additionally, we will try to 
enhance the performance using feature extraction methods that are more sophisticated.
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