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Abstract
Camshift algorithm tracking is susceptible to interference when  a tracking object is 
occluded or when its hue is similar to the background. An improved Camshift object-track-
ing algorithm combining AKAZE (Accelerated-KAZE) feature matching and Kalman fil-
tering is proposed. First, the video channel is converted for processing. Second, AKAZE 
is used to match the object feature points and Kalman filtering is used to predict the next 
position. Then different scenes are judged by the threshold and the Camshift and Kalman 
tracking algorithms are used for object tracking, respectively. Finally, the improved Cam-
shift algorithm is used to test the moving object in a variety of situations and compared 
with the traditional Camshift algorithm and the Kalman filter improved Camshift algo-
rithm. Experimental results show that the improved joint tracking algorithm can continue 
tracking under full occlusion. The effective frame rate of recognition is increased by about 
20%, and the single-frame image processing time is less than 35 ms, which can meet the 
real-time tracking requirements.

Keywords  AKAZE algorithm · Camshift algorithm · Feature matching · Kalman filtering · 
Object tracking · Video processing

1  Introduction

In the last two years, the COVID-19 has been raging around the world. There is an urgent 
need to improve the ability of monitoring public travel and trajectories while using surveil-
lance video object tracking to find close contacts to reduce the risk of large-scale infections. 
Improving the accuracy of the object-tracking algorithm plays a key role in completing 
these tasks. Simultaneously, the application of the object-tracking algorithm in the security 

 *	 Lili Pei 
	 peilili@chd.edu.cn

1	 School of Information Engineering, Chang’an University, Xi’an 710064, Shaanxi, China
2	 Xi’an Xiangteng Micro-Electronics Technology Co., Ltd., Xi’an 710068, Shaanxi, China
3	 Datang Mobile Communication Equipment Co., Ltd. Xi’an Branch, Xi’an 710061, Shaanxi, China

http://orcid.org/0000-0002-1084-8289
http://crossmark.crossref.org/dialog/?doi=10.1007/s11042-021-11673-7&domain=pdf


	 Multimedia Tools and Applications

1 3

field can monitor areas with large traffic and complex public security environments, which 
is of great significance for fighting crime and preventing emergencies.

Object tracking algorithms include two categories. The first involves generative meth-
ods and the second involves discriminative methods [36]. The main idea of the generative 
method is to select the moving object to be tracked at the initial moment and obtain its 
characteristic parameters. Then, in the subsequent image sequence, an area similar to the 
initial object is found as the moving object area, so as to achieve continuous and effective 
tracking of the object. Representative methods in generative methods include the particle 
filter algorithm [27], the Kalman filter algorithm [1], and the mean shift algorithm [16]. 
These algorithms perform well in object tracking in front of simple backgrounds. However, 
when the colors are similar or the scene is changed or occluded, the complete and accurate 
tracking of the moving object cannot be completed. Typical discriminant methods include 
TLD (Tracking Learning Detection) [15], CNN (Convolutional Neural Network) [29], and 
KCF (Kernel Correlation Filter) [6]. Some of these methods are based on deep learning, 
which require model training on a large number of samples. In actual object detection and 
tracking, the object is often uncertain. Therefore, it is difficult to use the pre-trained net-
work of deep learning to continuously track it under full occlusion. And lots of KCF meth-
ods are based on hand-craft features, which will waste time.

Many scholars have improved traditional algorithms to improve the adaptive ability of 
parameters and make the algorithms adaptive in complex environments. Cheng [31] uses 
the Kalman filter to predict the position of moving objects and the Camshift algorithm is 
used to adjust the position and size of the search window through prediction, which effec-
tively overcomes the detection interference caused by color and improves the accuracy 
and robustness of the object tracking. Vasif [20] uses the AKAZE algorithm to reconstruct 
banknote fragments, effectively solving the problem of fragment matching and fragment 
splicing. Banknote fragments are successfully synthesized. Zhang [2] uses the adaptive 
Gaussian mixture model as the background model and combines the Kalman filter with the 
Camshift algorithm to effectively retrieve useful video information. Gao [5] obtains color 
and texture histograms through multi-feature fusion in object tracking and proposes a new 
algorithm based on the Camshift algorithm, which effectively overcomes object interfer-
ence in complex environments to achieve object tracking. Zhang [23] proposed a tracking 
method based on the Camshift algorithm related to the probability map. Through the circu-
lar arrangement of pixels in the inverse probability projection map, the object location and 
tracking are realized.

In terms of moving object tracking technology, great achievements have been made 
after decades of rapid development [22, 30, 34]. In order to combat crime and terrorist 
attacks and protect the personal and property safety of citizens, the US Defense Advanced 
Research Projects Agency invited Carnegie Mellon University and Massachusetts Institute 
of Technology to jointly develop the VSAM (Visual Surveillance and Monitor) system 
[11]. Xu [28] et al. conducted in-depth research on particle filter algorithms and proposed 
an improved particle filter algorithm, which combines the reversible jumping mechanism 
with the Markov chain Monte Carlo (MCMC) and uses a global estimation algorithm to 
track. The model parameters of the object are modified to achieve accurate object tracking. 
Zhang [35] proposed a moving object-tracking algorithm using spatio-temporal context 
information. The algorithm needs to train the tracked object in advance to obtain a object 
model, which is used in subsequent object tracking to determine the location of the object 
in the scene. Cao [4] et al. proposed an improved adaptive particle filter algorithm, which 
can have high robustness. Li [14] used convolutional neural networks and support vector 
machines to combine the external contours of moving objects and various background 
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modeling methods. The algorithm has an online structured output function. Lee [13] et al. 
applied infrared sensing technology to object tracking. This method has good performance 
in tracking small objects.

There have also been breakthroughs in some two-frame image processing technolo-
gies in recent years [24, 25]. Liao [26] et al. proposed a new method based on CNN for 
forensic detection of a chain made of two image operators. This method can automatically 
learn operation detection features directly from image data. The robustness of the proposed 
method is studied in two scenarios.

According to the inspiration of the above algorithm improvement, this paper analyzes 
the performance of the Camshift algorithm, the Kalman filter algorithm, and the AKAZE 
feature-matching algorithm. On the basis of the original Camshift algorithm, the improved 
Camshift object-tracking algorithm in complex backgrounds based on AKAZE and 
Kalman is proposed. The main contributions are as follows:

1)	 Through the AKAZE feature-matching algorithm, the position and size of the tracking 
object in the current image sequence can be obtained, which ensures that the algorithm 
can relocate the moving object when the tracked object is lost. At the same time, when 
the moving object is completely occluded, the Kalman algorithm can realize the predic-
tion of the foreground object position, thereby obtaining the repositioning of the object. 
In general, the proposed algorithm can continuously track a completely occluded moving 
object in a complex background.

2)	 Through testing the improved algorithm and comparing with the original algorithm, it is 
found that the improved joint-tracking algorithm detects an effective frame rate increase 
of about 30%. The single-frame image processing time is less than 35 ms, which meets 
the real-time tracking requirements.

2 � Methodology

2.1 � Camshift object tracking algorithm

The mean shift tracking algorithm was first proposed by Fukunaga in the 1970s [21]. It 
is a kind of density clustering, which uses continuous iterative operations to search for 
the position of the sample point with the largest probability density in the feature space. 
The search direction always shifts toward the direction where the density of sample points 
increases the most and the trend of the moving object is analyzed and judged according to 
this data, so as to track the moving object. The above process is shown in Fig. 1.

The disadvantage of the mean shift algorithm is that the detection rectangle cannot be 
changed adaptively with the size of the object. When the distance between the object and 
the camera changes or there is a slight disturbance from the outside, it is easy to lose track 
of or mistrack the object. The Camshift algorithm was created in order to resolve the short-
comings of the mean shift algorithm [3]. The Camshift tracking algorithm uses the mean 
shift object tracking algorithm for each frame of the video sequence. The tracking result of 
each image determines the initial value of the tracking iteration in the next image and the 
tracking window will automatically change as the object changes.

The specific algorithm implementation steps are as follows:

1)	 Initialize the search window.
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Select the moving object to be tracked and calibrate the initial search window, which 
solely contains the entire tracking object. Simultaneously, the image must be converted to 
the HSV (Hue, Saturation, Value) color space because the RGB (Red, Green, Blue) model 
is more sensitive to lighting changes, which will reduce the impact of lighting.

2)	 Determine the color probability distribution of the window.

Extract the hue channel in the video image sequence from the selected window to obtain 
the object object histogram model and the color probability lookup table. Inquire the object 
color histogram model for each pixel in the subsequent video sequence to determine the 
probability that the pixel is the object pixel. Finally, back project the image [12].

3)	 Run the mean shift algorithm to get the size, position and angle of the new search win-
dow.

4)	 Use the value in step 3 to reinitialize the size and position of the search window in the 
next frame of the video. Use the new search window and repeat starting from step 2.

2.2 � AKAZE Feature matching algorithm

In 2012, French scholars proposed a new KAZE algorithm for feature point detection and 
description at the ECCV conference. The feature detection of KAZE is similar to Scale 
Invariant Feature Transform [7] (SIFT), but it is more stable in terms of feature detection. 
The feature point detection is realized by constructing a nonlinear scale space and more 
details in the image are preserved. The KAZE algorithm mainly includes the following 
four steps:

1)	 Construct the KAZE algorithm scale space.

Fig. 1   Mean shift tracking algorithm
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Constructing the scale space is a necessary basic link to realize the KAZE algorithm, 
which is realized by combining the additive splitting algorithm (ASO) with the nonlinear 
spreading filter.

2)	 Detection and precise positioning of feature points.

(1)	 Feature point detection

The KAZE feature detection algorithm needs to construct the Hessian matrix and find 
the extreme points of the Hessian determinant to determine the feature points in the image 
[19].

The determination of extreme points is shown in Fig.  2. By comparing successively 
adjacent scale windows with the current scale window to find the pixels in each window 
and all its neighboring pixels, the maximum value is the extreme point, and a 3 × 3 window 
is used.

(2)	 Precise positioning of feature points

After finding the position of the feature point, the precise positioning of the subpixel is 
carried out. The method adopted is the method proposed by Lowe in BMVC2002 [17].

3)	 Determine the main direction of the feature points

If the scale parameter of the feature point is σi, the search radius is set to 6σi. Make a 
60° fan-shaped area in this circular area, and count the sum of Haar wavelet features in the 
fan-shaped area [33]. Then rotate the fan-shaped area, and then count the sum of wavelet 
features. The direction with the largest sum of wavelet features is the main direction. The 
main direction of the feature is determined as shown in Fig. 3.

Fig. 2   Determination of the 
extremum point
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4)	 Descriptor generation

For the feature point with the scale parameter σi, a window of 24σi×24σi is taken on the 
gradient image with the feature point as the center, and the window is divided into 4 × 4 
subregions. Each sub-region has a size of 9σi×9σi, and adjacent subregions have overlap-
ping bands with a width of 2σi. Each subregion is weighted with a Gaussian kernel, and a 
subregion description vector of length 4 is calculated:

The vector of each subregion is weighted through another Gaussian window with a size 
of 4 × 4 and finally normalized.

The disadvantage of the KAZE algorithm is its high time consumption, so instead the 
AKAZE algorithm [32] is proposed, which reduces the time consumption of the algorithm 
while ensuring the robustness of matching.

The improvements of the AKAZE algorithm over the KAZE algorithm mainly pertains 
to the following two aspects:

1)	 When constructing the nonlinear scale space, the KAZE algorithm adopts the AOS 
algorithm to calculate the diffusion equation. Although this method is stable, the solu-
tion is time-consuming. The AKAZE algorithm adopts the Fast Display Diffusion (FED) 
algorithm for fast solving. The scale space of the KAZE algorithm is constructed by 
nonlinear interpolation, while the AKAZE algorithm uses the image pyramid method, 
which can speed up the extraction of feature points.

2)	 The KAZE algorithm uses MSURF descriptors. The process of obtaining the MSURF 
descriptors is to obtain the local gradients of feature points, which is time-consuming. 
The AKAZE algorithm uses the LDB descriptor (binary descriptor), which is faster. At 
the same time, the LDB descriptor is further improved to obtain the M-LDB descriptor, 
which has better support for rotation robustness.

2.3 � Kalman filtering algorithm

The Kalman filter algorithm is an optimal recursive filter algorithm that uses the minimum 
mean square error estimation for the state sequence of the linear system [10, 18], which 
consists of a prediction part and a parameter update part. First, the prediction mechanism 
is used to predict the position information of the moving object in the current image in the 
next frame. Then the predicted new object position is provided to the system for updated 
parameters. Finally, the system feeds back the updated parameters to the prediction mecha-
nism and continuously predicts parameter updates.

Fig. 3   Features the main direction of the point
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The prediction stage is used to predict the state value and the minimum mean square 
error. Since the Kalman filtering algorithm has a memory effect, the state value and error 
estimated at the previous time must be used to predict the state value and error at the next 
time. In the update phase, the recursive idea is mainly used to update and correct the move-
ment state of the object at the next moment.

The Kalman filtering algorithm has the advantages of high accuracy, low computational 
complexity, and strong real-time performance. However, when the object has irregular 
movement and cross-occlusion, the Kalman filter will diverge, which will lead to the fail-
ure of moving object tracking.

3 � Improved Camshift algorithm based on Kalman and AKAZE

When the contrast between the object color and the background color is minimal or the 
object is severely occluded, the probability distribution map of the Camshift algorithm 
through the back projection of the object histogram is prone to a large range of diffusion, 
which will lead to the rapid expansion of the search box and ultimately lead to tracking 
failure. The AKAZE algorithm does not depend on the color characteristics of the object. 
Instead, through the feature matching between the image motion in the video sequence 
and the object template, so that the two establish a one-to-one correspondence, the posi-
tion information of the moving object is obtained. Combining the AKAZE algorithm and 
the Camshift algorithm can solve the interference of the background color on the moving 
object. Simultaneously, when the object is severely occluded, the Kalman filter algorithm 
is used to prejudge the position of the tracked object in the image at the next moment. Then 
the Camshift algorithm is used to search for the object and adjust the size and position of 
the search box, so that the tracking is not lost after the tracking object is occluded.

Due to the complex environment of moving objects, the problem of occlusion often 
occurs. In the Camshift algorithm, the color histogram of the tracked object model is 
compared with the object color histogram in the current video sequence. The similarity 
between the two histograms is used as the basis for judging whether the object is occluded 
[8].

Assume that Hobj is the color histogram of the object model, Hsce represents the color 
histogram of the object in the current video sequence, and the value of D(Hobj, Hsce) is 
used to measure the similarity. The value range of D(Hobj, Hsce) is [0, 1]. The smaller the 
value, the more similar the object histogram in the video sequence is to the object model 
and the accurate tracking of the object can be achieved. Use the preset thresholds Tth and 
D(Hobj, Hsce) to judge whether the object is blocked.

The similarity is measured by Bhattacharyya distance and its calculation formula is as 
follows:

where N represents the number of matching points using AKAZE optimal feature, I repre-
sents the frame of the current sequence.

Set an appropriate threshold Nth. When the object is not occluded, the matching num-
ber Nth of feature points is obtained through the AKAZE algorithm. When the number of 
matching points N < Nth, it means that the object is occluded. When the object is occluded, 

(1)D
(

Hobj,Hsce

)

=

√

√

√

√
1 −

1
√

H̄objH̄sceN
2

∑

I

√

Hobj(I) ∗ Hsce(I)



	 Multimedia Tools and Applications

1 3

the Kalman algorithm is used to predict the position information of the moving object in 
the next frame of the image, so as to achieve the tracking of the foreground object. If the 
number of matching points N > Nth, it means that the object is not occluded, but at this 
time, because the number of feature matching exceeds the obtained threshold, re-sampling 
is required to determine the best Nth.

When the AKAZE algorithm is used for feature matching, there will be mismatches. 
That is, the feature points in the object template and the points in the image sequence that 
are not related to the object are also matched. The points that are not related to the object 
must be included in the sequence image. Then perform culling. This paper uses the random 
sampling consensus algorithm [9] to match the image features of the object template with 
the object sub-images in the video sequence according to a single mapping. The four cor-
ner points of the object template image are mapped in the current image, thereby obtaining 
the position of the moving object in the current image sequence and then obtaining a rec-
tangular frame containing the characteristic points. At this time, the lost object will appear 
in the area again. The improved algorithm steps are as follows:

1)	 Read the image sequence, convert the image sequence from the original RGB color 
space to the HSV color space, and extract the H channel of the image.

2)	 Select the tracking object and use the selected object frame as the initial state of the 
object. Calculate and display the color histogram Hobj of the object, find the AKAZE 
feature points of the object template, and prepare for the subsequent feature matching.

3)	 Initialize each parameter of the Kalman filter.
4)	 Predict the possible position of the foreground object in the scene at the next moment 

and the width and height of the object frame.
5)	 Calculate the object color histogram Hsce in the scene, and combine the Hobj calculated 

in step (2) to obtain the similarity D(Hobj, Hsce).
6)	 Determine the size of D(Hobj, Hsce).and Tth. When D(Hobj, Hsce) > Tth, it means that the 

object is blocked. At this time, AKAZE feature point matching is performed between the 
object sub-image in the video sequence and the object template. Calculate the optimal 
matching number N between the two. Compare N with the threshold Nth, if N < Nth, the 
Kalman algorithm is used to predict the position information of the moving object that 
may appear in the next frame of the image. Update the parameters in the Kalman filter 
to achieve object tracking. If N ≥ Nth, it means that the object is not occluded, but the 
number of feature matches exceeds the obtained threshold. It is necessary to re-adopt 
a random sampling consensus algorithm to determine the position information of the 
tracked object in the scene, the width and height of the rectangular frame, and the best 
Nth value at this time. Update the parameters in the Kalman filtering algorithm.

When D(Hobj, Hsce) ≤ Tth, it means that the object is not blocked. The Camshift algo-
rithm is used to track the foreground object in real time, and the obtained foreground object 
position information and the size of the rectangular frame are used as the parameters of the 
Kalman filter.

7)	 Mark the moving object in the image sequence.
8)	 Judge whether it is the last frame of video, if not, skip to step (4), if it is, end the tracking 

process.

The specific process of improved moving object tracking is shown in Fig. 4 below.



Multimedia Tools and Applications	

1 3

4 � Results and analysis

In order to verify the correctness and effectiveness of the improved algorithm in object 
tracking, comparative experiments were carried out from two different complex scenarios. 
The video information of the scene is shown in Table 1. The main experimental environ-
ment is Windows7 system, AMD Athlon(th) X4740 Quad Core Processor CPU, Visual 
Studio 2015 integrated open method environment, and Opencv3.1 computer vision algo-
rithm library.

In experiment I, use the test video vtest.avi that comes with Opencv3.1 to test the 
Camshift algorithm, the algorithm combining the Kalman filter algorithm and the Cam-
shift algorithm, and the improved object tracking algorithm. The AKAZE feature match-
ing result in experiment I is shown in Fig. 5 and the object tracking results are shown in 
Table 2.

Fig. 4   The flow diagram of the proposed improved Camshift algorithm

Table 1   Two basic video 
information

ID Video source Video scene resolution Test 
frame 
number

I Opencv3.1 outdoor 768*576 75
II camera indoor 640*302 120
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It can be seen from Table 2 that when the object is not occluded, the three algorithms 
can effectively track the object. When the moving object is partially occluded and there 
is interference in the background, the Camshift algorithm is unable to track the object, 
whereas the combined Kalman and Camshift tracking algorithm can effectively track but 
the tracking accuracy is not good. In this case, only the improved algorithm can accurately 
and continuously track the moving object.

In order to more clearly and diversely verify the object tracking effect of the proposed 
algorithm in complex scenes, the second experiment uses a selfie video to test the three 
algorithms. Figure 6 is the AKAZE feature matching result for frame 17 in experiment II. 
Table 3 shows the tracking results in more different situations.

From Table 3, the moving object has gone through the following sequence: unoccluded 
→ partially-occluded → completely-occluded → partially-occluded → unoccluded.

Fig. 5   The AKAZE feature 
matching result for frame 11 in 
experiment I

Table 2   The object tracking results for different frames in experiment I

frame Camshift Kalman-Camshift the proposed algorithm

11

41

49
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When the object is not occluded, the three algorithms can accurately track the object. 
When the object is partially occluded, the Camshift object-tracking algorithm and the 
Kalman filtering algorithm combined with the Camshift algorithm can effectively track the 
unoccluded part of the object. The improved algorithm can predict and track the entire 
object well. When the object is completely occluded, the object template and the feature 
matching in the current image sequence will be useless. However, because the Kalman 
filter algorithm is used in the improved algorithm to predict the position of the moving 
object, the improved algorithm can more accurately detect the position and size of the 
moving object. The Camshift tracking algorithm and the combined Kalman, Camshift 
algorithm cannot track the object. When a moving object changes from a partially occluded 
state to an unoccluded state, the Camshift tracking algorithm and the combined Kalman, 
Camshift tracking algorithm can no longer track the object. The improved algorithm con-
tinues to effectively track the object.

In order to quantitatively evaluate the three algorithms, the tracking success rate, aver-
age processing time, and other evaluation indicators are used for comparison. The calcula-
tion results of indicators are shown in Table 4.

The object tracking success rate of the improved algorithm is much higher than the 
other two algorithms. However, the algorithm speed is slower than the other two algo-
rithms, which is shown in Table 4.

In order to further quantify the tracking effect and accuracy, we chose the Average Over-
lap Rate (AOR) evaluation method to measure the tracking effects of different algorithms. 
The calculation method is as formula (2):

where the Ap is the area of prediction, the Agt is the area of ground truth.
First, select 50 consecutive frames from scene one and scene two, and manually label 

them to obtain ground truth. Then, in order to further explain the detection situation in 
the target loss state, the pictures are divided into three categories: unoccluded, partially-
occluded, and completely-occluded. Finally, AOR is calculated based on the result of target 
tracking. The result is shown in Fig. 7.

As can be seen from the Fig. 7, in the case of unoccluded, the AOR of the three algo-
rithms is basically the same, all above 0.9, and the accuracy of the Camshift algorithm 

(2)AOR =
Ap ∩ Agt

Ap ∪ Agt

Fig. 6   The AKAZE feature matching result for frame 17 in experiment II
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is slightly higher. With the change of the occlusion situation, the AOR of Camshift and 
Kalman-Camshift dropped sharply to 0.2, indicating that these two algorithms can basi-
cally detect the target at this time, but the calibration position is not accurate. At this time, 
the improved algorithm AOR can still maintain a detection accuracy of about 0.6. In the 
case of being completely occluded, both Camshift and Kalman-Camshift approach 0, indi-
cating that the target cannot be tracked. The improved algorithm AOR is close to 0.3, indi-
cating that the target object can still be tracked even under occlusion, but the position can 
not be calibrated accurately. What needs to be explained here is that when the target is 
completely occluded, manual labeling can only infer the target position based on experi-
ence, and there will be certain errors.

Deep learning algorithms also detect objects without being occluded through trans-
fer learning. However, because there are not a large number of occluded samples, deep 

Table 3   The object tracking results for different frames in experiment II

frame Camshift Kalman-Camshift the proposed algorithm

17

30

35

41

72

84
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learning algorithms cannot complete continuous tracking of occluded objects in complex 
scenes.

5 � Conclusion

The main conclusions of this study are as follows:

1)	 An improved Camshift, Kalman algorithm with AKAZE feature matching is propsed 
to solve the problem of inaccurate object tracking or incomplete detection frame due to 
poor robustness of object tracking algorithm in complex scenes.

2)	 The improved algorithm is tested in different complex situations and compared with 
the original algorithm. It is found that the tracking success rate has increased by about 
30%, reaching 0.933, which shows that the proposed algorithm can achieve continuous 
tracking of a completely occluded moving object in a complex background. In terms 
of algorithm efficiency, the image frame processing speed is faster than 35 ms / frame, 
which meets the real-time object tracking requirements.

Table 4   Compares the results of the three algorithms

Algorithm ID Number of test 
frames

Tracking success-
ful frames

Average process-
ing time /ms

Tracking 
success 
rate

Camshift I 75 33 23.52 0.440
II 122 38 17.53 0.311
I&II 197 71 41.05 0.360

Kalman+Camshift I 75 44 27.32 0.587
II
I&II

122
197

75
119

24.58
51.9

0.615
0.604

Proposed algorithm I 75 68 30.21 0.907
II
I&II

122
197

117
185

26.12
56.33

0.959
0.939

Fig. 7   Compares the AOR of the three algorithms
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However, compared with other algorithms, the improved algorithm has the lowest aver-
age detection speed. Therefore, in future research, the feature point matching algorithm can 
be optimized to improve the object detection speed. Additionally, achieving high-precision 
continuous tracking of multiple lost objects is also an important research direction in the 
future.
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