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Abstract
This paper analyses the performance of different types of Deep Neural Networks to jointly 
estimate age and identify gender from speech, to be applied in Interactive Voice Response 
systems available in call centres. Deep Neural Networks are used, because they have 
recently demonstrated discriminative and representation capabilities in a wide range of 
applications, including speech processing problems based on feature extraction and selec-
tion. Networks with different sizes are analysed to obtain information on how performance 
depends on the network architecture and the number of free parameters. The speech corpus 
used for the experiments is Mozilla’s Common Voice dataset, an open and crowdsourced 
speech corpus. The results are really good for gender classification, independently of the 
type of neural network, but improve with the network size. Regarding the classification 
by age groups, the combination of convolutional neural networks and temporal neural net-
works seems to be the best option among the analysed, and again, the larger the size of the 
network, the better the results. The results are promising for use in IVR systems, with the 
best systems achieving a gender identification error of less than 2% and a classification 
error by age group of less than 20%.
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1 Introduction

This paper deals with the design of algorithms to classify speakers into age and gender 
groups, to be applied in call centres with ‘Interactive Voice Response’ (IVR) systems. It 
is a technology that allows a computer to interact with humans through the use of voice, 
and therefore, IVR is an example of system for human-machine interaction, which auto-
matically answers, processes, and routes customer calls to the most appropriate operator 
in contact centres. IVRs are Spoken Language Understanding (SLU) systems based on 
the How-May-I-Help-You (HMIHY) task [12].

IVRs began to be used commercially in the 70s by the banking system, with the aim 
of offering customer account balances. At the beginning, they were very closed applica-
tions with very high costs. In the following years, technology developed exponentially, 
achieving much more reliability, and adding functionalities such as speech recognition, 
text-to-speech conversion, fax capabilities, and Internet integration. From its inception, 
the main milestones in the evolution of IVRs are the following:

– The first systems allowed the selection of options by the user through the telephone 
keypad, as a way of answering the questions posed by voice. These systems were not 
very intuitive, since the options were grouped according to the internal organisation 
of the company, and without taking into account the needs of the users.

– With the arrival of speech recognition technologies, IVRs were developed that could 
distinguish keywords such as ‘yes’, no’, ‘balance’, ‘invoice’, ‘numbers’, etc. In this 
way, the user was not forced to press the digits on the telephone keypad, but could 
instead pronounce the commands or keywords.

– The evolution of automatic speech recognition (ASR) systems giving solution to the 
problem of natural language understanding, has allowed the user to utter more com-
plex phrases, such as ‘I want my last invoice’, ‘recharge the balance’, etc. At the 
beginning, the user was presented with a closed set of options designed a priori, 
which forced him to adjust the real reason for the call to one of the defined themes. It 
is from the incorporation of linguistic recognition, which will allow the ‘Open Ques-
tion’ option, when the user has possibility of freely expressing the reason for the 
call.

Call centres agents serve customers through phone calls. Most of the costs are spent on 
human resources, so a great effort has been made to optimise the use of agents, consid-
ering they are not homogenous, and have different experience and skills, handling cus-
tomers requests with different speeds [40].

For this purpose, different routing strategies are applied in IVR systems, like direct rout-
ing, self-service routing, skill-based routing, or data-directed routing. Direct routing allows 
callers to select their preferences or needs among a group of possibilities, and are routed to 
the selected department or employee. Self-service routing allows callers to select their pref-
erences or needs and receive information with prerecorded messages. Skill-based routing 
distributes incoming calls to the most appropriate operator, rather than simply choosing the 
next available agent. Data-directed routing is based on predicting which agent from avail-
able agents would be best suited for better customer communication. The prediction uses 
historical data from agents and customers, or other information that could be obtained from 
the customer voice, such as emotions, age and gender. Both information extraction and best 
match prediction can be implemented with machine learning techniques [20].
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The basic scheme of an IVR system is represented in Fig. 1. Currently available IVR 
systems perform automatic caller intent classification using continuous speech recogni-
tion, which translates speech into text, and semantic text classification, which classi-
fies speech into a predefined call intent [5]. These systems also extract biometric and 
emotional information from speech, which complements the lexical and syntactic infor-
mation, so that human-machine interaction is similar to human-human interaction. The 
complete set of information is used to feed the algorithm which implements the routing 
strategy.

In this paper, we focus on data-directed routing, studying the possibility of implement-
ing machine learning systems to obtain biometric data from the customer’s voice with good 
enough results to be used in IVR systems. Speech contains information about the custom-
er’s age, gender, and emotional state. Information about emotions can be obtained directly 
from the speech signal, but also from the text generated by using speech recognition sys-
tems. Information about the acoustic environment is also relevant. In conclusion, IVR sys-
tems must include complex signal processing and natural language processing algorithms:

– Speech recognition, to generate text from speech, complemented by natural language 
processing to extract its meaning.

– Speech processing to extract information about emotions, biometric information (gen-
der, age, etc.) to improve routing effectiveness.

– Acoustic environment monitoring, to obtain information about the environment where 
the user is and relate that information to the meaning of the message and the speaker’s 
emotions.

Interest in emotion detection to be applied in call centres is not new. The first studies 
date back to about fifteen years, when the first experiments with real-life signals were 
carried out [39], and the results obtained with lexical and paralinguistic cues were com-
pared [10]. The most interesting emotion from an application point of view in call cen-
tres is anger, which has recently received attention in [27] and [23].

The main application of age and gender recognition in this context is the performance 
of automated demographic analysis, which can be used to improve market research or 
personalise the experience for different target audiences, among other uses. Gender, age, 
and accent have a notable impact on confidence in the information provided and on sat-
isfaction with the care provided by agents [9][24].

Fig. 1  Basic scheme of an IVR system
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Age has been estimated using images [14] or from auditory information [15], using dif-
ferent types of learning machines. The speech signal also contains age information and can 
be used for this purpose. Age estimation from speech recordings (viewed as a regression 
problem) has been approached several times in the last two decades. In [22], speech signals 
sampled at 16kHz, and PCM coded with 16 bits were used to calculate MFCC, ΔMFCC 
and Power coefficients, to be applied to Linear Discriminant Analysers (LDA), and Neural 
Networks to estimate speakers’ age. The dataset was divided into two groups by listen-
ing test (elderly and others). Experiments of automatic identification of elderly speakers 
showed a correct identification rate up to 95% with Gaussian Mixture Models.

More recently, Support Vector Regression with i-vectors as input has been used to esti-
mate age from telephone speech [4], reporting a maximum absolute error (MAE) of 7.6% 
for both male and female speakers, with the NIST/SRE 2008/2010 database. A novel age 
estimation system based on Long Short-Term Memory (LSTM) recurrent neural networks 
(RNN) was proposed in [42]. The proposed system was tested and compared with a base-
line state-of-the-art approach based on i-vectors, reporting a MAE below 8% with short 
duration utterances, which means a relative improvement of up to 28%.

An end-to-end recognition approach based on DNN trained on x-vectors was trained 
and tested on the NIST/SRE 2008/2010 corpus in [35], reporting a MAE of 4.92%. The 
combination of x-vectors with i-vectors resulted in MAE of 5.2%.

More recently, the Deep Learning (DL) paradigm has been applied to age estimation. 
For example, Deep Neural Networks (DNN) have been applied to predict both height and 
age of a speaker from short utterances [17]. In the case of age estimation, the Root Mean 
Squared Errors (RMSE) are 7.60 and 8.63 years for male and female respectively, when 
the mean duration of speech segments is around 2.5s. Anyway, recent studies demonstrate 
that age estimation is a very difficult task, even for human listeners [38], who are affected 
by aspects that are not related to the speaker’s age, such as the listeners’ own age, or the 
speaker’s speech rate.

In [21] four approaches to estimate age and classify by gender for telephone applications 
are compared. Instead of estimating age using a regression analysis, people are classified 
into four age groups: children, youth, adults and seniors, similar to how classification will 
be carried out in this paper. The best automatic system, based on Hidden Markov Models 
(HMM), obtain good results: precision is 54%, while recall is 55%, which are not far from 
the results obtained by human listeners (around 60% precision and 70% recall).

The same classes were considered in [36], where a system based on DNN was trained 
and tested. The obtained performance was 57.53% and 88.80% for age and gender classifi-
cation, respectively. The applied DNN provided the best result of speaker age recognition 
of existing classification methods.

Gender identification is an easier problem with state-of-the art systems achieving error 
rates of around 2-3% [30]. In a previous work [32], we have proposed a system based on 
Convolutional-Recurrent neural networks implemented using the Keras library in Python, 
for gender distinction and age classification into three groups: youths, adults and elderly 
people. A mean error below 2% was reported for gender distinction, which is comparable 
to the best published in the literature. A mean classification error of less than 20% was 
obtained for classification by age groups.

The application of DL to solve these problems relies on the use of very large networks, 
with a large number of parameters to adjust. Graphics Processing Units (GPUs) are used to 
implement DL models, to speed up training and testing. GPU memory is always limited, 
and the large amount of memory required by DL models can be greater than the avail-
able GPU memory [11]. Furthermore, DL models used for age estimation, or gender and 
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emotion recognition, compete for computational resources with speech recognition and 
natural language processing systems in IVRs. All this encouraged us to carry out research 
to optimise the performance of the DL models with the smallest possible size, in order to 
save computational resources that could be used to solve other tasks in IVR systems.

This paper presents a framework to jointly identify speakers’ gender and classify them 
into age groups, designed to be applied in IVR systems. The system is based on the Deep-
Learning paradigm. Different network architectures and sizes are compared, to find behav-
iour patterns that could be helpful to determine the network size for best performance. This 
paper is an extended version of [33], with a more detailed analysis of the results. A prelimi-
nary study with recurrent neural networks demonstrated the usefulness of this approach 
[32].

The paper is structured as follows. Section  1 introduces the paper and the problem 
solved in this study is formulated. Section 2 presents the fundamentals of deep learning, 
and introduces the different network architectures analysed in this paper. The experimental 
work is presented in Section 3, including the speakers corpus, and the main results. The 
paper finishes with Section 4, where the main conclusions are presented.

2  Background on deep learning

Artificial neural networks date back to the 1940s, thanks to the work by Pitts and McCull-
och [29] who studied how to simulate the way the human brain system solves general prob-
lems. The back-propagation algorithm [31] was an important milestone in this field in the 
1980s, but its application brings to light very soon several problems due to training overfit-
ting, lack of large-scale training data, and limited computational power, which made the 
application of artificial neural networks in real problems difficult. For decades, machine 
learning systems, of which neural networks are a subset, required considerable expertise 
to design a feature extractor that transformed raw data into a feature vector from which the 
learning subsystem could detect or classify patterns [19]. Deep learning emerged to over-
come these problems, and its high popularity is often attributed to the following factors 
[43]:

– The collection of large-scale annotated training data, for image processing, speech, etc. 
The large size of these data sets helps to avoid overfitting when the number of network 
parameters is very high.

– The revolution of parallel computing, mainly due to the fast development of GPU clus-
ters.

– Advances in the design of network structures and training algorithms. Convolutional 
and recurrent neural networks, temporal convolutional networks, and residual nets are 
some examples.

Deep learning has been used recently in many applications: video coding, fraud detection 
in financial applications, financial time-series forecasting, predictive and prescriptive ana-
lytics, medical image processing, and power systems research [34]. Most of the effort has 
been devoted to finding new applications or proposing new and more powerful architec-
tures, but not much work has been devoted to knowing the appropriate size of a network to 
solve a certain problem. Deep learning has also been applied to speech analysis.
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A deep neural network (DNN) is a feed-forward neural network with more than one 
hidden layer, each with a number of neurons which takes the outputs of the lower layer 
as an input vector, multiplies it by a weights vector and passes the result through a non-
linear activation function, usually a sigmoid or hyperbolic tangent [2]. It is expressed in 
(1), where �(l−1) denotes the vector of outputs of the lower layer which elements are o(l−1)

i
 , 

�
(l)

i
 denotes the weights vector, w(l)

0,i
 is a bias term in the i-th unit, and �(x) is the activation 

function.

2.1  Convolutional neural networks

A variant of the standard neural network widely used by the image processing research 
community is the Convolutional Neural Network (CNN). This is a type of network that 
applies multiple sliding convolutional filters throughout multiple layers, and has also been 
used for many speech related tasks (e.g [3, 25, 28]). The CNN has a special network struc-
ture, with two kind of special layers, known as convolution and pooling layers. The input 
data must be organised as a number of feature maps, which are typically two-dimensional 
(2D) arrays. In the speech processing context, a 2D feature map can be obtained by apply-
ing a short-time Fourier transform (STFT), with a given number of time frames. Additional 
feature maps can be obtained with the same data by calculating the difference between con-
secutive maps, or the second difference.

A small window which elements are known weights slides over the 2D map. The same 
weights are used in each position of the window (weight sharing). Each feature map 
�i, i = 1,⋯ , I , is connected to a number J of feature maps �j, j = 1,… , J , in the convolu-
tion layer, by using a number IxJ of weight matrices �i,j, i = 1,… , I;j = 1,… , J . The ele-
ment yj(m) ∈ �j is obtained from the submatrix �̂(m) ⊂ �i , with the following operation:

where ⊙ represents the pointwise multiplication. The number of feature maps in the con-
volution layer determines the number of local weight matrices to be used. The number of 
elements in each feature map of the convolution layer depends on how much the window 
matrixes overlap. To reduce the number of elements in each feature map of the convolution 
layer (the resolution of feature maps), a pooling layer is applied. A pooling function, which 
usually is a maximising or averaging function, is applied to several units in a local region, 
the size of which is determined by a parameter known as pooling size [2]. The scheme of a 
CNN layer is presented in Fig. 2.

2.2  Convolutional recurrent neural network

A Convolutional Recurrent Neural Network (CRNN) is a CNN with one or more additional 
recurrent layers that can find patterns in sequences. CRNNs are typically used for audio 
event detection/classification [6, 41]. The recurrent layer is an example of a recurrent neu-
ral network with one hidden layer. In the simplest form, it consists of a hidden state � , and 
an output � . At each time step t, the hidden state and the output are obtained as follows:

(1)o
(l)

i
= �

(

∑

j

o
(l−1)

j
w
(l)

j,i
+ w

(l)

0,i

)

= �(�
(l),T

i
⋅ �(l−1))

(2)�j(m) = �i,j ⊙ �̂(m)
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where � is the weights matrix which feeds back the previous step hidden state, � is the 
weights matrix which connects the input to the hidden layer, and � is the weights matrix 
which connects the hidden layer to the output. The recurrent neural network can be trained 
using the back-propagation algorithm. The vanishing gradient problem arises due to the 
structure, and the network can only remember the latest information and not the previous 
one [16].

To address the vanishing gradient problem, the Long short term memory (LSTM) was 
proposed in [13]. It is made up of a cell, an input gate, an output gate and a forget gate. 
The cell is used to store information from the beginning to the end of training, to avoid the 
vanishing gradient problem. The other gates are used to regulate the flow of information in 
and out of the cell.

The Gated Recurrent Unit (GRU) [7], is based on the LSTM, but uses fewer parameters, 
making the implementation easier. The following equation describes how the GRU works. 
First, �t is computed:

being, �r,�r weight matrices, and � the activation function (logistic sigmoid function). 
The new remember �̂t is computed from �t with (6):

The hidden state value is finally updated using �̂t , the previous hidden state, and the value 
�t , calculated as follows:

(3)�t = f (� ⋅ �t−1 + � ⋅ �t)

(4)�t = f (� ⋅ �t)

(5)�t = �(�r ⋅ �t−1 + �r ⋅ �t)

(6)�̂t = tanh(� ⋅ (�t ⊙ �t−1) + � ⋅ �t)

(7)�t = �(�z ⋅ �t−1 + �z ⋅ �t)

Fig. 2  Scheme of one layer in a CNN, with a convolution layer and a pooling layer (based on [2])
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These recurrent neural networks are used in speech processing, because they can find pat-
terns in sequences. They are used to process very long non-stationary signals, such as 
speech and audio signals.

2.3  Temporal convolutional networks

The main disadvantage of the approach based on CNN and RNN (LSTM or GRU) is that 
it requires two separate models to process time series. Temporal Convolutional Networks 
(TCN) are a new type of network which can also be used to model sequences, but using 
only convolutional layers. They have been proposed in the seminar paper by Lea et al. [18], 
and have been used recently for speech enhancement [26].

The architecture of a TCN is like that of a CNN, but performing dilated convolutions in 
1D with causal filters followed by max-pooling layers. The main characteristics of TCN are 
the following:

– The convolutions in the architecture are causal. The TCN uses causal convolutions, 
where an output at time t is obtained with elements from time t and earlier in the previ-
ous layer.

– The model can map a sequence of any length to an output of the same length. This is 
also possible with RNN. The TCN uses a 1D fully convolutional network architecture, 
where the hidden layers and the input layer are the same length. This is achieved with 
1D convolutions by using zero padding of length equal to the kernel filter size minus 
one, to keep subsequent layers the same length as previous ones.

– Simple causal convolutions only look back at history with size proportional to the depth 
of the network. To avoid this, the TCN employs dilated convolutions that allow an 
exponentially large receptive field.

In this paper, we have combined CNN and TCN, and compared architectures built with 
CNN + RNN, with architectures built with CNN + TNN, and different sizes, to obtain 
information on the best architecture to use and the size above which there is no perfor-
mance improvement.

3  Experimental work

3.1  Speech corpus

The Mozilla Common Voice dataset has been used, an open and publicly available multi-
language speech corpus. The English corpus used in this work is composed of 12GB of 
labeled audio files, containing thousands of speech clips (most are short phrases between 
2-5s), recorded and annotated by anonymous speakers. Labels include speakers’ ages 
grouped by decades (from ‘teens’ to ‘octogenarians’) and gender. This labelling prevents 
the implementation of an age estimation system based on regression networks. In total, 
there are 143,170 audio files ( ≈ 98h) with age and gender labels. The age distribution is 
very unbalanced, as can be seen in Fig. 3, where only 0.3% of the total audio files (432 
files) correspond to octogenarians.

(8)�t = (1 − �t)⊙ �t−1 + �t ⊙ �̂t
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For IVR applications, where the main objective is to route callers to specialised agents, 
classification into age groups of decades is not desired, because call centres do not train 
agents so specifically. Instead, it is reasonable to train agents to attend to young people, 
adults, and seniors. Because of that, the audio files have been grouped into three age 
groups: young people (teens and twenties), adults (thirties, forties and fifties), and seniors 
(sexagenarians, heptagenarians and octogenarians). The system is built to have four out-
puts, one for each age group and a final one for gender classification. Other works consider 
six groups, corresponding to the combination of age group and gender.

The original audio files are in MP3 format, with a bit rate of 64kbps. They are trans-
coded to PCM with a sampling rate of 8kHz to approximate the quality of telephone lines. 
Losses due to MP3 coding mainly affect the high frequency bands of audio signals, and 
most of the information below 4kHz remains available. The audio quality throughout the 
corpus is highly variable. Some files are almost unintelligible (due to noise, saturation, 
etc.) while other files are of very good quality. We have considered that including all the 
files makes the evaluation more realistic for real life applications, such as IVRs, where the 
quality of recordings is sometimes very low.

It is worth commenting that some audio files contain long silences at the beginning and 
the end, which have been detected using a voice activity detector and deleted to avoid con-
fusion. Additionally, all the audio signals have been normalised, so that their amplitudes 
are in the range ±1.

Audio files are divided into one-second blocks (with 50% overlapping between adja-
cent blocks). The Short-time Fourier transform (STFT) is applied to each block, with 20ms 
length frames (160 samples), windowed with the hamming window, and with adjacent 
windows overlapping 50% of their length. After STFT calculation, the energy of 20 sub-
bands in the Mel-scale is obtained for each frame. Zero padding is used to complete the 
last block of each audio file. Therefore, each second of the audio file is represented by a 
[100x20] matrix. Data are normalised to have zero-mean and unit-variance according to 
the mean and standard deviation of the training set.

3.2  Experimental settings

The dataset was divided into three subsets for the experiments: training set, which con-
tains 70% of the available files; validation set, with 15% of the files, and test set, with the 
remaining 15% of the files. The size of these sets was empirically determined, to have a 
large number of data for training, and enough data for testing. Due to privacy concerns, 
speakers’ ID labels are not included in the corpus. For this reason, it is not possible to 
ensure that a particular speaker is not represented in the different sets, but it is unlikely.

Fig. 3  Dataset age group distri-
bution
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Table 1 shows the different networks tested in this work, detailing the layer structure of 
each network. The number of units in each layer is indicated by the number preceding the 
layer type. Additionally dropout regularisation with a dropout rate of 0.2 is used between 
every layer for all the networks.

We opted to fix the input length to simplify the classification. However, since the sys-
tem needs to work with varying signal lengths, a simple time-averaging strategy is used. 
This way, audio signals that exceed the selected input length are divided into multiple seg-
ments to be processed independently by the network, and their outputs are later combined 
by averaging, or with the maximum voting strategy.

The different network types are made up of a combination of the following layers:

– Conv: 2D Convolutional layer with rectified linear unit (ReLU) activation function. A 
2D convolutional layer applies sliding convolutional filters to the input. The layer con-
volves the input by moving the filters along the input vertically and horizontally and 
computing the dot product of the weights and the input, and then adding a bias term. 
The size of the kernel (filter) is indicated by the numbers in brackets. This layer is fol-
lowed by max-pooling in the feature axis with a poolsize of 2. Max-pooling is a sam-
pling-based discretisation process to reduce the dimensionality of the 2D Convolutional 
layer.

– R: Reshaping layer, used to change the dimensions of its input, without changing its 
data. It turns the 4 dimensional tensor ([batch x time x features x channels]) into a 3 
dimensional tensor by combining the feature and channel dimensions into a single one.

– GRU : Gated Recurrent Unit [7], with tanh activation and sigmoid recurrent activation. 
The GRU aims to solve the vanishing gradient problem that appears in a standard recur-
rent neural network. It returns the last output in the output sequence.

Table 1  Tested neural networks detailing their architecture

# Type Network Architecture

1 CRNN 48 Conv(3,3)+24 Conv(3,3)+R+48 GRU+O
2 CRNN 48 Conv(3,3)+24 Conv(3,3)+R+64 GRU+O
3 CRNN 48 Conv(3,3)+24 Conv(3,3)+R+96 GRU+O
4 CRNN 48 Conv(3,3)+24 Conv(3,3)+R+112 GRU+O
5 CRNN 48 Conv(3,3)+24 Conv(3,3)+48 Conv(3,5)+R+48 GRU+O
6 CRNN 48 Conv(3,3)+24 Conv(3,3)+64 Conv(3,5)+R+96 GRU+O
7 CTCN 48 Conv(3,3)+24 Conv(3,3)+32 Conv(3,5)+R+32 TCN+DC1D (4)+MP+O
8 CTCN 48 Conv(3,3)+24 Conv(3,3)+48 Conv(3,5)+R+48 TCN+DC1D (4)+MP+O
9 CTCN 48 Conv(3,3)+24 Conv(3,3)+48 Conv(3,5)+R+56 TCN+DC1D (4)+MP+O
10 CTCN 48 Conv(3,3)+24 Conv(3,3)+R+32 TCN(5x4)+DC1D(4)+MP+O
11 CTCN 48 Conv(3,3)+24 Conv(3,3)+R+54 TCN(5x4)+DC1D(4)+MP+O
12 TCN 32 TCN+DC1D(4)+MP+O
13 TCN 48 TCN+DC1D(4)+MP+O
14 TCN 64 TCN+DC1D(4)+MP+O
15 CNN 48 Conv(3,3)+24 Conv(3,3)+R+DC1D (2)+MP+O
16 CNN 48 Conv(3,3)+24 Conv(3,3)+48 Conv(3,5)+R+DC1D(4)+MP+O
17 CNN 48 Conv(3,3)+24 Conv(3,3)+96 Conv(3,5)+R+DC1D(3)+MP+O
18 CNN 48 Conv(3,3)+32 Conv(3,3)+128 Conv(3,5)+R+DC1D(3)+MP+O
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– TCN: Temporal Convolutional Network made up of 4 increasingly dilated 1D convolu-
tional layers (dilation ∈ {1, 2, 4, 8} ) with residual connections. 1D convolutions have a 
kernel size of 5 with ReLu activation. When the input size is different to the number of 
filters, a residual block is used (the output of a layer is taken and added to another layer 
deeper in the block, with linear activation).

– DC1D: Depthwise Convolution 1D, a type of convolutional layer which acts on each 
input channel separately. ReLU activation, kernel size fixed to 5, and depth multiplier 
(number of filters per channel) are indicated in brackets.

– MP: Maximum pooling performed only in the time axis, with poolsize equal to the 
sequence length.

– O: Output layer: 4 units fully connected with the previous layer, with sigmoid activa-
tion..

All the networks were trained for 300 epochs using ADAM optimisation with 0.001 learn-
ing rate and binary cross-entropy as loss function. Mini batch size was fixed to 2048. 
To counteract class imbalance, errors due to the different classes in the training set are 
weighted according to the size of the age group (0.25 for young people, 0.2 for adults and 
0.55 for seniors). The best network parameters were selected in terms of the minimum vali-
dation loss. Neural networks were implemented in Python 3.5 using Keras 2.24 [8] with 
Tensorflow r1.12 [1] as the backend.

3.3  Results and discussion

The models have been compared in terms of block-level performance and file-level perfor-
mance. Block-level results are obtained by evaluating one-second audio blocks indepen-
dently, while file-level results are obtained by averaging the outputs of all blocks that make 
up each file before computing the metrics.

Table 2 shows the error for gender classification of the tested networks both at block 
and file level. The files available in the dataset have been divided into three subsets, one 
for training, another for validation, and a third for testing. The error rate is calculated with 
the test set, considering the correct age group of the speaker and his gender. An error is 
computed when the speaker is classified in a different age group or gender. The 95% con-
fidence intervals of the error rates estimated using the Clopper-Pearson method have also 
been included. Although the results are always very good, comparable to the best results 
published in the literature with the same or similar corpus, working at file-level seems to 
be better, reducing the average error by approximately 35% on average. The cost is paid by 
processing more segments of the audio file, in order to obtain values that are averaged.

The results are better for larger networks, but not better enough to justify the higher 
computational cost. Additionally, there is not a clear relationship between the type of archi-
tecture and the results. Similar results are obtained with CNN, TCN, CTCN, and CRNN, 
although theoretically, architectures that include TCN and RNN are more appropriate for 
processing speech signals. The main conclusion is that feed-forward networks are enough 
for this application, but the larger the network size, the better the results.

To compare the results with those obtained with standard methods described in the lit-
erature, two different techniques have been implemented and applied to the same database. 
In both cases the results presented in this paper outperforms those obtained by these two 
methods described in the literature:
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– In a first approach, we compare with the baseline system described in [17], which 
consists in applying Support Vector Regression with i-vectors obtained from a 256 
Gaussian Mixture Model applied to 20 MFCCs, Δ-MFCCs, and Δ2-MFCCs. With 
this method we obtained 12.88% of error rate working at block-level, and 8.92% of 
error rate working at file-level.

– On the other hand, the method described in [37], which consists in using a random 
forest generated using 100 trees with the features vectors generated from a 1024 
Gaussian Mixture Model applied to 64 MFCCs obtained from a time window of 
25ms. With this methodology we obtain a 6.95% of error rate working at block-level 
and 5.08% of error rate working at file-level over the same database.

Table 3 shows the age group classification error of the tested networks at both block and 
file levels. Again, the 95% confidence intervals of the error rates estimated using the 
Clopper-Pearson method have also been included. The file-level error is significantly 
lower. In relative terms, age group classification error is reduced by 18% on average. 
Focusing on the results at file-level, it is interesting to study the performance of the 
different kinds of networks, and the dependence on the number of parameters. Figure 4 
depicts the file-level age classification error, as a function of the number of parameters 
in the network.

Results show a clear relation between the number of free parameters to be adjusted 
during training and the performance of the different networks. Again, the larger the 
network size, the better the results. The type of network is also important, and the 

Table 2  Error rate and 95% confidence intervals for gender classification with the tested neural networks as 
a function of the number of parameters of the network

# Params Block-level Error File-level Error

1 35884 3.22% [3.11% - 3.33%] 2.06% [1.87% - 2.26%]
2 47132 3.13% [3.02% - 3.24%] 2.07% [1.89% - 2.27%]
3 74236 2.08% [1.99% - 2.17%] 1.87% [1.69% - 2.06%]
4 90092 2.74% [2.64% - 2.84%] 1.76% [1.59% - 1.94%]
5 59260 3.21% [3.10% - 3.32%] 2.15% [1.96% - 2.35%]
6 94156 2.92% [2.81% - 3.03%] 2.03% [1.85% - 2.23%]
7 44828 3.43% [3.32% - 3.55%] 2.17% [1.98% - 2.37%]
8 77164 3.15% [3.04% - 3.26%] 1.98% [1.80% - 2.17%]
9 94756 2.99% [2.88% - 3.10%] 1.82% [1.65% - 2.01%]
10 51580 3.22% [3.11% - 3.33%] 2.00% [1.82% - 2.20%]
11 97054 2.95% [2.84% - 3.06%] 1.79% [1.62% - 1.97%]
12 21028 4.13% [4.01% - 4.26%] 2.66% [2.45% - 2.88%]
13 42484 3.64% [3.52% - 3.76%] 2.25% [2.05% - 2.46%]
14 84484 3.17% [3.06% - 3.28%] 1.86% [1.68% - 2.05%]
15 14236 4.25% [4.12% - 4.38%] 2.81% [2.59% - 3.04%]
16 30700 3.61% [3.49% - 3.73%] 2.27% [2.08% - 2.48%]
17 49372 3.40% [3.29% - 3.52%] 2.09% [1.90% - 2.29%]
18 81028 3.13% [3.02% - 3.24%] 1.89% [1.71% - 2.08%]
SVR (baseline system [17]) 12.88% [12.67% - 13.09%] 8.92% [8.54% - 9.31%]
Random Forest [37] 6.95% [6.79% - 7.11%] 5.08% [4.79% - 5.38%]

3546 Multimedia Tools and Applications (2022) 81:3535–3552



1 3

best results are obtained with the combination of CNN and RNN or TCN. The results 
obtained by the CRNN and CTCN networks show that, in this particular application, the 
use of 2 rather than 3 convolutional layers preceding the temporal memory layer is pre-
ferred, most likely due to the higher dimension of the reshaped data.

Again, we also want to compare the obtained results with those generated by stand-
ard methods described in the literature. Using the baseline method described in [17] we 
obtain an error of 44.73% working at block-level, and an error of 44.56% working at 
file-level, while using the method described in [37] we obtain an error rate of 40.29% 

Table 3  Mean classification error and 95% confidence intervals with the tested neural networks described 
in Fig. 1 classifying in age groups, as a function of the number of parameters of the network

# Params Block-level Error File-level Error

1 35884 27.52% [27.24% - 27.80%] 23.20% [22.63% - 23.77%]
2 47132 25.22% [24.95% - 25.49%] 21.14% [20.60% - 21.69%]
3 74236 22.68% [22.42% - 22.94%] 18.13% [17.62% - 18.65%]
4 90092 21.72% [21.46% - 21.98%] 16.77% [16.27% - 17.28%]
5 59260 26.23% [25.95% - 26.51%] 21.92% [21.37% - 22.48%]
6 94156 24.04% [23.77% - 24.31%] 19.64% [19.11% - 20.18%]
7 44828 27.98% [27.70% - 28.26%] 23.21% [22.65% - 23.78%]
8 77164 25.53% [25.26% - 25.81%] 19.93% [19.40% - 20.47%]
9 94756 24.47% [24.20% - 24.74%] 19.72% [19.19% - 20.26%]
10 51580 26.78% [26.50% - 27.06%] 21.23% [20.68% - 21.78%]
11 97054 22.62% [22.36% - 22.88%] 17.04% [16.54% - 17.55%]
12 21028 37.30% [37.00% - 37.61%] 31.37% [30.75% - 32.00%]
13 42484 31.35% [31.06% - 31.64%] 28.76% [28.15% - 29.37%]
14 84484 25.79% [25.52% - 26.07%] 20.12% [19.59% - 20.66%]
15 14236 36.16% [35.86% - 36.46%] 32.01% [31.38% - 32.64%]
16 30700 30.14% [29.85% - 30.43%] 24.90% [24.32% - 25.49%]
17 49372 27.65% [27.37% - 27.93%] 22.34% [21.79% - 22.90%]
18 81028 25.53% [25.26% - 25.81%] 19.57% [19.04% - 20.11%]
SVR (baseline system [17]) 44.73 % [44.42% - 45.04%] 44.56% [43.90% - 45.23%]
Random Forest [37] 40.29% [39.98% - 40.60%] 37.57% [36.92% - 38.22%]

Fig. 4  Age group classification 
error at file-level as a function of 
network size
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working at block-level and 37.57% working at file-level. Again, the proposed deep 
learning based methodologies outperform the results obtained with classical methods.

We have also built, trained and tested neural networks with six outputs, representing the 
following six categories: Young Male (YM), Young Female (YF), Adult Male (AM), Adult 
Female (AF), Senior Male (SF) and Senior Female (SF). Table 4 shows the results of the 
best performing network of each type for the 6-class problem in terms of Recall, Precision 
and F1 score, and Fig. 5 depicts the F1 score at file-level for all networks tested. These 
results indicate that when the system is implemented in a real IVR system, around 80 % of 
the callers will be routed to the correct specialised agent.

These results, compared to the age group classification error presented in Table 2, show 
an increase in the average error of about 2% for block-level and 1.3% for file-level.

Greater differences are observed among the different types of networks, with worse 
results for the CNN and better results for the TCN or CRNN. TCN is the type of network 
that obtains the greatest improvement working at the file-level compared to the block-level 
(Table  4). These results indicate that neural networks with structures that allow finding 
patterns in temporal sequences are better for processing speech signals in this application. 
A very interesting result is the better performance of TCN working at the file-level, rather 
than at the block-level, which indicates that this type of neural network performs compara-
tively better with long signals than with short signals.

The results presented as mean error in the classification by age group or by gender allow 
us to draw conclusions about the general performance of each system. But we must not 
forget that the age groups are unbalanced and that this could have some influence, causing 
the errors to be concentrated in the worst represented group. To avoid this, the error was 
weighted so that the one made by the worst represented group had more importance. To 

Table 4  Six classes results for best performing neural network of each type (Recall / Precision / F1 score)

# Type Params Block-level File-level

Recall Precision F1 Recall Precision F1

4 CRNN 90092 0.76 0.81 0.78 0.74 0.81 0.77
11 CTCN 97054 0.72 0.79 0.76 0.74 0.83 0.78
14 TCN 84484 0.66 0.72 0.69 0.73 0.82 0.77
18 CNN 81028 0.69 0.76 0.73 0.70 0.78 0.74

Fig. 5  F1 score at file-level as a function of network size
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know if this strategy has been successful, it has been considered pertinent to present a con-
fusion matrix of the different age and gender groups.

Figure 6 shows the relative confusion matrix for the overall best performing network 
(network number 4). The confusion matrix shows that most of the errors come from confu-
sion between adjacent age groups, such as young and adults, or adults and seniors, but the 
error is low between young and senior people groups. Gender misclassification errors are 
much more unlikely. One of the most interesting results shown in the confusion matrix 
is that there are no great differences among the percentage of error for the different age 
groups, despite the fact that seniors are worse represented in the training set.

4  Conclusions

This paper presents a study of age and gender recognition from speech using different 
types of neural networks. The underlying application is IVR systems, where gender and 
age classification can be used for demographic analysis and to optimise call flow, for exam-
ple by offering immediate assistance from a human operator or trying to react with appro-
priate dialogue strategies. This is an example of data-directed routing, being data obtained 
directly from the speech utterance during the call.

One of the main difficulties for implementing this kind of systems is access to a dataset 
that could be used to train and test the classifiers. For this study one of the few freely avail-
able datasets with information about speakers’ gender and age has been used, the Mozilla 
Common Voice dataset, an open-access corpus that anyone can use to train speech-enabled 
applications. This dataset doesn’t contain the exact speaker age, but information about the 
decade the speaker belongs to. Therefore, instead of age prediction, the classification of 
speakers into age groups is carried out. This is compatible with real IVR systems, where 
agents can be trained to serve callers based on age group.

Each audio file was pre-processed to obtain the matrix which feeds the classifier. Audio 
files were divided into one-second blocks (with 50% overlapping between adjacent blocks), 

Fig. 6  Relative confusion matrix 
(rows sum up to 100%) at file-
level for network number 4
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and each block was segmented into 20ms windows (160 samples), with adjacent windows 
overlapping 50% of its length. Spectral features were obtained for each segment, and the 
information to be applied to the classifier for each block is a [100x20] matrix, being 100 
the number of segments, and 20 the number of features of each segment.

Different kinds of neural networks have been tested. All of them can be included in 
the Deep Neural Networks group. We have taken into account Convolutional Neural Net-
works, which are a kind of feed-forward neural network, and networks proposed to process 
time series considering historical information, such as Recurrent Convolutional Neural 
Networks and Temporal Convolutional Networks. The results confirm that all types of net-
works obtain good results for gender classification, but the combination of Convolutional 
Networks and Temporal Neural Networks performs better for age group classification. The 
influence of the number of free parameters on the classifier performance has also been 
studied, demonstrating that the larger the network size (number of free parameters), the 
better the performance in both applications. However, it is not worth using more than 50 
thousand parameters, regardless of the type of network configuration used (the behaviour 
of different networks with an equivalent number of free parameters is similar). An impor-
tant topic that will be studied in future works is the importance of data being unbalanced.

The results for gender classification are really good, with errors commonly below 2%, 
which is comparable to the best published in the literature. The results for age group clas-
sification are also promising, with the best configurations achieving a classification error 
below 20%. In terms of precision and recall, the best performing systems achieve around 
80% and 70% respectively, which is in line with human performance according to the liter-
ature. These results indicate that gender and age groups classification can be implemented 
with very good results to improve the service provided in IVR systems.

Despite the fact that the results obtained in terms of mean error were very good, it 
remained to be known whether the error in the estimation of the age group was distributed 
more or less uniformly among the different groups, despite the fact that the group of sen-
iors is very poorly represented in the database. An analysis of the confusion matrix allows 
us to verify that there are no great differences in the mean error in each age group. This has 
been achieved thanks to the fact that the error function for training gives more importance 
to the errors made in the worst represented groups.
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