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Abstract
Many of the research problems in robot vision involve the detection of keypoints, areas 
with salient information in the input images and the generation of local descriptors, that 
encode relevant information for such keypoints. Computer vision solutions have recently 
relied on Deep Learning techniques, which make extensive use of the computational capa-
bilities available. In autonomous robots, these capabilities are usually limited and, conse-
quently, images cannot be processed adequately. For this reason, some robot vision tasks 
still benefit from a more classic approach based on keypoint detectors and local descrip-
tors. In 2D images, the use of binary representations for visual tasks has shown that, with 
lower computational requirements, they can obtain a performance comparable to classic 
real-value techniques. However, these achievements have not been fully translated to 3D 
images, where research is mainly focused on real-value approaches. Thus, in this paper, we 
propose a keypoint detector and local descriptor based on 3D binary patterns. The experi-
mentation demonstrates that our proposal is competitive against state-of-the-art techniques, 
while its processing can be performed more efficiently.

Keywords  Shape binary patterns · Point clouds · Local descriptor · Keypoint detector

1  Introduction

Computer vision is especially relevant in robotics, due to the prominent role of visual 
information in most robot applications. Thus far, there has been extensive research on the 
use of vision systems for navigation, localization, manipulation, and human-robot interac-
tion, among others [25]. However, robot vision presents specific constraints that are usually 
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out of scope in computer vision applications such as fast computation and low resources 
consumption.

Computer vision applications have traditionally followed a standard pre-processing 
pipeline: a) segment an input image, b) detect regions of interest, and c) describe those 
regions. The first step is usually applied to reduce the search space in the input image. 
The second step is carried out by detecting keypoints, that is, significant points that can 
be identified from different viewpoints and which represent areas with salient information. 
Finally, in the third step, the region around those keypoints must be studied to find a suit-
able representation that depicts that area with sufficient descriptiveness and distinctiveness. 
This pipeline has been widely used for tasks like object registration, where the final goal is 
to find a transformation that overlaps different images of the same object. In this case, it is 
essential to find representative areas in the object and describe them correctly, to then be 
able to match the common parts that are visible in the different images.

However, computer vision research has lately been dominated by deep learning tech-
niques, and more specifically, Convolutional Neural Networks (CNNs) [20]. Given enough 
annotated data and computational capabilities, these solutions offer remarkable accuracy. 
Nonetheless, there are problems for which the traditional approach is more appropriate. 
For example, robotic applications are usually limited to the hardware available on the robot 
itself, and a limited amount of annotated data collected during runtime.

Meanwhile, the use of 3D devices (e.g. Microsoft Kinect or Asus Xtion) is now com-
mon for robot vision applications [5, 19, 49, 53], as RGB-D images allow the information 
perceived within the image to be associated with its 3D position. Consequently, the clas-
sic pipeline of segmentation, keypoint detection and local descriptor generation has been 
adapted to include depth information. The Point Cloud Library (PCL) [44] includes the 
appropriate tools to process this 3D data.

Binary representation has three clear benefits over other state-of-the-art techniques: effi-
cient computation, low memory requirements, and appropriate encoding for subsequent 
applications, such as matching. However, research in this type of encoding for 3D informa-
tion has thus far been limited. Consequently, in this paper we propose a binary representa-
tion of the 3D data in point clouds to both detect keypoints and generate local descriptors. 
In essence, we have designed a binary pattern to encode the shape of the local neighbor-
hood of a point, which can be used as a local descriptor or to analyze whether the point is 
relevant enough to be used as keypoint. We have also compared the performance of both 
the keypoint detector and the local descriptor against well-known techniques, obtaining 
competitive results with significantly lower computational requirements.

The rest of this paper is organized as follows. In Section 2, we present an overview of 
the current proposals. Our approaches for local descriptors generation and keypoint detec-
tion are described in Section 3 and Section 4, respectively. We then compare them against 
state-of-the-art techniques in Section 5. Finally, Section 6 presents the conclusions.

2 � Related work

Image understanding relies on the information extracted from a given input image, and 
this analysis can be performed using the whole image or small patches around regions 
of interest. These two approaches are usually referred to as global or local techniques, 
respectively. While global methods attempt to exploit all the image, local ones use 
exclusively the information contained in a small region around a given point. This area 
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is known as local neighborhood, and, in 3D images, is defined by a sphere of radius R 
centered around the point.

Two of the most important tasks in image understanding are keypoint detection and 
feature generation, which are usually approached using local techniques. These have 
been widely studied in the computer vision community [27, 46]. Traditionally, they 
were approached by describing the local neighborhood with real-value descriptors [4, 
22]. Subsequently, however, the interest in binary representations increased due to their 
characteristics: small memory footprint and fast computation, which make them an 
appropriate option for real-time applications [24].

In [32], Ojala et  al. presented the most significant binary descriptor thus far: the 
Local Binary Patterns (LBP), a simple and efficient pattern to represent the local neigh-
borhood of a point. The same paper describes how the patterns with all the 1s together 
identify basic forms (e.g. lines or dots), thus better representing the regions of inter-
est. This subset of patterns is known as uniform patterns. Initially, this descriptor was 
oriented to 2D texture classification [15, 59], but it has also been successfully applied 
to multiple tasks, including face recognition [1], shape localization [16] or scene clas-
sification [55].

Other binary descriptors for RGB images, such as BRIEF [7], ORB [40], BRISK [21] 
or FREAK [2], have achieved accuracy comparable to state-of-the-art real-value descrip-
tors in tasks like feature matching [28] and image retrieval [8]. However, research with 
RGB-D images has mainly been focused on real-value features, such as Spin Images (SI) 
[17], NARF [48], FPFH [42], or SHOT [50]. In general, these descriptors are computation-
ally demanding in both time and space [3].

To date, a limited number of proposals have been made for the generation of 3D binary 
descriptors. Some approaches compute LBP in the frequency domain [12, 13], and then 
construct rotation invariant patterns while testing different possible orientations. Other 
techniques generate a binary pattern from equidistant points in a sphere of radius R [29, 33] 
or even from triangular mesh manifolds [54]. These proposals are 3D extensions of LBP 
with a special focus on the grayscale information around the interest point. Their range of 
application is reduced to problems where texture classification is essential, such as medical 
image categorization. Finally, in [35] a binarization of the SHOT descriptor was proposed 
(B-SHOT) to speed up subsequent tasks like feature matching. However, this proposal can-
not take advantage of the fast computation of binary descriptors because it first computes 
the SHOT feature to then discretize its values.

The developments in keypoint detectors have followed a similar path. Traditionally, 
SIFT [22] and SURF [4] have been the most commonly used methods, despite their high 
computational requirements. Recently, new methods based on binary descriptors have been 
proposed to decrease those requirements, while maintaining similar performance. In 2010, 
the FAST [39] method was proposed. FAST is a keypoint detector based on the corners 
found in an image, and was designed specifically for a high processing speed. It determines 
that a point corresponds to a corner if n contiguous pixels in a circle around the point have 
a brighter intensity than the center point. To achieve its high speed, it only performs the 
minimum number of comparisons necessary to determine whether a point is a corner or 
not. Similar approaches based on the same idea are AGAST [23], which increases perfor-
mance by providing an adaptive and generic accelerated segment test; ORB [40], which 
adds an orientation component to FAST for its keypoint detection; and BRISK [21] which 
is an extension aimed to achieve invariance to scale. A further, less related proposal is 
FREAK [2], which computes a cascade of binary strings by comparing intensities over a 
retinal sampling pattern.
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More specifically, in 3D, keypoint detectors are focused on finding distinctive shapes 
within an image based on the 3D surface. These detectors include the MeshDoG [56], 
which is designed for uniformly triangulated meshes, and is invariant to changes in rota-
tion, translation, and scale; the Laplace-Beltrami Scale-Space (LBSS [52]), which pursues 
multi-scale operators on point clouds that allow detection of interest regions; the KeyPoint 
Quality (KPQ [47]) or the Salient Points (SP [9]). Other detectors require a scale value to 
determine the search radius for the local neighborhood of the keypoint. Examples of these 
detectors are the Intrinsic Shape Signature (ISS [60]), which relies on Eigen Value Decom-
position (EVD) of the points in the support radius; the Local Surface Patches (LSP [10]), 
based on point-wise quality measurements; and the Shape Index (SI [18]), which uses the 
maximum and minimum principal curvatures at the vertex. However, none of these meth-
ods utilizes binary representations.

Due to the outstanding results of CNNs in computer vision, there has recently been 
increasing interest in Deep Learning techniques and how to apply them to 3D informa-
tion [14]. Most of these approaches are based on using the coordinates of the 3D points 
in an image as input data, and designing an architecture that can use this information for 
different tasks such as classification or semantic segmentation [36]. For example, inspired 
by this proposal, PPFNet [11] trains a local network using a set of neighboring points, 
their normals and point pair features (PPFs [42]). This approach seems to improve previous 
proposals in recall, but has similar performance to non-Deep Learning approaches in preci-
sion, probably due to the limited availability of large 3D datasets.

Current 3D registration methods based on correspondences mix Deep Learning with 
traditional approaches [58]. Additionally, robotic applications have limited resources to 
process input data, that is, tasks should be performed in the most efficient way (for exam-
ple, limiting the use of the GPU only to complex problems). Additionally, in this sce-
nario, solutions must be applied to real-world objects, i.e. there is a limited amount of data 
available. Consequently, there is still interest in developing efficient hand-crafted local 
representations.

In this paper, we tackle the challenge of defining an efficient local descriptor and a 
repeatable keypoint detector. The former is addressed by generalizing the Shape Binary 
Patterns (SBP) that were first proposed in [37]. The original design of the SBP descriptor 
was oriented to segmented objects. That approach, however, might not be optimal when 
dealing with scenes that contain several objects. In these circumstances, clutter hinders the 
calculation of the density of points for each object and decreases the efficacy of our origi-
nal proposal. Consequently, in this paper, we generalize our previous proposal to adapt its 
use to this type of image. We also evaluate its performance with a different benchmark 
to validate the usefulness of the SBP descriptor. The latter relies on the definition of uni-
form patterns presented in [38], but here we present a highly revised and more efficient 
approach.

3 � Shape binary patterns

The work presented in this paper is mainly inspired by Local Binary Patterns (LBP) [32], 
where a pattern T is generated around a given point pc by computing the difference in the 
gray value of pc and a set of N equidistant points on a circle of radius R around that point. 
The elements with positive differences are represented by 1s and negative ones are encoded 
as 0s:
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where gi represents the gray level of pi and

In point clouds, we could generate a similar descriptor by selecting N equidistant points to 
the given point pc using a R-radius sphere, and computing the grayscale difference between 
each point in {p1,… , pN} and the center pc . The underlying problem in this approach is 
the need to find the N points in a specific position on the sphere of radius R. In general, the 
inherent occlusions of RGB-D images (and 3D models) would render this task impossible. 
To overcome this problem, in [37] we proposed the Shape Binary Pattern (SBP), a binary 
descriptor that encodes the presence of points in the local neighborhood of pc . That version 
included an automatic radius calculation for the local neighborhood of pc that worked for 
the specific task of object registration, when the object had been previously segmented. 
However, this approach is not recommended when the object is part of a larger scene, as 
the dimensions of the whole image skew the calculated radius. Consequently, here we aim 
to present a more general approach with that step removed. Radius R for the local neigh-
borhood is now the only requested input parameter.

The SBP is based on overlapping a 3D grid over the local neighborhood of a given 
point pc , and then assigning a binary value to each bin depending on the presence of 
points inside the bin. The final pattern is constructed by concatenating the values for all 
the bins. In order to achieve rotation invariance, we need to provide a repeatable local 
Reference Frame (RF) based just on the local neighborhood of pc [50].

First, given a set of N points Pc = {p1,… , pN} corresponding to the nearest points to 
pc in a search radius R, the neighbors’ covariance matrix M for pc is computed as:

where N is the number of points in the local neighborhood of pc and � is the centroid of 
Pc . Subsequently, an eigenvalue decomposition of M that results in three orthogonal eigen-
vectors is performed, which can be used to define an invariant RF. As the SBP descriptor 
uses a 3D grid to binarize the local neighborhood of pc , only a pair of orthogonal vectors 
are needed to define the invariant RF. Thus, the eigenvector corresponding to the smallest 
eigenvalue is selected. Note that this vector is typically used to approximate the normal to 
pc [43]. Due to the second orthogonal vector requirement, we also select the eigenvector 
with the highest eigenvalue. Their orientation is determined to be coherent with the vectors 
they represent [6, 50]. Finally, the third vector of the RF can be set to the dot product of the 
already selected eigenvectors, only to avoid improper rotation transformations (reflections).

Once the two vectors of the RF have been computed, we use their orientations to 
overlap a 3D grid over Pc . As shown in Fig. 1, the RFz vector is always mapped to the 
upper vector (z-axis) of the 3D grid, and the RFx to the front one (x-axis). There are 
two parameters to be set in this grid: the number of bins k, and the bin size l. Based on 
empirical evidence, we propose the generation of patterns with size k = 64 , using a grid 
of 4 × 4 × 4 . Regarding the bin size l, as the 3D grid is fitted into the sphere formed by 
the search radius R (i.e. R corresponds to half the diagonal of a 3D cube of side l ⋅ 3

√
k ), 

l can be calculated as follows:

(1)T = ⟨s(g1 − gc),… , s(gN − gc)⟩

(2)s(x) =

{
1 if x ≥ 0

0 if x < 0

(3)M =
1

N

N∑

i=1

(pi − �)(pi − �)T
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Finally, each point in Pc is assigned to the corresponding bin based on its position in the 
local RF. The binary pattern T that encodes the presence (or absence) of at least one point 
inside each bin is then created. That is,

where T represents the final SBP descriptor, bi the set of points assigned to the i-th bin, and 
f(x) is a function that returns a binary value depending on the number of points in the bin. 
Figure 1 shows an illustration of the process for generating a SBP descriptor.

4 � Keypoint detection with SBP

As stated, the LBP proposal includes the definition of uniform patterns [32], which are a 
subset of all the possible patterns. Specifically, the term “uniform patterns” refers to those 
patterns that have all their 1s together, in other words, there are no more than two changes 
between 1s and 0s along the pattern. These uniform patterns are the most frequent and rep-
resent basic shapes that can be found in an image.

This approach can be paralleled for point clouds by analyzing the 1s distribution in the 
SBP patterns. The main idea is to compute the SBP pattern for each point in the input point 
cloud. Then, based on whether it is a uniform pattern or not, and on its number of 1s, we 
select it (or not) as keypoint. Later, in Section 5, we will also describe how to optimize the 
detection process for real-time applications. We can thus distinguish two basic steps to gen-
erate a keypoint detector: a) identifying the points corresponding to uniform patterns, and 
b) selecting the most representative patterns in the image.

(4)l =
2R

3
√
k ⋅

√
3

(5)T = ⟨f (b1),… , f (bK)⟩, f (x) =

�
1 if �x� > 0

0 if �x� ≤ 0

Fig. 1   SBP generation. The 3D grid is overlapped over pc based on its calculated RF (where the blue vector 
represents the RFz and corresponds to the eigenvector with smallest eigenvalue, and the red vector repre-
sents RFx and corresponds to the eigenvector with the highest eigenvalue), and then a pattern is generated 
based on the appearance of points in the corresponding bin
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4.1 � Uniform patterns

In 3D, we determine a uniform pattern by analyzing the disposition of 1s in the 3D grid. 
Specifically, we consider that a pattern is uniform if all the 1s are in contiguous posi-
tions in the 3D grid.

Formally, given the 3D grid disposition of the binary values around an interest point, 
we consider its pattern as uniform if there is only one connected component of 1s in the 
pattern. In other words, given the subset B1 of bins with value 1, for any two bins bi ∈ B1 
and bj ∈ B1 , there is a path of 1s between them in the grid (with steps at Manhattan dis-
tance of 1).

Based on this criterion, we then assign to each pattern T an index value UT based on 
the number of 1s it contains:

where k is the size of the pattern (in this case k = 64 ) and f(x) is the function defined in 
(5) to calculate the binary value of the bins. With this index value, we cluster the patterns 
according to their number of 1s, and independently of their distribution in the final pattern.

4.2 � Selection criteria

After assigning a UT to each interest point in the image, we proceed to select the most 
representative subset of points among those corresponding to uniform patterns. First, 
we generate a histogram of the index assigned to the patterns and we then select the 
final keypoints using one of the following criteria:

–	 Frequency ( Fn ): The points with the n less frequent UT , with n ∈ [1, k].
–	 Minimum UT ( mn ): The minimum index value of uniform pattern, that is, we select 

all points with pattern T if UT ≥ n with n ∈ [1, k].
–	 Number of pattern indices ( Nn ): The n/2 with the lowest index value and the n/2 with 

the highest index value, that is, we select all points with pattern T if UT ≤ n∕2 or 
UT ≥ k − n∕2 with n ∈ [1, k].

–	 Number of points ( Mm ): We select the points with the least frequent UT while there 
are fewer than m points selected, with m > 0.

In Fig. 2 we show an example of keypoints detected using different selection criteria.

5 � Experimental results

In this section, we use the evaluation benchmark proposed in [45] to assess the per-
formance of our proposals. This benchmark contains five different datasets to com-
pare against state-of-the-art techniques for two main applications: keypoint detec-
tion and local descriptor generation. Each dataset contains mesh files for a set of 
models M = {�1,… ,�M} and scenes S = {�1,… , �S} , where each scene is com-
posed of a subset of the models. Additionally, each dataset includes the ground-truth 

(6)UT =

�∑k

i=1
f (bi) if T is uniform

k + 1 if T is not uniform
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transformations ( �ms ) to overlap each model �m with its instance in the scene �s . Spe-
cifically, the datasets are:

–	 Retrieval: a synthetic dataset containing 3D models of 6 objects and 3D models of 18 
scenes at different noise levels.

–	 Random Views: a synthetic dataset containing 3D models of 6 objects and 2.5D views 
of 36 scenes at different noise levels.

–	 Laser Scanner [26]: a dataset captured with a Minolta Vivid 910 scanner that contains 
3D models of 5 objects and 2.5D views of 50 scenes.

–	 Space Time: this contains 2.5D views of 6 objects and 2.5D views of 12 scenes.
–	 Kinect: a dataset captured with a Microsoft Kinect device containing 2.5D views of 6 

objects and 2.5D views of 12 scenes.

In Fig. 3, we show a sample model and three scenes for each dataset.
Finally, it should be noted that both our proposal and the methods selected for com-

parison are based exclusively on the local information around the interest point. In 3D, the 
local neighborhood includes the points in a sphere around the keypoint with radius R mesh 
resolution (mr), where the mesh resolution is defined as the mean length of the edges in the 
input object mesh. In the following, we will refer to the value of R as scale (it represents a 
scale of the mesh resolution).

For simplicity, in this section, we will only discuss the results obtained with the Ran-
dom Views dataset, as it presents a typical scenario in object recognition and manipulation, 
that is, the identification of the partial view of an object using its 3D model. However, in 
Appendix 1, we include the results with the other datasets.

The source code for these experiments was implemented using the Point Cloud Library 
(PCL [44])1.
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Fig. 2   Example of keypoints based on selection criteria. The light color in the histogram represents the 
selected UT

1  Source code available at: http://​simdr​esear​ch.​com/​suppl​ements/​sbp/
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5.1 � Keypoint detector evaluation

To evaluate the performance of a keypoint detector, it is necessary to measure its repeat-
ability [46], that is, the same keypoints are selected in different instances of the same 
object. Specifically, we use the repeatability measures proposed in [45], which are defined 

Fig. 3   Sample of one model and three scenes for each dataset. From top to bottom: Retrieval, Random 
Views, Laser Scanner, Space Time, and Kinect. The first two datasets show the same scene at different noise 
levels; the other three datasets show different scenes
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as follows: given a keypoint ki
m
 extracted from the model �m , it is said to be repeatable if, 

after its transformation based on the ground-truth information �ms , the Euclidean distance 
to its nearest neighbor kjs in the set of keypoints extracted from the scene �s is less than a 
threshold � = 2 mr.

Thus, given the set RKms of repeatable keypoints for the model �m in the scene �s , the 
absolute repeatability is defined as

and the relative repeatability as

where |VKms| is the subset of keypoints from the model �m that are visible in the scene �s . 
A keypoint is considered to be visible if, after applying its ground-truth transformation to 
the model, there is a point in the scene in a small local neighborhood (2 mr) around the 
transformed object keypoint.

In Section 4.2, we proposed different methods to select the final keypoints based on the 
distribution of uniform patterns in the images. First, therefore, we will evaluate the perfor-
mance of the different options proposed to determine the best configuration. We will then 
compare that configuration against state-of-the-art detectors.

5.1.1 � Optimization for real‑time applications

The keypoint detector presented thus far is intended to identify relevant basic shapes given 
an input image. However, it has two major drawbacks that need to be addressed: 

1.	 The detection of uniform patterns entails the computation of the local Reference Frame 
for each point. This stage is the most computationally expensive step in the SBP genera-
tion. While this is an assumable cost for generating rotation invariant descriptors, it is 
not efficient enough for real-time applications. In Fig. 4, we can see the time employed 
to select keypoints, calculating the SBP descriptor for all the points in the input point 

(7)rabs = |RKms|

(8)rrel =
|RKms|
|VKms|
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Fig. 4   Time per point cloud size in SBP keypoint calculation
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cloud. As expected, these times are excessively high for real-time applications and most 
of the time is spent in calculating the RF and transforming the points to determine their 
position in the pattern grid.

2.	 Given a point pc , the SBP descriptor uses a 3D grid to encode the presence of points in 
its local neighborhood. This grid has a bin size of l, which is determined by the radius R 
used to select the points that belong to that local neighborhood. This means that points 
with a distance of less than l will probably be described with the same SBP pattern and 
the same UT and, consequently, all these points will be selected simultaneously, as the 
deciding factor to detect a keypoint is the number of 1s in its SBP representation (see 
Fig. 5).

We can address these issues by removing the calculation of the local Reference Frame. 
If we skip this step, we should still be able to identify basic shapes, as they would have 
similar but rotated patterns. We now directly discretize the whole input image by overlap-
ping a 3D grid of bin size l and computing the presence of points in each bin. Then, we 
analyze the distribution of uniform patterns over this 3D grid of the input point cloud, and 
select the interest UT based on our selection criteria. Finally, to avoid the concentration of 
points belonging to the same UT , we select the closest point to the grid center of the pattern 
as the keypoint, as it would be the most feasible point to present the selected UT.

We need to validate whether this change would affect the repeatability of the SBP 
keypoint detector. To this end, we evaluate the relative repeatability of both approaches 
for the SBP keypoint detector with the same configuration. That is, given a keypoint ki

s
 

extracted from the scene �s , using the SBP keypoint detector with RF calculation, and the 
closest keypoint k′js  extracted from the same scene �s , using the same SBP keypoint detec-
tion method but without calculating the RF, we will consider the keypoint ki

s
 repeatable if 

|ki
s
− k

�j
s | < 2 mr.

Fig. 5   Example of concentra-
tion of selected points with the 
same UT
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In Fig.  6, we can observe the relative repeatability of the keypoint detector when 
optimized for real-time applications. This figure showcases the high repeatability of 
keypoints when we remove the RF calculation at lower scales. At higher scales, the 
repeatability diminishes due to the separation that we intentionally include in the SBP 
keypoint detection to avoid concentration of points with the same UT (see Fig.  5). In 
Section 5.1.3, we will demonstrate that these results are still competitive against state-
of-the-art detectors.

5.1.2 � Keypoint selection criteria

Ideally, a keypoint detector should generate a small (but considerable) number of points 
that can always be identified in different instances of an object. That is, a good keypoint 
detector should present a high relative repeatability without selecting an excessive num-
ber of points. Thus, to compare the different configurations of the SBP keypoint detec-
tor, we define the repeatability score rscore as a weighted harmonic mean of the relative 
repeatability rrel and the absolute repeatability rabs:

where n(r) is the normalized value of the repeatability measure r. This normalization is 
preformed due to the different ranges of both rabs and rrel.

In Fig. 7, we can observe the normalized rabs and rrel for all the possible configura-
tions in each dataset, and the best configuration based on its rscore . As expected, the 
selected configurations are those that maximize rrel and minimize the rabs.

In Table 1, we show the best configuration for each dataset based on its rscore . From these 
results, we can conclude that the best configuration is N30 , as it obtains the best score with 
two of the datasets, Random Views and Laser Scanner. Additionally, the best configuration 
for the Space Time dataset is N32 , which is remarkably similar to the previous one, rein-
forcing the selection of the overall best configuration ( N30 ) for the following experiments.

(9)rscore =
4

3

−n(rabs)+1
+

1

n(rrel)
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Fig. 6   Repeatability of SBP keypoint detector without calculating the local RF
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5.1.3 � Comparison with the state of the art

The best configuration of the SBP keypoint detector ( N30 ) was compared against well-
known techniques implemented in the PCL library. Specifically, we selected ISS and 
Harris 3D. Other techniques were discarded because they require color/grayscale infor-
mation (SIFT 3D), or because they work with specific input images that are unavailable 
in the selected datasets (for example, the NARF keypoint detector uses range images as 
input).

The relative and absolute repeatabilities using the Random Views dataset are 
shown in Fig. 8. Here, we can observe that the SBP keypoint detector is better than 
the state-of-the-art methods ISS and Harris 3D, as it offers a slightly better rrel with-
out selecting too many points. These results are consistently independent of the noise 
level and scale. Then, in Fig.  9 we show the computation time per input point for 
different scales and noise levels. It is worth noting that the the SBP keypoint detec-
tor offers a uniform detection time which is always lower than for the real-value 
detectors.
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Fig. 7   Normalized absolute and relative repeatabilities by dataset and selection method. The highlighted 
point represents the selected configuration based on its score ( rscore)

Table 1   Best selection method 
and its score by dataset

Dataset Best configuration rscore

Retrieval m
38

0.906317
Random Views N

30
0.804230

Laser Scanner N
30

0.786823
Space Time N

32
0.811766

Kinect m
26

0.767785
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5.2 � Descriptor evaluation

Descriptor evaluation is usually performed based on the 1 − precision vs recall curve of 
the matches for each pair model-scene [27]. For each keypoint ki

m
 from the model �m 

and each keypoint kjs from the scene �s , we extract their corresponding descriptors, di
m
 

and djs , respectively. We subsequently perform an approximated nearest neighbor search 
[30, 31] between the set of descriptors from the scene and the set of descriptors from the 
model. For each keypoint kjs in the scene, we will consider the ratio between the descrip-
tor distance to its closest keypoint ki

m
 in the model ( ‖djs − di

m
‖ ) and its second closest 

keypoint ki′
m

 ( ‖djs − di
�

m
‖ ), to determine the matches between both images. kjs and ki

m
 will 

be considered a match, if this ratio is less than a threshold �.

Finally, and similarly to the keypoint evaluation, a match will be considered as correct if, 
after its transformation based on the ground-truth information �ms , the Euclidean distance 
between the model keypoint ki

m
 and the scene keypoint kjs is less than a threshold � = 2 mr.

In this matching scenario, the precision is the fraction of matches that are correct, while 
the recall is the fraction of correct matches retrieved.

(10)
‖djs − di

m
‖

‖djs − di
�

m
‖
< 𝜏

(11)precision =
# correct matches
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Fig. 8   Absolute and relative repeatability on the Random Views dataset, for different scales and noise levels
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We will perform this evaluation against the local descriptors SHOT, FPFH, and Spin 
Images (SI) that are implemented in the PCL library. Other local descriptors have been 
discarded for different reasons, for example, the use of color information (CSHOT [51]), 
specific types of images (NARF uses range images), or because there are newer but similar 
versions of these base descriptors (PFH [41]). Finally, in order to avoid any bias caused 
by the keypoint detection method, we randomly select 1000 feature points from each 
scene, and then calculate the corresponding points in the models based on the ground truth 
transformations.

Additionally, we will also perform this evaluation against DIP [34] descriptors, which 
are an example of local descriptors generated using modern Deep Learning techniques. 
Unlike handcrafted features, these Deep Learning based methods require a high number of 
images to train. So we cannot rely exclusively on the datasets selected for this study if we 
intend to train and evaluate Deep Learning methods effectively. The DIP descriptors used 
in our experiments have been pretrained using the 3DMatch dataset [57].

In Fig. 10, we show the precision-recall curve with the Random Views dataset at dif-
ferent noise levels and scales. The best results are obtained with DIP, which is expected 
because it is the only evaluated technique based on Deep Learning. Among the handcrafted 

(12)recall =
# correct matches

# correspondences

Fig. 9   Time per point in the 
input cloud on the Random Views 
dataset, for different scales and 
noise levels
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features, the best results are obtained with SI. However, SBP outperforms FPFH and 
SHOT, which usually have a low recall. From these results, we can conclude that SBP 
shows competitive results against handcrafted descriptors, but Deep Learning solutions are 
preferred when sufficient computational resources are available.

Then, in Fig. 11 we show the computation time per input point for different scales and 
noise levels. Again, it is worth noting the stable generation and matching computational 
time of the SBP descriptor, which clearly improves real-value descriptors. We have not 
included DIP descriptors in this time comparison because the resources needed to generate 
those descriptors in a reasonable time are much higher than the other methods. So, even 
if they have a remarkable performance in terms of precision and recall, these descriptors 
could only be used in real-time applications in platforms with, at least, a dedicated GPU 
and a high-end CPU that is able to calculate the local reference frame needed for each 
descriptor as fast as possible in order to avoid bottlenecks.

Finally, another requirement to consider is the memory footprint of the different 
descriptors. Table 2 contains the length and size in bytes of the different descriptors. The 
SBP descriptor is 16 times smaller than DIP, the smallest of the real-valued descriptors 
considered.

6 � Conclusions

In this paper, we have presented a binary descriptor and keypoint detector for point clouds, 
and more specifically, for 3D vision applications that require an efficient and low-cost pro-
cessing. Our proposals can be easily integrated in any robot vision application (see Fig. 12).
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Fig. 10   Matching precision-recall on the Random Views dataset, for different scales and noise levels
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To assess the performance of our proposals, we selected a well-known evaluation 
benchmark that includes different datasets, and we compared our methods against the state-
of-the-art techniques implemented in the PCL library. The results show that both the SBP 
descriptor and the SBP keypoint detector perform similarly in terms of precision-recall and 
repeatability, respectively, to these well-known techniques. However, the methods here 
proposed are significantly better in computation time and memory footprint.

Fig. 11   Time per correspondence 
on the Random Views dataset, for 
different scales and noise levels
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Table 2   Descriptor size

The size in bytes is calculated considering that a Boolean value is 
stored in 1 bit and a real value is stored in 4 bytes
∗ Depending on the implementation, a Boolean might be stored in 1 
byte; and, in that case, the SBP descriptor would use 64 bytes

Descriptor Type Length Size (Bytes)

SBP Binary 64 8∗

DIP Real 32 128
FPFH Real 33 132
SHOT Real 352 1408
SI Real 153 612
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The proven efficiency of the SBP methods makes them the ideal choice for real-time 
applications and systems with low computational requirements. For example, robot 
vision tasks that must be run in a robot with a single processor might greatly benefit 
from these efficient approaches based on binary values. However, if these computa-
tional aspects are of no concern, and based on the results obtained, modern approaches 
based on Deep Learning should also be considered as alternative solutions.

Additionally, the work here presented could be extended in the future to use color 
information, for example, by encoding and binarizing the mean color of the points in 
one bin of the 3D grid. This type of extension should provide better descriptiveness to 
improve the matching capabilities of the SBP descriptor.

Appendix A: Additional experiments

This Appendix includes the results from the experiments depicted on Section 5 with 
the datasets: Retrieval, Laser Scanner, Space Time, and Kinect.

A.1 Keypoint repeatability

The absolute and relative repeatabilities at different scales and noise levels are shown in 
Fig. 13 for the Retrieval dataset. In this particular instance, the repeatability of the SBP 
detector is lower than the state-of-the-art proposals. This behavior is probably caused 
by the simplification that removes the calculation of an invariant RF, which seems to 
be essential for this specific dataset. However, with the other datasets (see Fig. 14), the 
behavior of the detectors is similar to that obtained with the Random Views dataset; SBP 
has a similar relative repeatability to ISS and Harris 3D without the need to select a 
high number of keypoints.

Figure 15 shows the mean time to detect keypoints per point in the input cloud. In 
this case, the results are similar to those obtained with the Random Views dataset. In 
view of these results, we can state that SBP outperforms the state-of-the-art detectors.

Keypoint
detection

Local descriptors
generation

Input image
 keypoints

 local descriptors

   Robot vision applications:

Classification
Object manipulation
Visual servoing
...

Fig. 12   Flowchart that shows how to use the techniques described in this paper
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Fig. 13   Absolute and relative repeatabilities on the Retrieval dataset, for different scales and noise levels
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Fig. 14   Absolute and relative repeatabilities on the Laser Scanner, Space Time, and Kinect datasets, for dif-
ferent scales
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Fig. 15   Time per point in the input cloud on the Retrieval dataset (left) and the Laser Scanner, Space Time, 
and Kinect datasets (right), for different scales
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Fig. 16   Matching precision-recall on the Retrieval dataset, for different scales and noise levels
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Fig. 17   Matching precision-recall on the Laser Scanner, Space Time, and Kinect datasets, for different 
scales
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Fig. 18   Time per correspondence with the Retrieval dataset (left) and the Laser Scanner, Space Time, and 
Kinect datasets (right), for different scales
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A.2 Descriptor evaluation

The precision and recall at different noise levels are shown in Fig. 16 for the Retrieval 
dataset. For lower scales, state-of-the-art descriptors outperform SBP. This is probably 
related to the grid representation in the SBP descriptor, where lower scales result in 
bins too small to actually encode the shape around the interest point. However, at high 
scales, SBP improves considerably and even obtains better results than the real-value 
descriptors. When comparing with the other datasets (see Fig. 17), SBP has a slightly 
worse behavior than state-of-the-art descriptors, but competitive enough depending on 
the application due to its fast computation and small memory footprint.

Figure 18 shows the mean time to generate the descriptors and perform the matching 
per correspondence. In this case, the results are similar to those obtained with the Ran-
dom Views dataset. SBP outperforms the state-of-the-art descriptors.
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