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Abstract
Fog computing is considered a formidable next-generation complement to cloud comput-
ing. Nowadays, in light of the dramatic rise in the number of IoT devices, several problems 
have been raised in cloud architectures. By introducing fog computing as a mediate layer 
between the user devices and the cloud, one can extend cloud computing’s processing and 
storage capability. Offloading can be utilized as a mechanism that transfers computations, 
data, and energy consumption from the resource-limited user devices to resource-rich fog/
cloud layers to achieve an optimal experience in the quality of applications and improve the 
system performance. This paper provides a systematic and comprehensive study to evalu-
ate fog offloading mechanisms’ current and recent works. Each selected paper’s pros and 
cons are explored and analyzed to state and address the present potentialities and issues 
of offloading mechanisms in a fog environment efficiently. We classify offloading mecha-
nisms in a fog system into four groups, including computation-based, energy-based, stor-
age-based, and hybrid approaches. Furthermore, this paper explores offloading metrics, 
applied algorithms, and evaluation methods related to the chosen offloading mechanisms in 
fog systems. Additionally, the open challenges and future trends derived from the reviewed 
studies are discussed.

Keywords Fog computing · Offloading · Internet of things (IoT) · Quality of service (QoS)

 * Ebrahim Mahdipour 
 mahdipour@srbiau.ac.ir

 Maryam Sheikh Sofla 
 m.sheikh@srbiau.ac.ir

 Mostafa Haghi Kashani 
 mh.kashani@srbiau.ac.ir

 Reza Faghih Mirzaee 
 r.f.mirzaee@qodsiau.ac.ir

1 Department of Computer Engineering, Science and Research Branch, Islamic Azad University, 
Tehran, Iran

2 Department of Computer Engineering, Shahr-e-Qods Branch, Islamic Azad University, Tehran, 
Iran

Published online: 19 October 2021

Multimedia Tools and Applications (2022) 81:1997–2042

http://orcid.org/0000-0003-3746-7678
http://crossmark.crossref.org/dialog/?doi=10.1007/s11042-021-11423-9&domain=pdf


1 3

1 Introduction

Fog computing, which is also known as fog or fog networking, is introduced as an emergent 
and novel paradigm for extending cloud services. Although cloud computing is presented 
as a model that provides on-demand and ubiquitous access to a shared pool of computing 
and storage resources, cloud resources are far from users, and as a result, the cloud can-
not support low-latency services alone. The fog can extend these computing and storage 
resources by incorporating a transitional layer between the IoT devices and the cloud, lead-
ing to a three-layer hierarchy: user devices layer, fog layer, and cloud layer. The middle fog 
layer consists of a set of base stations, routers, and gateways that are geographically distrib-
uted and places as near as possible to the IoT devices. It is widely known that fog brings 
the cloud closer to the ground (IoT devices) [72, 88].

Regarding the terminology, Cisco was the first which uses the word fog computing in 
2012 [18]. Fog computing is now a notion that is open to the public. It is currently being 
endorsed by the OpenFog Consortium. In November 2015, a coalition of academia and 
industry, including Microsoft, Intel, Cisco, ARM, Dell, and Princeton University, instituted 
the OpenFog Consortium to catalyze, publicize, and promote the implementation of fog 
computing [88]. Fog computing delivers further benefits as compared to cloud comput-
ing. Low response time for requested services is one of them. While delay-tolerant and 
compute-intensive components usually occur in the cloud, fog computing can instead be 
employed to process some application-level components (e.g., delay-sensitive components) 
at the network edge. Moreover, being closer to the IoT devices enables fog to reduce the 
cost and latency of services and optimize power consumption [7].

If computation at the network edge is enabled, near to the user devices or fog nodes, 
fog servers can exploit processing at some specific spots, then these facilities provide more 
advantages than the cloud. In addition, fog provides exceedingly distributed nodes for col-
lecting data produced by the user devices. This task is performed through the gateways, 
access points, and routers located near the sources at the network edge layer [132]. As dis-
cussed in the literature [19], there is a consensus that cloud computing is not applicable in 
some applications of IoT, and the best alternative for these applications is fog computing. 
However, fog is not limited to IoT and can be used to deliver content and other applications 
as well.

In this paper, another notion with which we deal is offloading. Offloading is a strat-
egy that outsources tasks or services with the goal of performing the computation, reduc-
ing energy consumption, or storing data. Offloading can be done for a variety of reasons, 
such as overloaded resources or to improve QoS parameters. By employing this strategy 
continuously, we can achieve optimization to a higher extent [109]. In fog environments, 
end-users and IoT devices use applications with low response time in real-time. The aim 
of offloading in a fog environment is to outsource the load exchanged between fog nodes 
or between fog nodes and cloud. Using offloading strategies in a fog environment, which 
involves IoT devices, can optimize various quality parameters, such as power consumption, 
performance, throughput, response time, resource utilization, and cost.

Task offloading is an important strategy among several different offloading techniques. 
For IoT applications as well as cloud-fog computing, this strategy–that is–task offloading, 
is very attractive [9]. Task offloading can be used through user devices, edge devices, sen-
sors, or fog nodes. Offloading deals with several different issues that affect optimization. 
They include data management, computational requirements of an application, latency 
management, energy management, and so forth [2, 110]. The task offloading mechanisms 
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are often employed to make room for resources that are used for computation and storage. 
For instance, it is required to utilize offloading and transfer the data (or tasks) to a new 
resource when fog node processes do not run properly on their primary resource. Further-
more, by using offloading mechanisms, we can increase the speed of the computation in 
fog-cloud environments. When a low-speed processor cannot compute a task, we can com-
pute it faster by offloading the task to a high-speed processor. The main objective of this 
survey is to present a state-of-the-art review of offloading mechanisms in fog environments.

1.1  Related work and motivation

This section provides a quick explanation of the relevant studies in fog offloading mecha-
nisms. We will refer to some papers in the field of offloading (or close to this topic), which 
are not exclusively about fog computing.

Concentrating on fog computing in the cloud-IoT environment, Aazam et  al. [2] sur-
veyed diverse types of recently proposed offloading techniques in the literature. However, 
in this paper, many recently published papers were not included. Also, this survey did not 
provide a systematic review of the literature and did not specify the process for selecting 
articles. Mobile devices are confined by some restrictions such as low storage, low execu-
tion time, and low energy. Based on a contextual computation offloading, Orsini et al. [89] 
suggested a strategy to overcome these restrictions. They also presented some categories of 
representative mobile cloud computing (MCC) approaches, and the satisfaction of require-
ments was assessed. However, this article did not specify the process for selecting articles 
and did not focus on fog computing.

In addition, Cao et al. [24] introduced the basic concept of multi-access edge comput-
ing (MAEC) and its main applications. They also reviewed the essential studies, which 
employed several different machine learning (ML) based approaches. The authors illus-
trated the necessity for augmented intelligence in MAEC and discussed basic ideas of typi-
cal ML-based approaches in the state-of-the-art research works. Nonetheless, analogous to 
the papers mentioned above, this work did not provide a systematic review of the literature. 
Further, the work was not directly related to fog computing either. Also, Wu [126] pre-
sented a survey of current studies on decision-making for offloading in the mobile cloud 
environment. In this regard, the author considered some critical metrics such as energy, 
cost, storage, and security to assess methods and compare them with one another. Never-
theless, this research was not a systematic paper and was not related to the fog.

Furthermore, some new offloading frameworks and techniques were suggested by 
Akherfi et al. [5]. They analyzed these techniques and frameworks along with the major 
critical points related to three major concepts: mobile cloud computing, cloud comput-
ing, and computation offloading. Additionally, various approaches that were applied by 
the frameworks to attain offloading were illustrated in this paper. However, the work did 
not include many recent published papers and was not directly related to fog computing. 
Also, this paper did not provide a systematic review of the literature. Mach and Becvar 
[69] introduced a concept to deal with the delay challenge, known as mobile edge comput-
ing (MEC). To enable highly demanding applications to run, the MEC moves storage and 
computation resources to the mobile network’s edge at users’ devices. However, this paper 
did not follow a systematic structure in reviewing the papers. What is more, the focus of 
the paper was not on fog computing.

In another study, Wang et al. [121] surveyed a collection of mobile data offloading strat-
egies in detail. They suggested a study of cutting-edge offloading mechanisms. Based on 
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this paper, the two major classifications, infrastructure-less and infrastructure-based, can 
cover all emerging use cases of driven offloading mechanisms. Nevertheless, the work was 
not related directly to fog computing. This paper was not a systematic review, and the cri-
teria for choosing the papers were not clear and specific. Chen and Cheng [26] reviewed 
the state of the art of computation offloading algorithms. They classified the algorithms 
of computation offloading in MEC into three classes: multiple users, single user, and 
enhanced MEC server. Also, the pros and cons of each class were defined. However, the 
focus of the paper was not on fog computing. Moreover, this paper did not follow a system-
atic structure in reviewing the papers.

Finally, other offloading literature reviews and surveys were investigated, such as [108] 
by surveying binary translation methods in native offloading based on mobile cloud com-
puting in multimedia applications; [124] by surveying task offloading methods in edge/
cloud computing; [65] by surveying offloading modeling approaches in edge computing; 
[104] by reviewing stochastic offloading techniques in mobile edge computing; [105] by 
reviewing ML-based offloading techniques in mobile edge computing; and [106] by review-
ing game theory-based computation offloading techniques in mobile edge computing.

Almost none of the papers mentioned earlier were directly related to fog computing. 
They had neither the essential parts of a systematic review, including the process of paper 
selection, nor a classification of the selected papers. A summary of the previous surveys is 
given in Table 1, in which the review type, edge technology, publication year, process of 
paper selection, taxonomy, and covered year of each related study, are shown. In the lit-
erature, we sought papers published on or before November 2020, and there was only one 
work about offloading mechanisms in fog computing [2], which did not follow a systematic 
structure. Eventually, since there was no systematic and comprehensive review of the off-
loading mechanisms in fog computing, we surveyed only some relatively close papers to 
our concern. Briefly, the shortcomings of most of the previous surveys are as follows:

Table 1  Related work in the field of offloading

Review type Ref Edge technology Publication 
year

Paper 
selection 
process

Taxonomy Covered year

Survey [2] Fog computing 2018 Not clear Yes Not mentioned
[89] MCC 2015 Not clear No Not mentioned
[24] Edge computing 2019 Not clear No Not mentioned
[126] MCC 2018 Not clear No Not mentioned
[5] MCC 2018 Not clear No Not mentioned
[69] MEC 2017 Not clear No Not mentioned
[121] Mobile cellular 

computing
2019 Not clear Yes Not mentioned

[26] MEC 2019 Not clear Yes Not mentioned
[108] MCC 2016 Not clear Yes Not mentioned
[124] Edge computing 2020 Clear Yes 2016–2020
[65] Edge computing 2020 Not clear Yes Not mentioned

Systematic 
review

[104] MEC 2020 Clear Yes 2016–2020
[105] MEC 2020 Clear Yes 2013–2020
[106] MEC 2020 Clear Yes 2013–2019
Our study Fog computing 2021 Clear Yes 2016–2020
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• Most of the related papers were not investigated in a fog environment.
• Most of the papers did not provide any classifications.
• Some papers did not contain future directions and open issues, which is considered 

as a major section in surveys.
• Researchers’ paper selection methods and processes were not systematic and 

explicit.
• Recently published papers and state-of-the-art studies were not included in most of the 

studies.

1.2  Contribution and organization

What motivates us to arrange this study and investigate the offloading mechanisms in fog 
computing is that there are no systematic studies on this issue, and our scrutiny demon-
strates that there is only one work on this subject [2] (on 30/11/2020). Nevertheless, it did 
not follow the systematic study’s standards and structure, and accordingly, did not enjoy 
the critical sections of a systematic literature review. In this paper, firstly, we study the 
recent offloading mechanisms. Secondly, we compare the features of each offloading mech-
anism with others. Finally, we define certain mutual offloading mechanisms, frameworks, 
and challenges in fog computing. In the following, we mention the key contributions of this 
paper:

• Providing an exhaustive, comprehensive, and thorough literature study of the current 
offloading mechanisms in fog computing

• Providing a technical classification of the recent offloading approaches in fog comput-
ing

• Surveying the advantages and disadvantages, evaluation methods, and evaluation met-
rics of the offloading mechanisms in fog computing

• Exploring the open issues and providing possible methods for future works, which can 
optimize the effectiveness of offloading mechanisms in fog computing

The rest of this paper is structured as follows: After the introduction, we will provide a 
background of fog computing and offloading in Section 2. In Section 3, we will explore the 
research methodology and paper selection mechanisms. In Section 4, the selected papers 
will be reviewed and classified. In Section 5, we will discuss our review results and com-
pare the factors that are evaluated in our study. In Section 6, we will discuss open issues 
and future trends. Finally, we conclude our work and explain the limitations of the study in 
Section 7.

2  Background

In this section, we introduce edge technologies and fog computing. Then, the concept and 
structure of offloading are debated. Moreover, the parameters affecting the efficiency of 
offloading in fog computing are expressed.
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2.1  Edge technology and relevant notions

In this part, fog-like edge technologies, including mobile edge computing, cloudlet, and 
micro-data centers, are introduced, and then fog-related concepts such as cloud comput-
ing and the Internet of things are described.

• Mobile edge computing (MEC): In 2014, MEC was first introduced as an industrial 
plan backed by ETSI (European Telecommunication Standards Institute) for mobile 
networks and virtual machines in virtualized technologies. It was developed in 
March 2017 to meet other networks’ needs except for those of mobile networks and 
meet the needs of virtualizing techniques except those of the virtual machines [78]. 
MEC is an implementation of edge computing that provides computational capa-
bilities within the Radio Access Network. To reach low response time and improve 
context awareness, MEC is employed. The nodes of MEC are usually co-sited with 
a macro base station or the Radio Network Controller. The MEC servers provide 
information for the network itself and user devices: (1) real-time information for the 
network, including the loaded tasks and data and also capacity of the network, (2) 
information for user devices connected to the servers, including transactions data 
and their location [29].

• Cloudlet: The concept of cloudlet was raised in 2009 [102]. This concept makes use 
of modern techniques like virtual machines in cloud computing. Servers, which are 
resource-rich and in the proximity of mobile devices, provide the capability to apply 
mobile devices’ resources by using virtual machines. This model has a three-layer 
architecture composed of mobile devices, cloudlets, and cloud. Cloudlet is a trusted 
cluster of computers that are connected to the Internet. These clusters are resources 
available to use for mobile devices that near to the cluster. A Cloudlet may be used 
as a "data center in a box". This putative data center is run as a virtual device that 
can provide resources to users’ devices in real-time. By employing cloudlets, the 
services provide access to resources through a high bandwidth. Therefore, low 
response time is an achievement of this technique of computing [29].

• Micro-data center: The micro-data center concept was introduced by Microsoft 
Research, supervised by Victor Bahl. A micro-data-center is a small data center that 
is entirely functional, having some servers, and can satisfy many virtual machines. 
Most technologies, like fog computing, can use micro-data center because it reduces 
latency and increases reliability, leading to saving in bandwidth consumption and 
accommodating many new services. Micro-data centers like cloudlets can satisfy 
the demands of applications with lower response time tasks and improve energy 
efficiency and quality of computation. A micro-data center has a secure computing 
environment and a self-contained cell that can perform computation and provide net-
working and storage equipment to execute customer’s tasks. To satisfy end-users’ 
different demands, a micro-data center’s size varies from 1 to 100 kW [16].

• Cloud computing: Cloud computing, as NIST (National Institute of Standards and 
Technology) defined in [72], is a model to provide on-demand and ubiquitous access 
to a shared pool of computing resources (e.g., storage, networks, servers, services, 
and applications). Cloud computing can be quickly facilitated with minimal organi-
zation tasks or service provider interaction. In cloud computing, service mod-
els based on PaaS (Platform as a Service), SaaS (Software as a Service), and IaaS 
(Infrastructure as a Service) are considered. The key features of this computing are 
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described as follows. Availability is one of the main characteristics of this model. 
Heterogeneous client platforms such as laptops, cell phones, and tablets can access 
the services through standard mechanisms. Automaticity is another feature of cloud 
computing. A consumer can access needed computing capabilities, such as storage 
and server time, automatically without appealing human interaction. An advan-
tage of cloud computing over other techniques of computing is elasticity. Capabili-
ties can be unlimited accessible elastically in any quantity at any time in the cloud 
model. Another feature of cloud computing is to provide a measured service that can 
automatically control and optimize resource used by leveraging a metering capabil-
ity.

• Internet of things: The term Internet of things was first introduced in 1999 by Ashton 
[10] in supply management. Nowadays, there are diverse definitions of the IoT that can 
be addressed as a network that consists of physical things or devices, such as mobile 
phones, sensors, laptops, and RFID (radio-frequency identification) tags. By employ-
ing IoT, objects can be executed and controlled remotely within the Internet. This net-
work enables us to integrate the physical world into the virtual world. Objects can stick 
together in an IoT network and be bundled into logical or geographical clusters. Several 
IoT clusters produce a massive amount of data at various locations, which have to be 
analyzed. To process this data efficiently, a combination of multiple computation mod-
els such as cloud-fog computing, mobile edge computing, and so forth, can be used 
[80].

2.2  Fog computing

As a system-level horizontal architecture, fog computing is named, defined, and outlined 
by the OpenFog Consortium. Resources, storage power, networking, computing services, 
and control functions are located everywhere, from the cloud to users’ devices [87]. As 
a development of the cloud-based computing scheme, the fog computing model can be 
presented in multiple layers of a network’s topology. In several circumstances, fog comput-
ing can work with cloud computing. Although fog computing is often called edge comput-
ing by mistake, there are essential differences between them. While fog does work with 
the cloud, the edge is employed as a computation that excludes the cloud. The fog has a 
hierarchical-layered architecture, whereas the edge is confined by the minimum number of 
layers, and it is surrounded by a bunch of peripheral devices. Applications that are run in 
a fog environment are executed in a multi-layer architecture. Allowing the dynamic recon-
figurations for various applications, this architecture meshes and disconnects the software 
and hardware functions. In contrast, edge computing forms a direct transmission service 
and organize special applications architecturally at a fixed place [43, 77, 87].

In addition to computation, fog also considers several different issues, including storage, 
acceleration, control, and networking. As a platform, fog computing is exceedingly virtual-
ized. This platform, which is not exclusively located at the network edge, offers storage, 
computation, and services between users’ devices and the traditional cloud data centers 
[116]. We can characterize the essential fog computing features that distinguish fog com-
puting from other methods of computing as follows. However, not all of the following char-
acteristics need to be used in IoT users’ applications [37, 43].

• Heterogeneity: Fog computing backs data processing and collection related to various 
form factors obtained through multiple types of network communication capabilities.
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• Geographical distribution: A significant dissimilarity between fog and cloud-model 
computation is geographically distributed. Fog computing is widely distributed and 
can provide various services in a geographically wide-spread manner. For example, 
the high-quality streaming services, which serve vehicles in motion, are delivered by 
employing fog computing through access points, routers, and proxies that are geo-
graphically sited along highways and roads.

• Interoperability and federation: The consistent support of particular services (e.g., real-
time streaming services) needs various providers’ cooperation. On the other hand, fog 
computing components have to be capable of interoperating, and services have to be 
federated among domains.

• Agility and scalability of federated, fog-node clusters: Fog computing is essentially 
adaptive. This adaptation means that fog is applicable to the sub-level of fog, including 
cluster and sub-cluster levels (cluster-of-clusters). Fog computing can also be adaptive 
with changes in the resource pool, combinations of computation, network condition 
variations, and data-load modifications.

• Real-time interactions: Fog computing applications deal with real-time responses, not 
those processes that are batched.

2.2.1  Fog architecture

As an exceedingly distributed paradigm, fog computing enables us to extend network-
ing and computing power into the edge of the network and ubiquitously access the 
resources. Consisting of fog nodes (virtual or physical) that reside between centralized 
(cloud) services and smart end-devices, the model eases the deployment of distributed, 
latency-aware services and applications [36, 96]. The proposed architecture, as one can 
see in Fig. 1, is made up of three layers: cloud layer, fog layer, and IoT or user device 

Fig. 1  Fog architectural paradigm [80, 81]
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layer. The architecture provides federated and integrated cloud services to IoT or users’ 
devices through a mediated layer fog. As presented in Fig. 1, the fog is made up of fog 
nodes such as gateways, routers, edge servers, base stations, and local access points. 
In the fog architecture, the entire fog deployment can be sited locally. This means that 
automation or an organization with a single office complex can host the fog services, 
or even the fog services can be allocated at a regional or partial area that sends data 
to the centralized services and systems. In the architecture, each active fog node is 
autonomous and self-diagnosis to certify uninterrupted processes of the facility service 
[113]. Each layer is introduced as follows:

• Cloud layer: As a computing strategy that is based on the Internet, cloud comput-
ing offers on-demand and ubiquitous access to a cluster of resources such as pro-
cessors, services, storage, and applications, in other devices or computers. Despite 
the fact that the cloud computing strategy can handle a large amount of data from 
user’s device bundles, transferring a huge amount of data to and from the servers 
that are embedded at the cloud layer is a challenging issue since the bandwidth is 
restricted. Therefore, it is necessary to compute the data close to the sources, and 
fog computing can appropriately address this challenge.

• Fog layer: As an architecture that distributes computation geographically, fog 
computing has a resource center that contains one or more heterogeneous devices. 
These devices are ubiquitously connected and are not merely supported by cloud 
services to furnish elastic computing, storage, and Internet-based communication 
collaboratively in isolated environments to a wide range of clients near [133]. Fog 
computing brings networking resources close to the underlying networks, as a net-
work between the cloud(s) and the underlying network(s). The traditional cloud 
computing strategy is extended to the edge of the network by fog computing, ena-
bling us to create better and refined services or applications. For wireless sensor 
networks and IoTs, fog is a micro-data center strategy and how computing occurs at 
the edge [1].

• User device Layer: Each fog node in fog computing is often required to procure 
computation services to different user’s devices. Hence, the computation resources 
that are allocated for each user’s device are restricted. Likewise, each user’s device, 
in its vicinity, might have several different fog nodes. The user’s device, to acceler-
ate the computation of its tasks, might offload its tasks to several fog nodes. In face 
identification, for example, the burden of task delivery moved to fog nodes [40], 
which still requires many more computation resources. We can divide this task into 
some smaller tasks and execute them in parallel. In order to accelerate the execu-
tion, the IoT device makes efforts to offload the small tasks to several different fog 
nodes.

Based on the fog computing architecture, a fog node as a network component is 
located in the mediate layer between the cloud and the user devices. It is connected 
with devices and users, cloud, and other fog nodes. The connections are of three kinds: 
(1) wired/wireless connections between fog nodes, (2) wireless connections between 
users’ devices and fog, and (3) wireless/wired connections between the cloud centers 
and fog nodes. These three kinds of wireless connections can be within mobile net-
works such as 3G and 4G, or other networks such as Wi-Fi, ZigBee, Wireless Local 
Area Networks, and Bluetooth, which support the fog applications [41].
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2.2.2  Fog node

Fog nodes, as fog computing architecture core components, are either virtual (e.g., vir-
tualized switches, cloudlets, and machines) or physical (e.g., gateways, routers, switches, 
and servers). They are closely coupled with access networks and the smart end-devices 
and procure computing resources to the devices mentioned. A fog node is conscious of its 
logical location and geographical distribution. In fog computing architecture, fog nodes 
between user devices and resources provide some forms of communication services and 
data management if required. In order to have a given fog computing capability deployed, 
fog nodes can function in a decentralized or centralized manner, can be configured as sin-
gle fog nodes communicating among them for service delivery. They can also be united 
to form clusters to provide horizontal scalability over disperse geolocations via extension 
or mirroring mechanisms [43, 70]. To deploy the capability of fog computing quickly, fog 
nodes should support one or more of the features below [43, 114]:

• Manageability: Complex systems, being capable of performing most routine operations 
automatically, manage, and orchestrate fog nodes.

• Hierarchical clustering: Hierarchical structures are supported by fog nodes with vari-
ous layers that create diverse subclasses of service functions while operating as a con-
tinuum.

• Heterogeneity: Fog nodes, coming in various form factors, can be applied to different 
environments.

• Autonomy: Fog nodes can operate independently to make local decisions at the node or 
cluster-of-nodes level.

• Programmability: Fog nodes can inherently be programmed at different levels by differ-
ent stakeholders-like network operators, equipment providers, domain experts, or end-
users.

2.2.3  Applications and services of fog

The installation of fog infrastructure can enhance some network services’ quality by 
improving computation, optimizing energy, and allocating resources. In the following, the 
applications of fog are discussed briefly.

• Transportation services: Fog computing offers higher flexibility and reliability in trans-
portation systems implementation than using cloud computing and cellular networks. 
In urban areas, the movement of traffic is slow. Slow-moving traffic gives the advantage 
of using some types of communication other than cloud and cellular networks. Dis-
tributed networks of fog nodes can be used to provide Wi-Fi connectivity to all agents 
of transportation systems. Moreover, fog nodes can also serve as intermediate level in 
communication. To reduce the size of data, fog nodes execute analysis operating and 
filtering on the communicated data. This computing method enables us to preserve the 
bandwidth of the network and reduce latency [80].

• Healthcare systems: Fog computing enables healthcare systems to make smart and 
quick decisions during an emergency for time-critical healthcare applications  (e.g., 
COVID-19 diagnosis 111). It also helps protect sensitive data with reduced response 
time compared to other computing methods such as the cloud [6138, 3].
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• Video streaming: In fog computing, a video streaming application allows mobile 
users to watch the recent video available on the screen. Due to the higher quality 
of live video streams, instead of transferring data to cloud centers, the data is sent 
to the nearest fog node. In a fog network, mobile devices such as smartphones and 
laptops can perform as a fog server, which runs a tracing method and processes raw 
video streams [97].

• Smart Grid: Smart grid is a new way to distribute the network of electric power. Smart 
grids include substations, transmission lines, and transformers. The smart grid can pro-
vide a distribution of power in which service providers and customers can do real-time 
control and monitoring of the price, production, and power consumption. Fog nodes are 
used to collect, filter, and process information about the power grid locally [97].

• In addition to the applications mentioned above, we can mention other applications 
such as smart homes [96], smart cities [114], online games [92], and smart industries 
[20].

2.3  Offloading

By using the offloading strategy, computations and data can be transferred from the 
resource-limited user devices to resource-rich fog/cloud nodes. With this strategy, such 
goals as load balancing and system performance improvement can be achieved [55]. Five 
dimensions for offloading can be introduced as follows [2, 121, 122]:

• Offloading destination: For designing and sketching an offloading algorithm, in 
the beginning, it is crucial to select fog or cloud servers carefully and precisely. IoT 
devices’ tasks and workload at the run time must be offloaded to only one fog-could 
server for consecutive and frequent execution or to several different servers for parallel 
execution, leading to lower response latency.

• Balance in offloading: In some cases, the fog or cloud may not have access to avail-
able resources sufficiently, making it hard to satisfy the service level agreements of the 
application. In other words, some users’ requests and application tasks may be rejected. 
In these cases, the uncertainty of the user’s request satisfaction and the weakness of 
offloading methods may cause the workloads to become unbalanced among fog-cloud 
servers. Then, some parts of cloud-fog servers might have low loads, whereas other 
servers are almost bustling. To solve this problem, a controller, which can work online, 
can distribute and organize the tasks. On the other hand, the controller, which can work 
offline, can move the workloads and tasks to fog-cloud servers in proportion to the 
usage of resources.

• Mobility of IoT devices: Since an IoT user might move in various service areas, this 
device might quit the zone under which original network servers provide service, and 
this situation will create two challenges: First of all, we must make a decision whether 
the fog-cloud service should move out from the previous server to a new server to pre-
serve the efficient communication and connection. The decision to transfer from one 
network service to another should decide over a tradeoff between migration cost and 
long-distance connection cost. Secondly, in several networks such as Wi-Fi or the new 
generation of mobile networks such as 3G/4G, the signal might be influenced by mas-
sive objects. These environments involve heterogeneous networks, data transfers, and 
the smart device connection protocols, specifically in the overlapped service zones. 

2007Multimedia Tools and Applications (2022) 81:1997–2042



1 3

There is the possibility of intermittent connection, and persistent connectivity cannot 
be guaranteed. We have different approaches in the literature to deal with this problem.

• Application partitioning: Due to the fact that the capacity of the battery cannot keep 
up with the fast progress in application technologies and programs like virtual reality, 
it is not possible to manage all parts of these applications entirely on the IoT device. 
Thus, when designing the algorithm of offloading, the organization and division of 
partitioned components are the primary basis. Therefore, the computation partitioning 
algorithms are followed and studied to define which elements of the users’ applications 
are offloaded and in which order they must be performed.

• Partition granularity: Before the tasks and requests are offloaded to the fog-cloud serv-
ers, we should also address the size of components that could be executed from a dis-
tance. Since different developers design the applications with customized functional 
features, partition granularity is an essential parameter in improving the global quality 
of execution experience. The partition granularity is introduced as a different size of 
offloading ingredients.

Figure 2 shows the offloading process in fog computing between the user device, fog, 
and cloud layers. As we can see in Fig. 2, transferring the resource-intensive tasks to an 
external platform like a fog, a cluster, a grid, or a cloud is called computation offloading. 

Fig. 2  Offloading process in fog computing [2, 34]
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Because of the hardware limitations of devices such as storage, computational power, and 
dedicated bandwidth, offloading seems to be inevitable. Offloading is applied in edge com-
puting, mobile cloud computing, and fog computing. The resource-intensive tasks might 
be for virus scanning, searching, image processing, computational decision making, and 
artificial intelligence [42].

Computation offloading can be defined as the task of sending computing-intensive 
application components to a remote server. These days, some computation offloading 
methods are outlined with several mobile application methods. However, computation off-
loading strategies are still in trouble with several issues. A huge research body exists on 
offloading decisions to save energy and improve performance, and offloading seems to be a 
great solution in satisfying the requirements of response time on mobile systems as appli-
cations get complicated day after day [11, 42].

The aims of offloading may be manifold. Satisfying real-time limitations might be 
another goal of offloading. Applications that execute various combinations of real-time 
computations consume vast amounts of power. Hence, offloading, which need power-inten-
sive computations, can overcome real-time limitations to resources that have more capacity 
by transferring the tasks. Another offloading goal might be energy-saving. Energy is the 
main limitation in some services such as mobile systems. Smartphones are not just applied 
for voice communications anymore; but they are applied for surfing the web, watching vid-
eos, playing games, and other goals as well. Therefore, mobile systems are more power-
consuming, and battery life is becoming shorter. Despite the continuous improvement of 
battery technology, it has not yet been capable of catching up with mobile phones’ ever-
increasing power consumption. By sending the energy-intensive parts from user devices 
towards servers, offloading might extend the life of the battery [60]. To improve the stor-
age, quality of applications, and battery lifetime, computation offloading can deal with 
resource restrictions. Current studies in computation offloading for cloud/fog computing in 
the mobile network can be categorized into six subsets [135].

2.3.1  Offloading objectives

The offloading mechanisms span over several goals while attempting to reduce energy con-
sumption, considering the availability of fog resources, computation gain, and communica-
tion costs [21, 69, 121].

• Communication cost and profiling: Considering the distributed Fog computing envi-
ronment nature, communication characteristics that deal with data transmission can-
not be ignored by energy-aware offloading. Availability and communication are closely 
related to each other when it comes to IoT device connectivity over networks. When 
availability is attained, the communication cost becomes a critical, delimiting factor in 
the quantification of the real benefits of fog computing offloading.

• Energy Efficiency: In offloading, high power consumption is a significant problem. 
However, the energy consumed in the offloading process in fog environments will be 
less than that consumed in other methods of computations. An energy-saving offload-
ing technique may be more attractive to particular networks such as mobile and cellular 
networks.

• Computation efficiency: The extension of IoT device computation capabilities includes 
a primary fog computing functionality in which the cost of communication cannot be 
ignored because of its inherent presence in any IoT environments. Aiming to increase 
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the processing of applications and preserve IoT devices’ energy, offloading schemes 
have made use of task sub-partitioning, cloud/fog resource limitations, and schedule 
based on task dependencies.

2.3.2  Offloading metrics

Some metrics are required to evaluate the offloading mechanisms. They are called qualita-
tive metrics. Papers use different qualitative metrics, such as energy, latency, utilization, 
and throughput. The most prominent qualitative metrics for offloading in fog computing 
are described as follows:

• Energy consumption: The amount of energy consumed in the network is called energy 
consumption, which can be reduced by an effective offloading mechanism [96].

• Execution time: The time duration that is needed for a program to run is called execu-
tion time. It includes routing time, migration time, and re-association time [37].

• Cost: A specific amount of money to command the action is called cost [8].
• Resource utilization: The degree to which the network resources are utilized, including 

bandwidth, link, memory utilization, and processor, is referred to as resource utilization 
[25].

• Response time: The interval starting from a request or a job acceptance to an appeal or 
task response for the server is referred to as response time [91].

• Throughput: The data quantity that has been delivered from one spot to another during 
a specified period is called throughput [37].

• Scalability: A key feature of a system is to manage a colossal work by adding resources 
to the system [15]. This feature is a specific property for networks, networking proto-
cols, computers, algorithms, applications, and programs.

• Security: Security is any action that is designed for this purpose so as to preserve the 
integrity and usability of the data and network, [71], employed in both platforms of 
hardware and software technologies.

• Performance: This feature as a quantitative and qualitative process reflects the collec-
tive network statistics and defines and measures an individual network’s level of perfor-
mance [35].

• Availability: Availability is defined as a capability that enables authorized users to gain 
access to the information. This term represents a user’s ability to access resources or 
information in a certain location [17].

• Confidentiality: The protection of information against unauthorized parties is called 
confidentiality. Only authorized people can access sensitive data. A confidentiality 
violation refers to a situation where an unauthorized person has access to confidential 
information [90].

• Jitter: This term is the alteration in milliseconds’ latencies between data packets over a 
network [127].

3  Research methodology

This section introduces a systematic review of offloading mechanisms in fog comput-
ing to show a vivid portrait of fog computing’s offloading mechanisms. The purpose of 
a systematic review is to give an exhaustive and comprehensive summary of the current 

2010 Multimedia Tools and Applications (2022) 81:1997–2042



1 3

and recent relevant literature. In contrast to a non-structured review process, a systematic 
review reduces bias and follows a rigorous and precise sequence of methodological stages 
to research literature. Systematic reviews rely on evaluated and accurate review methods 
to extract, analyze, and document results [13]. The first step is to search relevant papers in 
this domain. In the research methodology section, we will prepare a list of all the citation 
indexes and academic databases searched, such as ScienceDirect, ACM, IEEE, Taylor and 
Francis, Wiley, and Springer [14, 22, 57]. The titles and abstracts of the selected articles 
were scanned for their relevance and importance to our study. This article collection is 
directly related to the research questions. In Section 3.1, we formalize the research ques-
tions, and in Section 3.2, the method of paper selection is discussed.

3.1  Question formalization

Our research goal is to detect, collect, and explore the most related concerns and chal-
lenges for our subject, including architecture, technologies, and applications. The research 
questions (RQs) that are addressed by this study are:

• RQ1: What are the main practical motivations behind offloading mechanisms in fog 
computing?

• RQ2: Which offloading mechanisms are used in the fog system?
• RQ3: What are the evaluation metrics generally applied for offloading mechanisms in 

the fog system?
• RQ4: What evaluation methods are used to measure the offloading mechanisms in the 

fog system?
• RQ5: Which kinds of algorithms are applied in offloading mechanisms in fog comput-

ing?
• RQ6: What are the challenges, open issues, and future trends in offloading mechanisms 

in fog computing?

3.2  Paper selection process

This part provides the search and selection process in three stages, which are described as 
follows. Table 2 indicates the filtration criteria in these stages.

Stage 1: Automated search based on keywords and titles.
Stage 2: Initial selection based on the abstract, conclusion, and our inclusion/exclusion 

criteria.

Table 2  Filtration of automated search paper by inclusion/exclusion criteria

Inclusion The papers proposing evaluations, experiences, or solutions of offloading mechanisms in fog 
computing

JCR-indexed journal papers
Papers published between 2016 and January-2020

Exclusion Review and survey papers, conference papers, theses, books, and book chapters
Studies not focusing on offloading mechanisms in fog computing
Non-English scripts and non-peer-reviewed papers
Short papers (less than six papers)
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Stage 3: Further selection based on the validity and reputation of the journals and full 
text.

In Stage 1, we explored the search string of fog < AND > (offloading < OR > offload) 
through Google Scholar as the main search engine based on popular academic publishers 
such as ACM, ScienceDirect, Hindawi, IEEE, Inderscience, SAGE, Springer, Taylor and 
Francis, and Wiley. Our findings’ initial result between 2016 and January 2020 was 131 
papers, including conference papers, journals, and book chapters.

In Stage 2, we selected 62 papers from Stage 1. We chose a set of criteria to include 
relevant papers and exclude irrelevant ones. Review and conference papers, books and 
book chapters, short papers (less than six papers), and irrelevant papers were subsequently 
excluded.

By searching in the JCR-indexed journal papers, in Stage 3, the search chain was con-
fined by the provided experiential and realistic results. We finally selected 37 papers based 
on the full text.
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Figure  3 shows that a huge number of journal papers were published in 2018. 
As shown in Fig.  4, we found that 73% of the papers were related to IEEE, 12% to 
Springer, 9% to Wiley, 3% to ScienceDirect, 3% to Hindawi, and 3% to ACM jour-
nal papers. Figure  5 presents the top rates of published journal papers concerning 
IEEE. Table 3 shows the details of the selected papers that used specific approaches. 
All of the proposed approaches are classified into four categories, including compu-
tation-base offloading, energy-based offloading, storage-base offloading, and hybrid 
offloading.

4  Classification of the fog offloading approaches

The classification of the related studies is presented in this section. The studies on fog 
computing are vast and diverse, so categorizing the relevant studies in a systematic 
way is not a trivial, unchallenging task. We outline the scheme of the suggested classi-
fication. We present four main categories: Computation-based, energy-based, storage-
based, and hybrid mechanisms. Since most scholars address these approaches’ issues, 
the literature review from these four categories is distinctly natural and the best choice. 
It enables us to classify the reviewed works under ordinary umbrellas. Although one 
of the primary purposes of this systematic study is to present the most practical tax-
onomy, other classifications might be feasible. We will discuss and describe the entire 
classification and every category in detail in Sections 4.1, 4.2, 4.3, 4.4. Based on the 
following guidelines [22, 58] and read the full text of each article, at the end of each 
section, we will summarize the advantages and disadvantages of selected papers in 
Tables 4, 6, 8, and 10. Moreover, the existing evaluation metrics of selected papers are 
compared in Tables 5, 7, 9, and 11. The evaluation metrics listed in these tables stem 
from parameters that selected papers evaluated in their (joint) optimization problem 
formulas and models.

Fig. 5  The number of papers based on publishers as mentioned in Stage 3
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Table 5  Comparison of the existing evaluation metrics in the computation-based approaches

Paper Cost Energy Response time Performance Resource 
utilization

Security Throughput

[33] ✗ ✗ ✗ ✓ ✗ ✗ ✗
[64] ✗ ✓ ✗ ✗ ✗ ✗ ✗
[66] ✓ ✓ ✗ ✗ ✓ ✗ ✗
[119] ✓ ✓ ✗ ✓ ✗ ✓ ✗
[31] ✓ ✓ ✗ ✗ ✗ ✗ ✗
[103] ✓ ✓ ✓ ✗ ✗ ✗ ✗
[67] ✓ ✓ ✓ ✗ ✗ ✗ ✓
[44] ✓ ✓ ✓ ✗ ✓ ✗ ✗
[99] ✓ ✓ ✓ ✗ ✓ ✓ ✗
[62] ✓ ✓ ✓ ✗ ✓ ✗ ✓
[128] ✓ ✓ ✓ ✓ ✓ ✗ ✗
[139] ✗ ✗ ✓ ✗ ✓ ✗ ✗
[94] ✓ ✗ ✓ ✓ ✓ ✗ ✗
[118] ✗ ✓ ✓ ✓ ✓ ✗ ✗

Table 6  A comparison of properties in energy-based offloading mechanisms

Paper Main idea Advantage Disadvantage

[45] Offloading strategy for fog computing Low energy
Low response time
Ensures QoS
Decreased bandwidth

Low security

[125] Improving the offloading efficiency Low energy
Low response time
Low cost

Low scalability

[138] Fairness scheduling metric for fog offloading Low energy
Low response time

Low scalability

[63] Optimizing the computation offloading for the Internet of 
everything

Low energy
Low cost

Low scalability

[27] Energy-optimal dynamic offloading in fog Low energy
Low response time

Low scalability

[117] Providing a scheme for upstream IoT offloading services 
in fog radio access networks

Low energy
Low response time

Low scalability
Low availability

Table 7  Comparison of the existing evaluation metrics in the energy-based approaches

Paper Cost Energy Response time Resource 
utilization

Scalability Security Throughput

[45] ✓ ✓ ✓ ✗ ✓ ✗ ✗
[125] ✓ ✓ ✓ ✗ ✗ ✗ ✗
[138] ✗ ✓ ✓ ✓ ✗ ✓ ✓
[63] ✓ ✓ ✓ ✓ ✗ ✗ ✗
[27] ✗ ✓ ✓ ✗ ✗ ✗ ✗
[117] ✓ ✓ ✓ ✗ ✗ ✗ ✗
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4.1  Computation‑based approaches

To increase system performance, some proposed approaches focus on the optimization of 
computation offloading. We classify the research studies, which used this approach under 
the computation-based category. First, we will describe the computation-based approach 
for offloading in fog computing. Fourteen selected papers are surveyed in Section 4.1.1. 
Then in Section 4.1.2, their advantages, disadvantages, main ideas, and evaluation methods 
will be explored and compared.

4.1.1  Overview of the selected computation‑based approaches

For data centers in fog-based networks, Fricker et al. [33] proposed a low-time and high-
performance computational offloading technique. They considered a scenario in which 
if an overloaded data center received a request, then forwarded it to a near data center. 
The purpose of the solution was to estimate the gains achieved through the collaboration 
between near data centers. Without any significant blocking at the big centers, the pro-
posed technique could considerably improve the small data centers’ clocking problem. 
However, the authors only concentrated on performance issues without considering secu-
rity and scalability.

For fog radio access networks, Liang et  al. [64] suggested an offloading service with 
coordinated computation and joint resource allocation. In centralized F-RANs, authors 
studied the coordinated offloading strategy and resource allocation policies and focused on 

Table 8  A comparison of properties in storage-based offloading mechanisms

Paper Main idea Advantage Disadvantage

[93] Efficient transmission schemes to offload Low response time Low scalability
[120] Designing an architecture for computation and storage 

offloading
Low response time
Low cost
High feasibility
High availability

Low scalability

[28] Providing an efficient strategy to offload High flexibility
Low energy
Low cost
Numerical results

Low availability
Low accuracy
Low security

[107] Offloading performance of fog radio access networks Low response time
Low cost

Low security

Table 9  Comparison of the existing evaluation metrics in the storage based approaches

Paper Cost Energy Resource 
utilization

Response time Scalability Throughput

[93] ✗ ✗ ✓ ✗ ✓
[120] ✓ ✓ ✗ ✓ ✗ ✗
[28] ✓ ✓ ✓ ✓ ✓ ✗
[107] ✓ ✗ ✗ ✓ ✗ ✓
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energy consumption. In this paper, the optimal challenge was formulated and outlined as 
minimizing the sum of the energy consumption. In comparison with traditional cloud com-
puting, the numerical results showed that the suggested algorithm could warrant response 
time tolerance while decreasing energy consumption. However, the method was not imple-
mented in a real large-scale network.

In a fog computing system, Liu et al. [66] suggested the queuing theory for an exhaus-
tive study on the cost of computation offloading, response time, and energy consumption. 
Moreover, to reduce the cost jointly, response time performance, and energy consumption, 
the introduced architecture optimized the transmission power and probability of offload-
ing for mobile devices. By finding the optimal point for transmitting power and offloading 
probability for each device and minimizing the cost jointly, response time performance, 
and energy consumption, a multi-objective optimization challenge was outlined and for-
mulated with a joint objective. However, the primary flaw of this paper is that the research-
ers did not mention anything about availability, security, and resource allocation in this 
architecture.

A computation offloading algorithm was proposed by Wang et  al. [119] for manage-
ment of the real-time traffic in the fog-based Internet of vehicle systems to reduce the 
traffic management server average response time for messages. In this model, by queuing 
theory and mathematical formulation, an optimization problem was formulated by moving 
and parked vehicle-based fog nodes for the fog-enabled offloading problem; the authors 
regarded the management of traffic and roads’ safety.

Du et  al. [31] suggested the resource allocation approach and computation offload-
ing, which were first considered for offloading decision making. To solve the optimiza-
tion issue, they proposed a low-complexity algorithm, where the offloading decisions were 
gained through randomization and semi-definite relaxation. The resource allocation was 
gained by applying Lagrangian dual decomposition and fractional programming theory. 
According to this paper, the proposed model had higher performance, optimization of 
transmit power, bandwidth, and slower response time than other mentioned classification 
algorithms. However, the case user equipment was not regarded.

For the resources used in fog-based IoT systems, Shah-Mansouri and Wong [103] pro-
posed an allocation mechanism. The aim of the paper was to pick a computation offloading 
decision for each task received by the users’ devices, where each user attempted to maxi-
mize the performance quality of applications. However, the paper was not developed as an 
online strategy to allocate resources and did not consider the dynamic arrival of computa-
tion tasks.

Liu et  al. [67] concentrated on the issue of computation offloading and suggested an 
integrated cloud and fog computing managing resources. Aiming to decrease the response 
time of the users’ devices, total cost, and energy of the system, the authors proposed some 
strategies for scheduling, offloading, and resource allocation as an optimization prob-
lem. Nevertheless, the authors, to improve the utilization of resources and optimize the 
users’ experiences, ignored the combination of content caching and efficient computation 
offloading.

Jiang and Tsang [44] investigated the allocation of resources for multiple heteroge-
neous tasks from the end-users in a shared fog system. They aimed to create a math-
ematical model for computational task offloading in a shared fog network to capture the 
fog system’s required and distinct features with exact influential solution techniques. 
They also targeted a beneficial and practical scheme in order to schedule tasks with 
heterogeneous delay sensitivities in a shared fog system. The numerical results demon-
strated that this model had low power, cost, and response time. The authors did not pay 
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attention to more complex issues like the dynamic sizing of the provisioned fog facility 
resources.

Ruan et  al. [99] formulated F-RAN architecture with a shared pattern-oriented 
approach. In this architecture, the optimization issue reduced energy consumption and 
the development of an algorithm in which the online computational task was offloaded. 
Furthermore, this architecture provided a full-process, exhaustive, and systematic solu-
tion for shared services quality, which was promoted with F-RAN. The numerical 
results showed that the constructed architecture had low energy and power and proved 
that the proposed strategy was well-organized and efficient. However, the paper did not 
make an attempt to improve the reliability, security, and safety of fog-based networks.

For heterogeneous real-time tasks, Li et  al. [62] introduced a framework in which 
computation task offloading issues and resource allocation balance were considered. To 
optimize and improve the task accomplishment ratio, throughput, balance, and resource 
allocation, three parallel algorithms, including buffering, resource allocation, and 
offloading, were considered in this framework. This paper attempted to optimize the 
response time, energy consumption, and cost of the offloading processes under queuing. 
However, the authors did not evaluate this scheme as a scalability aspect.

Wu et  al. [128] explored the optimal computation offloading strategy to regard the 
occupied vehicle departure and tried to formulate the offloading problem in the vehic-
ular fog and cloud computing system as a semi-Markov decision process model with 
the defined action space, state space, transition probabilities, and the discounted reward 
model. To increase the long-term reward of the mechanism and solve the problem of 
finding the optimal task offloading scheme, the authors presented an algorithm that was 
a relative value. However, the parameters that vehicles frequently received by the sys-
tem were not considered.

A simulated annealing computation offloading algorithm was suggested by Zhang 
et al. [139] to make a policy of node access allocation for the users, according to health-
care information types, to be able to receive the fastest response. Based on the simula-
tion results, an algorithm of emergency-based measures could help the patients find the 
quickest communication way to the professional medical units. However, the authors 
only regarded traffic offloading rather than other offloading factors to decrease the delay 
time in the medical environment. For instance, the information was not sent off from 
just a single Hospital.

Rabie et al. [94] regarded the cost and delay and studied the problem of resource alloca-
tion to multi-vehicles users. They referred to a hypothesis of a VEC (vehicle edge compu-
tation) model in a Vehicular Fog Network (VeFN) and suggested a joint optimization chal-
lenge for the system cost and offloading response time in this scheme. To assign computing 
tasks, in VeFN, to vehicles on the road, the authors used an offloading strategy, which was 
designed with two layers. In this method, firstly, according to the location of each cell, the 
vehicles were grouped. Then, the members of the groups produced dynamic changes, and 
due to energy consumption, some vehicles avoided providing computing services. How-
ever, this paper did not focus on more real and wide-ranging circumstances such as the 
changes in speed and acceleration of vehicles, more complex pathways, and the change in 
directions of vehicles.

For the IoT networks in a fog environment, Wang and Chen [118] developed a resource 
allocation strategy and an offloading decision in which the latency was minimized. They 
formulated a joint optimization issue that the parameters were the offloading decision, 
computation capability locally, and a fog node’s computing resource allocation. Yet, the 
authors neither explored the model of multiuser multitask nor assessed the applicability 
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and efficiency of study schemes in applications that were executed in the real-world, e.g., 
the applications that were performed in real industrial networks.

4.1.2  Summary of computation‑based approaches

A side-by-side comparison of the selected methods in the computation-based category, as 
well as their most important advantages and disadvantages, are shown in Table 4. Some of 
the advantages are quick response time, high resource utilization, energy efficiency, bal-
anced resource allocation, and high throughput. On the other hand, some of the disadvan-
tages are low security and low availability. The selected papers are evaluated for qualitative 
metrics. Ten metrics are detected, and the results are accordingly depicted in Table 9.

4.2  Energy‑based approaches

Some of the proposed approaches focus on the optimization of energy in offloading. We 
classify the research studies, which use this approach under the energy-based category. 
First, we will describe the energy-based approach for offloading in fog computing. Six 
selected papers are reviewed in Section 4.2.1. Then in Section 4.2.2, their advantages, dis-
advantages, main ideas, and evaluation methods will be explored and compared.

4.2.1  Overview of the selected energy‑based approaches

Jiang et  al. [45] suggested an energy-efficient offloading decision mechanism to reduce 
energy consumption and, at the same time, to meet the response time limitations. A sched-
ule-delay aware offloading strategy was developed in this paper to ensure the service qual-
ity in real-time tasks and decrease the energy consumption of fog-cloud devices, leading to 
maximization of the device life span. However, this paper did not study the challenges of 
energy-saving for more complicated fog environments, and the suggested model was not 
proved to be secure.

To improve offloading efficiency and reduce energy consumption, downlink non-orthog-
onal multiple access, as proposed by Wei and Jiang [125], was applied in fog computing 
systems. To reach the maximal utility of the system, the transferring power to the fog nodes 
and the input data’s size to the user’s task buffer was optimized. The challenge in this tech-
nique was transformed into an online optimization challenge. However, the authors did not 
address the computation capacity of users’ devices and cloud servers. Also, the distribution 
of the user’s tasks to their cloud servers, local processers, and the fog nodes was neglected.

Zhang et  al. [138] presented the fairness scheduling for every fog node regarding the 
historical average energy, the offloading energy consumption, and the priority. Also, they 
suggested lower energy and shorter response time, which could define the transmission 
power, which fog node to offload, and the offloading subtask size in an energy-reduced 
method. The analytical results related to the optimal target fog node, the terminal node’s 
optimal transmission power, and the optimal subtask size were gained in an energy-reduced 
and proper way. When the cluster radius shifted, the system fairness level that adopted the 
greedy task offloading algorithm remained constant, which seems to be the shortcoming of 
this study.

Li et al. [63] suggested optimizing the computation offloading and low energy architec-
ture, addressing the problem of resource allocation and computation offloading for cloud 
collaborated fog-based computing in heterogeneous networks. By computing resource 
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allocation, transmitting power, and joint optimization of the computation offloading strat-
egy, these networks aim to minimize the system’s cost. This paper presented an offload-
ing computation technique, which was energy-efficient, and a resource allocation strategy 
to reduce the cost of the system. However, one of this paper’s deficiencies was that the 
authors neither noticed the security issues enough, such as privacy, nor addressed stability, 
scalability, and accuracy.

In a fog computing scenario Chen et  al. [27] developed an energy-optimal dynamic 
computation offloading scheme for industrial IoT in a fog-based computing setup. The 
authors aimed to minimize energy consumption when the tasks were performed within a 
desired energy-delay and overhead. However, some techniques can be used to achieve the 
purpose. For instance, for accomplishing the smart partial offloading, the machine learning 
methods can be integrated into the solving method.

In fog radio access networks, for upstream IoT offloading Vu et  al. [117] proposed a 
joint energy and latency optimization (JELO) strategy. This strategy developed the optimal 
task assignment challenge to balance the energy consumption. The experimental results 
revealed that the JELO strategy overcame the literature’s proposed approaches, which 
could manage load balancing, energy consumption, and response time. However, in this 
paper, other requirements for the upstream offloading services, i.e., low energy, high capac-
ity, or low response time, were not considered.

4.2.2  Summary of energy‑based approaches

A side-by-side comparison of the selected methods in the energy-based category and their 
most important advantages and disadvantages are shown in Table 6. Some of the advan-
tages are quick response time, QoS, and energy efficiency. On the other hand, some of the 
disadvantages have been low security and low scalability. The selected papers have been 
evaluated for qualitative metrics. Eleven metrics have been detected, and the results are 
accordingly depicted in Table 7.

4.3  Storage‑based approaches

Some of the proposed approaches focus on the optimization of data management and data 
storage in offloading. We classify the research studies, which use this approach under the 
storage-based category. First, we will describe the storage-based approach for offloading in 
fog computing. Four selected papers are reviewed in Section 4.3.1. Then in Section 4.3.2, 
their advantages, disadvantages, main ideas, and evaluation methods will be explored and 
compared.

4.3.1  Overview of the selected storage‑based approaches

Quinton and Aboutorab [93] suggested efficient transmission schemes offload traffic from 
storage devices by applying IDNC (instantly decodable network coding) and proposed 
users’ cooperation. By applying a maximum weighted vertex search approach, the greedy 
heuristic approach was used in the IDNC graph with induced subgraphs, and this paper 
applied the technique of stochastic shortest path over IDNC. As it is conspicuous, network 
coding could improve throughput, reduce the delay, and provide more robust networks. 
However, this paper did not address a system model with precise feedback from the users.
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A differential synchronization approach was designed by Wang et al. [120]. They sug-
gested architecture for storage offloading and computation based on fog computing and 
extended this method by introducing the Reed-Solomon code for security measures. They 
designed an algorithm in which a differential synchronization was utilized to reduce the 
communication cost and delay. Based on the experiment results and compared with other 
methods, this architecture performed much better with feasibility. However, this was not 
the research emphasis in this paper.

Chiti et al. [28] proposed an efficient scheme to offload computationally intensive tasks 
from end-user storage devices to fog nodes. They evaluated them by resorting to the com-
puter simulations in terms of the worst mean waiting, total completion time, and mean full 
completion time per task. Furthermore, the authors proposed a distributed deferred accept-
ance algorithm-based matching method to present an efficient offloading of computation-
intensive tasks in fog computing for IoT systems, enabling low response time applications 
and services. However, the authors did not evaluate this scheme as a security aspect.

Shnaiwer et al. [107] studied the influence of applying clients’ heterogeneous enhanced 
remote radio heads and dual interfaces on the Cloud Base Station (CBS) offloading traffic 
in the storage of fog radio access networks (F-RAN). Comparing the traditional homo-
geneous F-RAN strategy and the derived lower bounds, considering throughput and CBS 
offloading, the simulations could quantify the suggested heterogeneous F-RAN solution’s 
benefits. Based on this paper’s simulation results, the suggested heuristic solution per-
formance is comparable to the overloaded networks’ optimal performance. However, the 
authors did not consider security.

4.3.2  Summary of storage‑based approaches

A side-by-side comparison of the selected methods in the storage-based category and 
their most important advantages and disadvantages are demonstrated in Table 8. Some of 
the advantages are quick response time, low cost, availability, and high flexibility. On the 
other hand, some of the disadvantages have been low scalability and low availability. The 
selected papers have been evaluated for qualitative metrics. Six metrics have been detected, 
and the results are accordingly depicted in Table 9.

4.4  Hybrid approaches

Some of the proposed approaches focus on simultaneous improvements in offloading. We 
classify the research studies, which use this approach under the hybrid-based category. 
First, we will describe the hybrid-based approach for offloading in fog computing. Thirteen 
selected papers are reviewed in Section 4.4.1. Then in Section 4.4.2, their advantages, dis-
advantages, main ideas, and evaluation methods will be explored and compared.

4.4.1  Overview of the selected hybrid approaches

Considering two kinds of computation and communication capabilities, fog computing and 
cloud computing, Meng et  al. [73] explored a hybrid offloading issue. According to the 
maximum tolerable response time and the computation energy efficiency of offloading in 
cloud-fog networks, the authors provided a classification in which the problem was divided 
into four subproblems. According to this paper, the numerical results showed that the 
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proposed solution achieved low energy consumption. However, the authors did not evalu-
ate this scheme as an available aspect.

Task offloading decision in a fog computing system was proposed by Zhu et al. [141], 
who provided offloading protocols and fog computing schemes. This system could effec-
tively locate the fog computing power source nearer to the users’ devices, especially 
mobile devices. The experimental results showed the superiority of the proposed approach 
in terms of execution time and energy consumption. The presented algorithm was specifi-
cally designed to save more energy for mobile devices and minimize the complexity of 
the offloading formulation. However, some other problems and challenges, such as virtual 
machine migration and dynamic offloading, were not considered in this paper.

Another study was related to the problem of fog offloading for minimizing IoT service 
response time. It presented a general framework to understand, formulate, evaluate, and 
model the service delay in a fog- cloud environment. This project was proposed by Yousef-
pour et al. [136]. An offloading and delay-minimizing collaboration policy was proposed 
by the authors for fog-capable devices aiming at reducing the service delay for IoT appli-
cations. They also mentioned how offloading policies could help minimize the delay and 
response time in the IoT environment. Nevertheless, they did not regard other aspects of 
IoT requests, like the amount of data carried by request.

For fog computing Liu et al. [68] proposed social relationships of the energy harvest-
ing mobile devices (MDs) into the computational offloading model’s design. Considering 
the fact that the MDs were well-equipped with the capabilities of energy harvesting, the 
energy harvested could be saved in the battery to be applied for data transmission or local 
execution. In radio and computation aspects, the idea could improve scalability. However, 
the computational resource in the fog could not be treated as much as the traditional cloud.

Wang et al. [123], concentrating on the edge offloading problem in fog computing, sug-
gested that consumption of energy caused by data transition was lower than that by task 
execution when the number of instructions was large. The simulation results demonstrated 
that the scheme performed much better than the other normative schemes in terms of ser-
vice delay and energy consumption. On the one hand, the service delay and the energy cost 
increased with the rise in traffic size and computation workload. On the other hand, the 
offloading ratio fell with an increase in the traffic size and rose with an increase in the com-
putation workload. However, this paper did not consider the advantage of 5G technology.

A high-performance system algorithm was suggested by Wang et al. [123]. They intro-
duced a migration scheme and a mobility-aware task offloading in a generic three-layer 
computing network architecture. The algorithm could efficiently deal with user equipment 
mobility scenarios in fog computing networks to maximize the user equipment total rev-
enue. On the other hand, the suggested scheme was capable of reducing the migration time 
and improving the user equipment income. The authors, however, did not consider how the 
migration cost decreases for the migrated tasks.

A task offloading scheme was suggested by Misra and Saha [76] for software-defined 
networks. In these networks, multi-hop IoT access points connect IoT devices to fog com-
puting nodes. A linearization technique was applied by the authors to define the problem 
integer linear programming formulation. They suggested that the scheme could decrease 
the average energy consumption and delay. According to this paper, the fog nodes and the 
access points were considered fixed in a realistic IoT scenario. However, there might be 
mobile access points and dynamic network conditions which were not taken into account in 
the existing schemes of an IoT scenario.

Adhikari et  al. [4] suggested an optimal strategy of application offloading in a 
hierarchical fog-cloud environment by applying the technique of APSO (accelerated 
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particle swarm optimization). An optimal objective function was formulated by the 
authors with multiple QoS parameters as resource utilization and total cost. A model 
of energy-efficient fog computing can be regarded to satisfy different QoS parameters 
of the real-time IoT applications.

Cai et  al. [23] studied energy and tasks in fog-enabled IoT networks as the joint 
offloading. The offloading strategy was applied to minimize the task execution delay, 
reduce energy consumption for a special task, and analyze a beneficial condition for 
the joint offloading of tasks and energy. However, they did not evaluate this research 
strategy’s effectiveness and applicability in real-world applications, especially for real 
industrial applications.

Zaharia, et al. [137] suggested a complete offloading solution and proposed different 
profiles aiming at diverse goals: to save the battery, to get the maximum rate of data, or 
to balance these factors. They also offered a simulator to reproduce the manner of the 
devices in an almost real environment. However, the offloading and the simulator solu-
tions did not assume if any access points or Wi-Fi networks were added.

Mukherjee et al. [79] proposed and implemented a cooperative offloading strategy 
for mobile cloud networks in indoor environments. The proposal provided an offload-
ing scheme as collaborative code offloading in a femtolet-based fog. The paper also 
utilized a fog-based strategy in computing and femtolet to minimize energy consump-
tion and response time in offloading. The simulation results illustrated that this method 
significantly decreased the average energy consumption, response time, and jitter. Yet, 
it seems that the suggested approach did not consider the optimization of power.

A module placement method classification algorithm (MPCA) and regression tree 
algorithm were suggested by Rahbari and Nickray [95]. The decision parameters of 
MPCA to select the most appropriate fog devices included confidentiality, authenti-
cation, availability, integrity, speed, capacity, and cost. Based on the results, includ-
ing response time, power consumption, and performance, the suggested methods were 
much better than other prior ones. The proposed method could reduce energy con-
sumption against the limitations of completion time. The power consumption of RAM, 
CPU, and Wi-Fi of MPCA was less than the First-Fit method; however, this method 
did not regard testing and researching the suggested methods on mobile fog computing 
with trust and fault-tolerant.

In the fog-cloud environment, Balasubramanian and Meyyappan [12] presented 
a new technique that used non-cooperative game theory to offload, organize, and re-
organize the tasks. This offloading approach enabled the migration of smart gateway 
for the cloud of things. However, this research scheme did not evaluate the effective-
ness and applicability of real-testbed applications, for example, real industrial network 
applications.

4.4.2  Summary of the hybrid approaches

A side-by-side comparison of the selected methods in the hybrid-based category and 
their most important advantages and disadvantages are shown in Table 10. Some of the 
advantages are quick response time, QoS, balanced resource utilization, and energy 
efficiency. On the other hand, some of the disadvantages are low accuracy and low 
availability. The selected papers have been evaluated for qualitative metrics. Twelve 
metrics have been detected, and the results are accordingly presented in Table 11.
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5  Discussion

This section provides a comparison between various offloading mechanism metrics, evalu-
ation and algorithm types, and categories of the selected papers. In the previous section, 
all of the categories with solutions for improving the offloading mechanisms in fog-based 

35%

38%

16%

11%
Hybrid

Computation-based

Energy-based

Storage-based

Fig. 6  Percentage of each category of the selected papers

Table 12  A summarization of the advantages and disadvantages of the discussed categories

Category Advantages Disadvantage

Computation-based • Better energy
• Better response time
• Better cost

• Low capacity
• Low bandwidth
• Unacceptable throughput
• Low availability
• Unacceptable scalability

Energy-based • Better energy
• Better response time
• Better cost

• Low capacity
• Low bandwidth
• Unacceptable security
• Low availability
• Unacceptable throughput

Storage-based • Better response time
• Better throughput
• Better cost

• Low capacity
• Low bandwidth
• Unacceptable scalability
• Low availability
• Unacceptable security

Hybrid • Better energy
• Better response time
• Better cost

• Low bandwidth
• Unacceptable resource utilization
• Unacceptable scalability
• Low availability
• Unacceptable security
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networks were reviewed. Now, we provide answers to the research questions proposed in 
Section  3.1. In response to RQ2, given the presented classification in Table  3 and Sec-
tion 3, we compared the percentages of various offloading mechanisms in Fig. 6. The com-
putation-based approach was the most interesting mechanism, with 38% in the literature. 
Hybrid mechanisms with 35% were the next popular mechanisms. Moreover, 16% and 11% 
of offloading usage belonged to energy-based and storage-based mechanisms, respectively.

According to the collected information from Tables  4, 6, 8, and 10, we briefly pre-
sent the key strengths and weaknesses of the four approaches in Table 12. According to 
this table, in the computation-based category, the metrics such as throughput, bandwidth, 
capacity, availability, and scalability are ignored, while the parameters such as energy, 
response time, and cost are more respected. In the energy-based category, better energy, 
response time, and cost are acknowledged, whereas the metrics such as security, band-
width, capacity, availability, and throughput are overlooked. While better response time, 
throughput, and cost are remarked in the storage-based category, but focus on bandwidth, 
capacity, scalability, availability, and security is not acceptable. Finally, in the hybrid 
category, though the authors adequately scrutinize energy, response time, and cost as 
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Fig. 7  Percentage of evaluation metrics in all papers

Fig. 8  Percentage of evaluation metrics in categorized papers
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evaluation metrics, they poorly consider resource utilization, bandwidth, scalability, avail-
ability, and security.

In response to RQ3, we cannot specifically address which approach is better, but defin-
ing which kind of evaluation metric is popular in the category is possible. Figures 7 and 8 
show the main evaluation metrics in the categorized papers provided in Tables 5, 7, 9, and 
11. In Fig. 7, by formula (1), the number of occurrences of each evaluation metric, as the 
target parameter, is counted alone and divided by the sum of the number of occurrences of 
all evaluation parameters [46].

As we can observe in Fig. 7, 24% of the papers attempted to improve the energy and 
response time equally, while 20% of the papers tried to reduce the cost. By multiplying 
the values to 100, the result is the percentage of each evaluation metric’s ratio to all of 
the other evaluation metrics. Figure 8 shows the number of occurrences of all evaluation 
metrics and their percentages. According to Fig. 8, in the storage-based category, 29% of 
the papers tried to improve the response time, and 21% of authors reduced the cost. In the 
energy-based class, in 27% of the papers, the energy is reduced. Moreover, in the same 
number of papers, response time is considered. In the computation-based category, 23% 
of the authors attempted to improve the energy, and 21% of them tried to reduce the cost. 
Finally, in the hybrid category, 26% of the papers made attempts to improve the energy, 
and the same number of them improved the response time.

In response to RQ4, in Fig.  9, we presented the most critical types in evaluating all 
papers. According to these tables, the simulation type is dominant in all categories except 
for the computation-based category, in which design is the most used type of evaluation. 

(1)Imp_percentage(i) =
Occurr_no(j)

∑param_no

j=1
Occurr_no(j)

Fig. 9  Percentage of each evaluation method in all works

2032 Multimedia Tools and Applications (2022) 81:1997–2042



1 3

According to Fig. 9, 67% of the research works have used simulation type in developing 
an offloading mechanism. In addition, we detected that 22% of the research papers applied 
design to evaluate the proposed case studies in offloading mechanisms. Moreover, 8% of 
the research studies had a real testbed proposed evaluation method, and also 3% had a for-
mal proposed evaluation method.

In response to RQ5, according to Fig. 10, we considered two algorithms that include 
heuristic algorithms and non-heuristic ones. The non-heuristic algorithms had the highest 
percentage by 74% in all works, and the heuristic algorithms were applied by 26% in all 
works.

6  Open issues and future trends

This review presents that some critical issues have not been studied in offloading mecha-
nisms in fog computing. Therefore, in response to RQ6, some open research problems are 
pointed out in this section.

• Trustworthiness and security of data and users
  When it comes to offloading in fog environments, the greater the data we have, the 

more dangerous it will be in case of data misuse and theft. When systems and multi-
ple nodes have communications with one another, data storage and communication are 
subject to theft and intrusion. The data might be misused and lead to such big losses 
as intimidation of lives in a medical environment, malfunctions of manufacturing in 
an industrial environment, and other hazards. There is no need to say that robust and 
efficient data security measures are needed. In other words, parameters should be used 
to have precise decisions in offloading. Therefore, data and users’ trustworthiness and 
security can be an interesting topic for further research [2, 6, 115].

• Multi-objective mechanisms
  To address some QoS parameters for offloading in fog computing, we detected that 

there might not be a single strategy and unique mechanism. In the selected papers, one 
can discern that some mechanisms (e.g., scheduling and offloading) consider energy 
consumption and delay. At the same time, other evaluation metrics, such as availability, 
security, bandwidth, and cost, were overlooked. Thus, to make a trade-off among sev-
eral different QoS parameters, a mechanism that is optimally multi-objective can be an 
important and engrossing dimension for further studies.

Fig. 10  Percentage of algorithm 
types in all works
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74%

Heuristic algorithm
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• Offloading and big data
  In the IoT, the generation of big data, as well as processing big real-time data and 

storage to achieve rich services, is growing. To execute big data-related services in user 
devices and limit resources in these devices, these services’ execution is done through 
effective offloading mechanisms in fog and cloud data centers [12948, 32]. Designing 
effective offloading mechanisms for big real-time data transmission can be an attractive 
research direction.

• Offloading for the new generation of mobile networks
  In the future, by permitting a number of mobile users in any place, 5G, the new 

generation of mobile networks, will enable the networks that have much broader band-
width and more accessible devices. Even though mobile devices will also be equipped 
with high speed and availability of network access, the spectrum’s resources will be 
restricted. Moreover, it creates a much heavier burden on the services developing a 
new generation of mobile networks. It may cause an increment of the cost when fog 
resources are accessed through the new generation mobile network, such as 5G. There-
fore, using 5G networks to offload the data, computation, tasks, and energy in fog com-
puting architecture may remain a challenge and research direction for future works 
[112, 122].

• Alternative algorithms
  In the existing literature, some offloading approaches, which are utilized in fog envi-

ronments, fall into the NP-complete or NP-hard category in terms of complexity. For 
solving them, heuristic and meta-heuristic techniques are used. There are some algo-
rithms that have not been addressed in the previous works such as genetic algorithm 
[84], memetic algorithm [49, 100], simulated annealing [50], ant colony optimiza-
tion [51, 85], artificial bee colony [47, 52, 53, 101], grey wolf Optimizer [75], firefly 
algorithm [131], bat algorithm [130], bacterial colony optimization [86], gravitational 
search algorithm [98], particle swarm optimization [30, 54], glowworm swarm optimi-
zation [59], and ant lion optimizer [74]. Therefore, several different algorithms affect 
fog computing under question and are a research direction for future works.

• Network management
  Considering the limitation of resources for offloading in fog networks, software-

defined network (SDN) support can make the management of fog networks conform-
able. SDN, as an emergent networking and computing paradigm, is a method of imple-
mentation in network virtualization. The data plane and control plane are separated by 
this architecture to realize the network traffic flexible control. A centralized server con-
trols and decides the node communication path. SDN, in fog-based networks, can assist 
in managing the fog networks that are heterogeneous efficient. SDN paradigm, along 
with fog computing, possibly solve such challenges as high packet loss rate, collisions, 
and irregular connectivity [56]. The network function virtualization (NFV) and fog 
computing together create flexibility and speed in constructing, deploying, and manag-
ing the novel applicant-based services. Based on NFV, the function of the network is 
disconnected from the hardware of a dedicated physical network by the technology of 
device abstraction and leveraging virtualization. In other words, to attain new service 
deployment and rapid development, the resources can be flexibly and fully shared. The 
technology of NFV can considerably make the telecommunication service provisioning 
flexible. NFV beneficial to fog computing in different ways; switches, gateways, and 
firewalls can be placed and virtualized on fog nodes. To put it more simply, NFV can 
make the resources capable of seamless augmentation (e.g., storage, computation, and 
communication) and can orchestrate the functionalities in the widely geo-distributed 
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and heterogeneous fog networks [39]. It is interesting to research SDN/NFV technolo-
gies’ application to support QoS needs and demands in fog computing [71, 83, 134].

• Implementation challenges
  Those offloading strategies in the fog networks designed to satisfy the QoS param-

eters need to be executed in the real-testbed and real networks. It obviously detected 
only 10% of selected papers to validate the proposed mechanisms and used the real-
testbed strategy. A task scheduling strategy, for example, must be executed in real pat-
terns, since in practice, many of the proposed architectures, algorithms, and designs 
may respond contrary to the expected predictions. Hence, one of the robust challenges 
of the proposed mechanisms is the implementation of those mechanisms in the real 
world.

• Scalability of application
  Some proposed offloading mechanisms for fog networks must be capable of operat-

ing on networks that have a huge number of users’ devices, and that is on a large scale. 
These mechanisms’ validity cannot be warranted using some nodes or devices in an 
environment whose scale is small. Although this criterion was essential, the approaches 
were mostly evaluated in small scale scenarios, which seems to be a new direction for 
future studies. Scalability, therefore, is an evaluation parameter that can be explored for 
future studies.

• Carbon-aware offloading for geo-distributed

Data centers that are geographically distributed host such fog applications as social net-
works, web searches, and video streaming, and in terms of the huge carbon emission and 
energy demand, they have reached the spotlight. As estimated, by 2020, data centers might 
consume around 8% of the electricity worldwide and might produce 2.6% carbon emission 
globally. To decrease the cost of energy and distribute the requests, geographical offloading 
can use the server heterogeneity of geo-distributed data centers. However, some mecha-
nisms and protocols addressing carbon-aware and green offloading might remain major 
challenges [82, 140].

7  Conclusion and limitation

In conclusion, in this paper, a systematic study was presented with a focus on the cur-
rent research studies of offloading mechanisms in fog computing, including its architecture, 
technologies, and application. In this study, by applying our search query, 131 publications 
were selected at the initial selection. At the final selection, we selected 37 papers with ref-
erence to the research questions and classified them based on their contents. According 
to RQ2, the applied mechanisms in the offloading of fog computing were classified into 
four groups, with the highest percentage of studies done in computation-based mechanisms 
with 38%, hybrid mechanisms with 35%, energy-based mechanisms with 16%, and stor-
age-based mechanisms with 11% of all types of applied mechanisms. They were compared 
and analyzed according to their significance and crucial evaluation metrics. The key differ-
ences, advantages, disadvantages, and important factors of each of the selected works were 
addressed in the concept of offloading in fog. Based on RQ3, the most important metrics 
in various proposed approaches were energy and response time by 24% and cost by 20%. 
According to RQ4, the simulation method (67% of the papers) was dominant in most cat-
egories as a method of evaluation, followed by design (22% of the papers) and real-testbed 
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(8% of the papers). In addition, with respect to the RQ5, the most common algorithms 
were the non-heuristic ones by 74% and the heuristic ones by 26%. Furthermore, based 
on RQ6, the existing fog offloading mechanisms have faced several open issues and future 
trends such as trustworthiness and security, multi-objective mechanisms, big data analyt-
ics, new generation mobile networks, network management, and carbon-aware offloading 
for geo-distributed. Lucidly, the most important challenges are scalability and real-testbed 
implementation.

The systematic, exhaustive, and thorough investigation of offloading mechanisms in fog 
computing, offered in this paper, have some drawbacks and limitations as denoted below:

• Study domain: Several sources, in print or online, contained and covered the studies 
on offloading mechanisms in fog computing. The key academic international journals, 
specifically JCR journals, were included to reach the best reliability and competency. In 
this paper, we ignored and eliminated the papers that were published in national jour-
nals, conference papers, book chapters, and review papers.

• Study and publication bias: Google Scholar, Springer, IEEE, ScienceDirect, and Wiley 
were selected as reliable databases. The surveys demonstrate that these electronic 
sources often suggest valid papers and most related articles. However, academics can-
not select all of the relevant papers in the area of offloading mechanisms in fog comput-
ing.

• Reliability of result: Another possible challenge in paper reviewing is the reliability of 
the data results. By involving multiple researchers, according to guidelines provided in 
[57], we tried to give a clarified, replicable, and assessable process with clear steps that 
can be externally controlled, checked and evaluated. According to the guidelines, the 
metrics’ statistics provided in tables and figures were found by full-text reviews of mul-
tiple researchers’ selected papers. However, though we were committed to following 
the procedures provided in references, the study may occasionally have diverged from 
them.

• Study queries: We selected five questions for our study as research questions. Neverthe-
less, some other questions can be addressed, as well.

• Classification: The papers were grouped into four categories, including computation-
based, energy-based, storage-based, and hybrid. However, they can be classified other-
wise.
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