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Abstract
Improving the ability to interact through voice with a robot is still a challenge especially 
in real environments where multiple speakers coexist. This work has evaluated a proposal 
based on improving the intelligibility of the voice information that feeds an existing ASR 
service in the network and in conditions similar to those that could occur in a care centre 
for the elderly. The results indicate the feasibility and improvement of a proposal based 
on the use of an embedded microphone array and the use of a simple beamforming and 
masking technique. The system has been evaluated with 12 people and results obtained for 
time responsiveness indicate that the system would allow natural interaction with voice. 
It is shown to be necessary to incorporate a system to properly employ the masking algo‑
rithm, through the intelligent and stable estimation of the interfering signals. In addition, 
this approach allows to fix as sources of interest other speakers not located in the vicinity 
of the robot. 
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1 Introduction

Social awareness can be defined as the ability to take the perspective of and empathize 
with others, to understand social and ethical norms for behavior, and to recognize com‑
munity resources and supports. In robotics, this can be summarized as being always 
focusing the computational resources in achieving two objectives: the specific task (such 
as navigating to a goal), and the fulfilling of certain social rules (such as answering 
questions or looking towards interlocutors faces). Some of the requirements addressed 
to give a robot social awareness [14] are to integrate technical knowledge of hardware 
and software, psychological knowledge of interaction dynamics, and domain‑specific 
knowledge of the target application. Regarding the interaction dynamics, multimodal 
human communication design is a key point where natural language interaction plays an 
important role that is still lacking in Human Robot Interaction (HRI) [16].

In recent years, a great effort has been made to develop domestic service robotics as 
tools to support and leverage resources in different tasks, in particular Socially Assistive 
Robots (SAR) for retirement homes  [13]. If the development of an interaction mecha‑
nism adapted to the needs and tastes of the people is already complex, it is even more of 
a challenge when it is conceived for older people, in which the digital gap and the pos‑
sible sensory limitations are additional factors to be considered.

In this sense, Automatic Speech Recognition (ASR), together with voice synthesis, is 
a very powerful form of interaction that makes naturalness and social engagement pos‑
sible in HRI, as stated for other examples of computer based service system [1]. How‑
ever, different studies within the SAR field have presented preferences for other inter‑
action modalities that a priori are not so straightforward or natural, mainly due to the 
current technological limitations of these systems [17]. These are associated with ASR 
engines’ difficulties to adapt well to dynamic environments with very diverse acoustic 
properties, together with the challenge of recognising one person’s voice among others 
talking simultaneously, or the a.k.a. ’cocktail party’ situation and the effect of noises of 
very different nature.

In fact, recently, RoboCupHome  [16] has defined a strategy to gradually improve the 
conditions of the competitions that are held with the aim of allowing different teams to 
improve the capabilities of interaction through voice, using their proposed methods. In par‑
ticular, two priorities to consider are: responding to an open discourse instead of just to 
direct commands, and to being able to respond in multi‑speakers environments with inher‑
ent noise.

On the other hand, there are great advances in the field of commercial ASR integrated 
in VoIP value‑added services and “voice bots”, thanks to deep learning strategies and the 
extensive corpora used for training, that favour their increasing use and success rate. How‑
ever, these systems still tend to be based on a one‑to‑one interaction where it is also under‑
stood more for the use of specific commands than for an open speech dialog. In this regard, 
as described in Sect. 2, research is being focused on enhancing the voice signal used as an 
input for these systems, mainly based in dereverberation algorithms to deal with the chang‑
ing acoustic properties of the environments and spatial filtering by exploiting the capa‑
bilities of arrays of microphones (mic). There are new approaches based on combining 
these techniques by employing deep learning with complete training procedures as recently 
reviewed in [29]. It is also important to consider the trade‑off between responsiveness and 
intelligibility in these systems, because the complexity of certain systems to improve intel‑
ligibly may reduce the interactivity and naturalness in HRI.

3328 Multimedia Tools and Applications (2022) 81:3327–3350



1 3

Regarding the use of beamforming techniques, this can be considered as an artificial 
way to provide attention to an specific source of acoustic information, in a similar way 
that human attentional mechanisms focus on a specific conversation, but exploiting spe‑
cially the spatial filtering capabilities. Thus, the beamforming system can be understood as 
a tool to focus perception resources on a source of interest (SOI) or target highlighted by 
the robot attentional mechanism. In this regard, one approach would be that reactive and 
deliberative agents of this attention mechanism govern the signal enhancement module to 
improve the ASR input signal.

This study is focused on analysing the extent to which beamforming algorithms with 
mic. arrays that can be mounted on SARs may improve the performance of current com‑
mercial ASR engines when working in real scenarios and in real time. Thus, this work 
presents the integration of an acoustic signal conditioning system built upon a basic 
Delay‑and‑Sum beamformer (DSB) and a time‑frequency masking technique with the aim 
of evaluating the improvement in intelligibility in a real scenario while maintaining the 
required interactivity, in terms of response times. The approach followed for the condi‑
tioning system has been previously contrasted with other techniques [19], with a proof of 
concept evaluation with just two speakers in both a simulated and a real scenario. However, 
in this study, the conditions set are closer to a real situation in which a SAR provided with 
social awareness capabilities would find itself and with environment conditions that repro‑
duce the noise level associated with everyday tasks performed in a care‑home living room. 
Thus the directions of arrivals (DoAs) of the SOI and IFP (Interfering Person) voice are 
not fixed, but dynamically calculated. In addition, the voice signal sent to the ASR service 
is conditioned in short segments in order to maintain interactivity, even with the conse‑
quent decrease in the possible rate of recognition.

2  The use of ASR for socially assistive HRI

Voice synthesis and ASR systems have been widely used in SARs as they are one of the 
most natural interaction modalities for HRI. However, these systems have been mainly 
considered as a one‑to‑one interaction system. The development of commercial service 
robots, such as Peeper (Softbank Robotics) and XR1 (CloudMinds), designed to provide 
services in public places, has led to greater requirements in terms of voice recognition in 
multi‑speakers and dynamic environments (levels of reverberation, noise, interference, dis‑
tances), that is to say in more challenging conditions. Thus, recent research projects such as 
EARS (FP7‑ 609465, Embodied Audition for RobotS) have focused on improving the audi‑
tory perception system of social robots. Open‑source robot audition systems [23] have been 
integrated in different robots (Honda ASIMO, SIG2, Robovie‑R2 and HRP‑2). A similar 
approach to our proposal, but with post‑filtering and masking integrated together with Mel 
Frequency Cepstral Coefficients features of an ASR embedded in SIG2 robotic head has 
been evaluated with a MIMO (multiple input multiple output) approach  [31], and recent 
further research  [4] is still being made in this direction. Thus, HARK1 is an example of 
open‑source robot audition software consisting of modules for sound source localization, 
sound source separation and automatic speech recognition that have been used with differ‑
ent robots in RoboCup@Home competitions since 2008.

1 Honda Research Institute Japan Audion for Robots with Kyoto University, https://www.hark.jp/
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The scope of the robotic research into ASR systems is very broad, due to additional 
problems such as internal noise and the effect of the mic. integration in the casing. Now‑
adays, APIs such as those of Google, Microsoft, IBM, Nuance, etc. are being integrated 
into the robot systems due to the improvement of multimedia data distribution in net‑
works and rapid access to SaaS (Software as a Service) in the Cloud. Thus, recent stud‑
ies have evaluated in real or “out of the lab” conditions, the performance of these ASR 
in terms of WER (Word Error Rate). In particular, Jankowski et al.  [11] have recently 
established that in Chinese, most of them exhibit a degradation not supported with SNR 
(Signal to Noise Ratio) lower than 15 dB, which is a value typical for example in hospi‑
tal rooms.

Until recently, the use of systems that hinge on effective verbal communication in 
scenarios where the dialogue requires more than a command, has caused the discour‑
agement of the users or even their adaptation to the robot system. This is also typical in 
HCI for Virtual Reality, the Cyborg’s dilemma [2] that refers to the paradoxical situa‑
tion in which the development of increasingly “natural” and embodied interfaces leads 
to “unnatural” adaptations or changes in the user. To avoid this, there are already stud‑
ies focused on evaluating the ability of ASR in social robotics to adapt to the speech of  
elder or children, where existing models used by the ASR engines may not work  
well with pronunciation, pitch differences, or speech difficulties, that may be typical in 
these users. In [12], commercial ASR engines (Google, Bing, Sphinx, Nuance) have 
been evaluated using fixed, all spontaneous, and clean spontaneous kids speech utter‑
ances recorded during their interaction with a robot, in typical conditions of social HRI 
scenarios. Their performance metrics not only consider WER, but also matches with 
“relaxed accuracy”, as they can be enough for an ASR system to recognise sentences, 
such as the human ability of recognising incomplete utterances. In particular, the exper‑
imental evaluation has been developed by recording the interaction of children with a 
NAO robot array (two mics.) and two other types of mics. They have created a database 
of utterances including spontaneous speech, closed single‑word sentences and multi‑
word sentences and evaluated intelligibility with cloud‑based ASR engines, including 
the Nuance ASR engine used by NAO. They have considered location and angles, type 
of errors, background noise, therefore presenting a detailed analysis of the limitations of 
a widely used robot with child in terms of ASR performance. Their results highlighted 
that Google’s ASR outperformed the others with the three types of utterances.

The differences in the gender representation in broadcast corpora used to train ASR 
engines is being also an aspect being considered [8]. In the case of children and women, 
it may have a negative impact in HRI while being used with general population and, 
together with voice differences, this should be considered.

3  Implementation of a system to improve the intelligibility 
of the source of interest

In order to promote a natural interaction through voice, one of the most important parts 
is the enhancement of the SOI’s speech. Most of the speech enhancement techniques 
based on multi microphone processing rely on one fundamental cue that is mostly 
unknown, the positions of the human speakers around the robot. Once the speakers have 
been detected, it is normal to “pay more attention to the speaker of interest”, either by 
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making an effort to pay attention to that person’s speech or by getting closer to that per‑
son. Thus, some of the strategies of DoA estimation, and in particular Steered Response 
Power‑Phase Transform (SRP‑PHAT) algorithm, which is the method implemented, are 
described in Sect. 3.1. Once the SOI and possible interfering sources have been located, 
it is possible to apply spatial filtering techniques in order to reinforce the data coming 
from the SOI, as described in Sect. 3.2.

3.1  DoA estimation of multiple sources

The problem of acoustic source localization has a high impact in domains such as 
speech enhancement and indoors tracking of acoustics sources. Recently, an approach 
based on applying learning based methods, such as DNN (Deep Neural Networks)  [3, 
28] is being used within this field. Indeed, with the higher availability of advance hard‑
ware architectures, the increase of computational resources, there are promising studies 
(different architectures, target, experimental setups) that are being tested with extensive 
datasets. However, the training required for this approach is even more complex within 
a HRI scenario where the array is not placed in a fix position, but mounted on a mobile 
platform, and where different rooms and conditions may be found during interaction in 
a real scenario. Moreover, if the estimation is not only of speakers but is understood as 
an acoustic sensor that allows the localisation and identification of sources of different 
nature, model‑based methods are normally used, rather than black‑box training, which 
allow the association of auditory information with its position based on mathematical 
and physical models. In this sense, there are proposals based mainly on the use of beam‑
forming or high‑resolution spectral estimation functions.

A recent review about localization of sound sources in robotics [26] has highlighted 
studies where beamforming techniques are used to detect multiple DoAs by first mesh‑
ing the search spaces of possible candidates DoAs, sequentially beamforming each tar‑
geting candidate DoA, measuring the beamformer response in each direction (usually 
the output energy), building a function with the responses in each direction, and taking, 
the local maxima of this function to correspond to the source locations.

Some examples of the use of beamforming techniques applied to the localization of 
acoustic sources in robotics can be found in [15, 30]. The most commonly used beam‑
forming algorithm for localization purposes is the SRP‑PHAT, which exhibits less prob‑
lems when facing reverberant environments. This algorithm computes the likelihood of 
each potential source position on the basis of the generalized cross‑correlation estima‑
tions between pairs of microphones. SRP‑PHAT combines the robustness of the steered 
beamforming methods with the insensitivity to signal conditions afforded by the PHAT 
filtering, which is used to weight the incoming signals. The advantage of using PHAT 
is its resistance to reverberation and room conditions. Moreover, to increase the estima‑
tion confidence, an histogram from different consecutive windows can be constructed 
from the steering response of each potential source position or in long inter‑microphone 
distances arrays the use of weighting functions to emphasize the contributions com‑
ing from specific pairs. Another advantage of building an statistical model upon the 
steering response obtained from different angles is the feasibility of determining the 
likelihood of more than one active source by searching for more local maxima, which 
can be associated with possible sources. However, one of the main drawbacks of this 
algorithm is the computational demand that increases with the number of pairs (more 
cross‑correlation estimations) and the search grid. Indeed in the case of just one source, 
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there are implementations based on using coarse detection with gross search areas (low 
cut‑off frequency). Once selected the strongest speech energy this area can be divided  
into equi‑spaced thin areas. Following this approach, recent studies [24, 32] have imple‑
mented single source versions by using Density Peak Clustering or multi sound source 
localization with a circular array reducing the computational demand to 50% real time.

In  [18], an algorithm based on a statistical decision built upon the output of SRP‑
PHAT applied on multi‑channel audio captures obtained from a 4 mics. circular array 
has been evaluated for an audio‑visual localization system. In particular, the approach 
followed is represented in Fig. 1, where the SOI’s position is selected as the point of the 
grid exhibiting the maximum value of the steering response, expressed as:

being �⃗x the spatial point where the SRP is computed, n the time frame of window length 
( T  ), M the number of microphones, ml(t) denotes the signal output for a given microphone 
l , wl is a weight, and 𝜏l(�⃗x) is the propagation time of the direct path from the point �⃗x to the 
microphone l.

Removing some terms of fixed energy, the part of Pn(�⃗x) that is variable with �⃗x can be 
expressed as in [5]:

being Rmvml
 the GCC for the pair of microphones (v, l) , and 𝜏vl(�⃗x) the Inter‑Microphone 

Time‑Delay Function (IMTDF), which can be expressed as:

(1)Pn(�⃗x) =
∑

n∈Z

M∑

l=1

||wlml(n − 𝜏l(�⃗x))
||
2

(2)P�
n
(�⃗x) =

M∑

v=1

M∑

l=v+1

Rmvml
(𝜏vl(�⃗x))

Fig. 1  SRP‑PHAT applied to frames of 1.4 s length with windows of 90 ms . DoAs of SOI and IFP are com‑
puted as the two local maximun values of an histogram built accumulating the steered power obtained for 
positions placed at 36 possible azimuth angles
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with c being the speed of sound, and xv , xl the points where microphones k and l are respec‑
tively located.

Subspace search is usually based on the study of the vector sub‑spaces formed by the 
spatial correlation matrix of the array outputs formed by M microphones to which D sig‑
nals arrive from different locations, with D < M . One of the most popular of these meth‑
ods is MUSIC (MUltiple SIgnal Classification), which is based on the computation of the 
eigenvalues (and their respective associated eigenvectors) of the correlation matrix. The 
D largest eigenvalues correspond to the set of eigenvectors that generate the so‑called sig‑
nal subspace. This subspace, if the necessary assumptions are satisfied, allows a perfect 
decomposition of any of the D vectors representing a given DoA. The remaining eigenvec‑
tors associated with the smaller eigenvalues form the so‑called noise subspace, which in 
the ideal case would be orthogonal to a vector representing a source at a given DoA. These 
two subspaces once computed allow the determination of the sources’ DoAs by computing 
the maxima of the spatial spectrum. In a recent approach, MUSIC outputs have been used 
for Acoustic Simultaneous Localization and Mapping (aSLAM) [7] to simultaneously map 
the 3D positions of multiple sound sources while passively localizing the observer within 
the scene map. This approach makes it feasible for a robot to estimate the positions of dif‑
ferent SOIs while navigating within a room just by exploiting its acoustic inputs. Indeed, 
the Locata Challenge2 and SPARK source code repository provide access to implementa‑
tions of localization techniques based on MUSIC. However, it requires assuming that the 
signals are coherent, a condition that is difficult to meet in changing scenarios with possi‑
ble conditions of high reverberation and with the presence of multiple audio sources, such 
the ones where a mobile indoors robot would interact.

Most of the speech enhancement techniques based on multi microphone processing rely 
on the source position. Thus, the need for a reliable target position estimation in the beam‑
forming applications is one of the reasons for the increasing interest in the acoustic source 
localization and tracking topic, which is even more critical when simultaneous sources are 
present as in a HRI scenario. Beamforming techniques and methods based on subspace 
search estimate the source location for a certain time window defined by a past number of 
samples. However, temporal clustering techniques estimate a single DoA in each time win‑
dow and group different DoAs in clusters representing a sound source. For example, the 
Kalman filter is used as part of a multi‑DoA localization system in [25]. In [6] a Gaussian 
mixture model (GMM) is used for temporal clustering. A modification of the K‑means++ 
algorithm, that does not assume the number of sources, is used in [10], and a similar binau‑
ral approach has been implemented with a Kurtosis‑driven split‑Expectation Maximization 
(KDS‑EM) [27] and tested as part of a HRI attentional mechanism.

3.2  Techniques for acoustic enhancement

The basic idea of beamforming is to generate a directive beam that targets the desired 
direction based on the combination of the signals arriving to an array of microphones, 
and it has been broadly investigated as a pre‑processing stage in order to enhance the 

(3)𝜏vl(�⃗x) =
||�⃗x − xv|| − ||�⃗x − xl||

c

2 https:// www. locata. lms. tf. fau. de/ chall enge‑ descr iption/
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recorded signal that might be used for any speech application. As reviewed in [19], most 
of beamforming techniques are widely used to filter the SOI’s information. The beam‑
former is a spatial filtering system, that enhances the signals coming from a predeter‑
mined direction and reduces those coming from unwanted directions. Basically, a beam‑
former combines the signal collected from multiple microphones so that signals coming 
from the desired direction are constructively added, while signals coming from other 
directions are diffusely or destructively combined. The simplest beamforming technique 
is known as DSB. Another well‑known technique is GSC (Generalized Sidelobe Cancel‑
ler). This beamformer is an efficient implementation of the LCMV (Linear Constraint 
Minimum Variance) beamformer that seeks to minimize the output power of an array, 
while preserving the power in one or more specified directions.

Beamforming techniques may be understood as a gross separation technique based 
in location being applied previous to consider another attention‑related parameters, that 
may allow a more refined separation, commonly based in applying algorithms in T‑F 
representations. Different beamforming alternatives have been analyzed for separation 
purposes [22], and are often compared to the DSB, by measuring the improvement due 
to attenuating interference from other directions, since the DSB is the more basic and 
less computationally demanding algorithm. Using time alignment, DSB adds multiple 
mic. signals for a target direction in phase, and its generic output for a beamformer focal 
point, �p , is given by:

where xm is the m th mic. response for sample n , fs is the sample frequency, 1∕M (M the 
number of mics.) is the traditionally selected weights magnitude, and �pm are delays due to 
sound signals propagation. This delay is due to the distance between �p and the mics. array 
at the sound speed c , thus being �pm:

However, the DSB does not usually provide sufficient reduction of the interfering signal 
where the signal‑to‑interference ratio (SIR) is low and in the case of interfering signals with 
energy greater than that of the signal of interest [22]. In particular, dynamic beamformers,  
such as GSC, are an alternative in situations with moving speakers, imprecise computation 
of the directions of the interfering signals and unknown room conditions. A GSC imple‑
mentation  [9] has been therefore considered, which basically is like LCMV but cancel‑
ling not only the known directions but everything that does not come from the direction 
of interest, thus simplifying the calculation of the conditioned part. An evaluation of these 
two approaches has been recently performed in terms of intelligibility with simulated con‑
ditions through STOI (Short‑Time Objective Intelligibility)  [29] measurements and ASR 
performance metrics in [19] with a very controlled study. Although the STOI analysis has 
indicated an improvement in intelligibility, ASR performance measured in terms of WER 
has not addressed a significant improvement compared to just using a DSB.

A different approach to beamformers or used together with beamforming strategies treats 
speech separation as a supervised learning problem based on computing two‑dimensional 
masks in T‑F (Time‑Frequency Masking). Recent studies [20] have evaluated a basic imple‑
mentation of a DSB and a binary mask, characterized by its low computational demands, for 

(4)y
(
�p

)
[n] =

1

M

M∑

m=1

xm
[
n − �pm ⋅ fs

]

(5)
�pm =

dpm

c
=

√(
xp − xmic

)2
+
(
yp − ymic

)2
+
(
zp − zmic

)2

c
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distributed array of mics. in simulated and real scenarios. In particular, that study showed 
the benefits of a T‑F Masking implementation in terms of the intelligibility with a distrib‑
uted mic. array. The main drawback is that reliable speaker’s position estimations (SOI and 
Interferers) are required to correctly apply the masks.

Given an environment with Q sound sources distributed through the room, the T‑F 
masking algorithm consists of a short‑time windowing (20‑50 ms) and the spectrum com‑
putation of the signal after being steered by a beamformer to each source position. Thus, 
the discrete function Y  represents the T‑F of a beamformed signal as follows:

where i is the index of a particular window, k is the frequency index (frequency bin), X[⋅] is 
a time frequency representation of an audio source signal located at position �q , and Gpq[k] 
is the discrete beamformer transfer function for the sound source located at position �q with 
the beamformer pointing to �p.

Even though the beamformer has its highest gain at the focal point, a T‑F window can 
be dominated by an interferer in particular moments when the SOI doesn’t speak or when 
the interferer speaks louder than the SOI. A spectral power ratio is used to determine T‑F 
windows where the SOI is the dominant source and those in which the interferer is the 
dominant source:

being �p the position where the SOI is located and �q the position of an interferer. A binary 
mask is chosen as:

If several interference sources are present in the environment, the mask is chosen as a mul‑
tiplication (or binary “AND” operation) of each mask corresponding to individual sources:

Thus, the output of a signal spectrum for a specific T‑F window is given as:

Finally, the time domain signal can be reconstructed processing its inverse FFT. Once T‑F 
areas where predominate interfering sound sources are masked, the intelligibility of the 
SOI improves.

Results obtained with a similar approach to [20], but with experimental results obtained 
with an XMOS array of 6 integrated mics, have also highlighted an improvement in off‑
the‑shelf ASRs performance, in particular, Google Speech API, compared with two beam‑
formers implementations (DSB and GSC)  [19]. In that previous study, the DoA angles 

(6)Y
[
k, i, �p

]
=

Q∑

q=1

Gpq[k] ⋅ X
[
k, i, �q

]

(7)Spq[k, i] =

|||Y
[
k, i, �p

]|||
2

|||Y
[
k, i, �q

]|||
2

(8)Tpq =

{
1, Spq[k, i] ≥ 1

0, Spq[k, i] < 1

(9)Tp[k, i] =

Q∏

q=1,q≠p

Tp[k, i]

(10)Y
�[
k, i, �p

]
= Tp[k, i] ⋅ Y

[
k, i, �p

]
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associated with SOI and IPF were set manually, knowing the experimental positions, and 
the result of the signal conditioning was done on frames of 10  s. In that situation, ASR 
recognition rates reached nearly a 40% improvement with the voice signal processed with 
the DSB+Masking algorithm compared to DSB. However, the voice recognition has been 
done on the basis of 10 s processed signals with the online ASR web service and with only 
two people. It is necessary to address the dependencies with reliable dynamic computation 
of target and interferers’ positions (DoAs of both SOI and IFP) and analysing the feasibil‑ 
ity of improving ASR performance in conditions that allow interactivity, that is to say,  
with low signal duration.

4  Overview of the general system and implementation

The algorithms evaluated have been implemented as part of a system conceived to provide 
a robot with capabilities to exhibit a socially awareness behaviour. For that purpose, as 
shown in Fig. 2, three main modules have been conceived: a perception system supported 
by different type of sensors (visual, audio, deep cameras, odometer, laser, RFID readers, 
etc) that can be included within a robot housing; a module that implements the agents of 
an attentional mechanism in charge of focusing the robot attention in different points of 
interests depending on the task to develop and the world’s state (environment model); and a 
sensorial processing system.

The attentional mechanism is controlled by two planners: a reactive planer in charge 
of allowing fast reactions in the robot as a response to the detection of new events (i.e. an 
alarm, or the arrival of a new person) and a deliberative one that focuses the robots atten‑
tion in specific points controlled by rules that consider the task to perform and the environ‑
ment state. That is to say, in the case of a conversation, the focus should be on the person.

One of the tasks included in the sensorial processing system is the capability of detect‑
ing, tracking and identifying the existing people in the surroundings, in such a way that 

Fig. 2  System implemented that includes as part of the Sensorial Processing module the conditioning system 
implemented
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the robot can adapt its behaviour to the possible interlocutors. As part of this module, it is 
vital to be able to recognise the content of a conversation taken with the robot in typical 
’cocktail party’ situations, where multiple speakers may be talking simultaneously. In this 
situation, the attentional mechanism based on the information obtained from the sensorial 
processing module and the environment model must indicate who is the SOI or the person 
of interest based in their identification, relative positions, speech content and the task being 
performed.

Prior to the development of this high‑level deliberative module, this study aims to assess 
to what extent the signal conditioning system evaluated in [19] improves the ASR perfor‑
mance, in a situation where another processing module based on a SRP‑PHAT is dynami‑
cally computing the DoA of two speakers present in the environment. Moreover the tem‑
poral limitations of the system when it is operating in real‑time should be addressed in 
terms of processing times and the size of the voice frames necessary for the ASR system to 
maintain an adequate level of recognition.

In particular, the four modules implemented in order to improve the performance of an 
ASR system working in a multi‑speaker environment are:

– A localization system that computes the DoA for the SOI and the main IFP. This system 
has been programmed to obtain the two local maximum of the accumulative steering 
response algorithm applied to the audio frame, as described in Fig. 1.

– Two acoustic signal enhancement systems fed with the previous DoAs. DSB and GSC 
are implemented just for comparison purposes, and the DSB+Masking algorithm is 
implemented as described in Sect. 3.

– An acquisition module that prepares the multi‑channel audio signals obtained from a 6 
mics. circular array with a diameter of 8.6 cm. during the configured frames of duration 
1.4 s.

– An ASR agent is implemented by calls to the REST API of the Google ASR engine.

All these module together with recording modules, in charge of recording audio (pre 
and post processed) and ASR outputs used for evaluation purposes, are implemented as 
Robocomp3 components. Robocomp is an open‑source robotic framework, that among 
other aspects, allows running agents and components in different PCs connected in a net‑
work, as well as the data exchange through ICE4 communication middleware.

Indeed, as explained in detail in Sect. 5.3, complex conditions have been considered by 
analysing frames where two speakers are simultaneously talking nearly all the time and in 
close positions. However, an operating scenario has been assumed as a simplification, in 
which the robot would already be at the same distance or closer to the SOI than to others 
and that the SOI is always placed in a static position and facing the robot, simulating the 
effect that the interfering people in the room are talking to other people. This simplification 
means that, in frames where both people are talking simultaneously, in a very high percent‑
age of cases it can be assumed that the speaker of interest is located at the first local maxi‑
mum and the interfering person at the second maximum in the histogram constructed from 
the steered power response accumulated during the windows processed in a 1.4 s duration 
frame.

3 https:// robol ab. unex. es/ index. php/ roboc omp/
4 https:// zeroc. com/ produ cts/ ice
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4.1  Processing time and configurations

Motivated mainly by the computational cost of the SRP‑PHAT localization module, only 4 
of the 6 mics XMOS array have been used. The acquisition module has been programmed 
to send through Robocomp’s socket based publishing system a data structure associated 
with the acquisition of 1.4 s of multi‑channel signal. This frame‑size allows the localisation 
module to perform steered power accumulation over 30 windows of around 90 ms (50% 
overlap). With a computer equipped with an Intel Core i7‑4790 CPU 3.60 GHz x 8. SRP‑
PHAT takes on average 900 ms, and the conditioning module (DSB+masking) takes 70 ms 
(DSB needs 30 ms). Although a GSC component has also been implemented for compara‑
tive purposes (See Sect. 6.3), it has not been used due to its high computational demands 
(1.2 s). The module that communicates with the Google ASR requires 32 ms. In total, this 
means that the content of a 1.4 s signal could be recognized every 1 s. However, after ini‑
tial tests, it was found that the good performance obtained with 10 s frames was greatly 
degraded when sending signal frames of only 1.4 s. This is logical if the algorithm per‑
forms recognition based on the semantics of what is being sent and also because the pos‑
sible word fragmentation. Tests were made, and with 5 s frames, good recognition levels 
were obtained. Thus, the system has been configured to request to the ASR every 3 frames 
of 1.4 s, which means that a response is obtained for each audio of 4.2 s with a delay of 1 s. 
As an example, the average time to say in Spanish the target speaker’s sentences included 
in Annex I is 3.28 s. Sentence 11 is the shortest with 2.2 s and sentence 15 is the longest 
with 4.2 s, which make reasonable the configuration chosen.

5  Method

5.1  Participants

Twelve participants (6 men, 6 women) were recruited from the Polytechnic School of Lin‑
ares at the University of Jaén. Participants were aged between 24 and 60, and included 
researchers, as well as administrative and services staff. No compensation or reward was 
offered for their participation. Due to COVID19 restrictions, all participants wore masks.

5.2  Apparatus

The experimental set‑up reproduced a real scenario of a common room of a nursing home, 
where a social robot may be interacting with residents. In these rooms it is also expected 
that carers talk among each others and to patients and noise from TVs and AC systems. 
In particular, the emulated scenario considers two simultaneous human talkers where the 
goal of the ASR is recognising open commands said by the resident person, as it is more 
difficult for them to talk with fix or template provided grammars. As shown in Annex I, 
20 sentences in Spanish are used as the target talker’s phrases (one of the 12 participants) 
and 5 sentences are said in a loop by the IFPs (another participant), with similar topics. 
The target sentences are shuffled with two possible orders to avoid the possible effect of 
coincident pairs. The topic of the sentences is related to five basic daily life matters (tak‑
ing food or medicines, luminosity and temperature conditions, TV volume or noise, visits). 
The English translations of the 25 sentences are detailed in Annex I. The sentences were 
selected to reflect different lengths and including in certain cases the name of the robot 

3338 Multimedia Tools and Applications (2022) 81:3327–3350



1 3

(Felipe) as part of the sentence. The sentences said by the participants playing the role of 
a interferer simulate possible conversations among workers or carers, that may also have 
common key‑words with the target talker’s sentences. They are longer sentences as the 
goal is analysing the system behaviour in the worst case, that is to say, when most of the 
time both speakers are talking simultaneously. The target participants were also instructed 
to adapt their voices to levels that they would use in a real‑life situation where they had to 
make themselves understood, in the different conditions they would encounter during the 
experiment.

The scenario is a research lab with similar dimensions to the common rooms typi‑
cally used in some residences to allow the interaction among residents. The lab dimen‑
sions are: 5.83 m x 10 m x 3.34 m. The XMOS mic. array has been placed on the tripod 
(simulating the robot position) shown in Fig. 4, in coordinates (x = 3.0, y = 5.0, z = 0.9) 
expressed in meters, as can be seen in Fig 3. Three of the walls are smooth and cov‑
ered with plaster and one of them is formed by large windows. The reverberation value 
( RT60 ) of the room is 1 s.

5.3  Procedure and variables

Upon arrival all the participants read 15 sentences in the position labelled SOI in Fig. 3, 
with and without the presence of TV noise. This initial tests were made to let the par‑
ticipants to familiarize with the sentences and also to measure the ASR performance 
just using a DSB beamformer with the utterances of each participant. Thus, this test has 
allowed to address possible sentences where the ASR could have problems recognising 
the sentence due to inherent pronunciation biases.

For the performance evaluation in a cocktail party, two participants were talking 
simultaneously and the noise condition was simulated in the same way (TV on). The 

Fig. 3  Conditions tested in a research lab that model different situations in terms of relative positions 
between the SOI and IFP that could take place on a real environment in a nursing home. The target speaker 
is always placed at * mark and the IFP is placed at 4 possible locations
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positions of the talkers can can be seen in Fig. 3, the SOI was always placed in front of 
the array (DoA of 90°) at a distance of 1.5 m from the array, simulating a situation of a 
possible dialog taking place with a robot. The positions of the IFP’s were chosen to test 
the impact of disrupting conversations taking place around the robot and SOI, in four 
different conditions (see P1, P2, P3, P4 in Fig. 3).

Each participant repeated the test in four conditions, by considering two independent 
variables, the environment noise and the gender of the IFP. In each of the 4 positions 
considered, the target talker was instructed to say 4 sentences while the disrupting per‑
son was already reciting the disruptive phrases.

The AC system of the laboratory with two outlets in the ceiling was always on, and the 
noise condition includes always the same TV program (news with reporters talking) being 
played at the same volume.

The system performance measure has been associated with the ASR’s ability to recog‑
nise sentences using the Word Success Rate (WSR) measure, which is computed as the 
Ratio between the number of successful recognised words and the total number of words in 
the target talker’s sentence.

5.4  Setup for the real environment conditions

The evaluated condition with noise (AC system and TV) corresponds with real noise and 
not simulated pink or white noise. The specific positions are represented in Fig. 3. As there 
is utterance by utterance variability in power, the SNR in dB has been computed with the 
average values of the audio recordings with just one speaker talking without noise, obtain‑
ing SNR values within a range of [‑4.3 dB, 9.6 dB]. In these conditions, [21] has speci‑
fied that the word intelligibility score for a person with broadband noise is around 50%. 
Moreover they have evaluated the speech reception threshold as the required SNR level for 
a 50% intelligibility score for two or more simultaneous talkers. The SIR has been meas‑
ured considering the relative talkers’ voice power obtained while they were talking alone in 
the different positions considered. It has been obtained an average SIR considering all the 
conditions within a range of [‑5,2 dB, 3 dB] when the target source is a woman and within 
a range of [‑1 dB, 11 dB] when the target source is a man. Miller’s study [21] has also 
established that for these ranges considering one voice interference the word intelligibility 
would be between 60%‑80% when the woman is the target speaker, and between 70%‑90%, 
when the target speaker is a man, due to these SNR differences.

6  Results and discussion

6.1  ASR performance with just one talker

The ASR performance measured through the WSR is on average for all the tested condi‑
tions and participants within the range of 70‑95%5. Therefore, none of the sentences have 
been removed. When analysing the data by gender, there was a decrease of almost 10% 
and 20% in ASR performance in the case of a woman being the SOI. These results seem 
to corroborate what already seemed to be evident in the first tests carried out in [19], and 

5 It should be noted that all tests were conducted with participants wearing a mask
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they are in line with what has been pointed out by several studies about a possible worse 
performance of these systems in the case of women and children [8], which may be due to 
inherent characteristics of the voice such as pitch or power, or to the training of the ASR 
engines themselves.

One of the subjects had to be discarded, because despite being fluent in Spanish, he had 
a strong accent (French and Arabic are his mother tongues) which caused the recognition 
rate to be around 40% and 60% for the conditions with and without noise.

6.2  Speech recognition results in multi‑speaker’s situations

The average WSR obtained from the raw data, 65%, already indicates a reduction of around 
20% of the ASR performance obtained with only one speaker, as expected for ASR tech‑
nologies prepare for one‑to‑one interaction.

Results in average of the effect of the two conditioning systems tested in real time are 
shown in Table 1. No significant difference between algorithms can be found if we con‑
sider results obtained in total. The benefits of using the DSB+Masking can be seen with 
an increase of 10% (without noise) and 5% (with noise) just in conditions where SOI and 
the IFP are placed at a similar distance from the array (P1 and P4). These results do not 
corroborate the high improvement detected by the use of DSB+Masking, in the evaluation 
performed in [19]. Although conditions were not the same (positions, 6 mics. and no mask 
being used), the performance improvement reported has been of around 20% in conditions 
similar to these ones (Category A).

In order to isolate the possible problem, an off‑line analysis of masking results have 
been made as in [19], that is to say by processing the raw data split by conditions (P1 
to P4) and 4.2 s duration windows with fix DoA angles associated   to SOI and IFP in 
the known position, as can be seen in Table 2. It should be noted that although the time 
windows do not exactly match those sent to the ASR in real time, in general terms this 
analysis of the information captured without processing and with the DSB+Masking 
off‑line processing can help to understand the differences in behaviour. If we compare 
results of Tables 1 and 2, Raw data results indicate that real time behaviour of the two 
algorithms implemented are not really improving what could be obtained just by feeding 
the ASR with the data captured. Thus, the real benefit can be seen in results obtained 
with DSB+Masking computed by fixing DOA values. In particular, for P3 (same DoA for 
SOI and IFP) the IFPs DoA used was the extracted by the SRP‑PHAT in most of these 
conditions (125°), as it cannot be used the same value.

The high difference in DSB+Making results between on‑line and off‑line processing  
indicates the need to include a deliberative module that, by means of tracking and  

Table 1  Average of WSR results 
(%, [Standard Deviation]) 
obtained with Google ASR 
engine in conditions where the 
interfering person is placed 
at 4 different positions (P1, 
P2, P3, P4), with and without 
environment noise. The total 
values refer to the average value 
considering all the positions

Position DSB DSB+Masking

Non‑noisy Noisy Non‑noisy Noisy

P1 44 [26] 44 [26] 54 [21] 49 [24]
P2 74 [13] 67 [16] 76 [10] 67 [12]
P3 76 [15] 71 [18] 71 [17] 67 [20]
P4 57 [21] 57 [24] 67 [17] 61 [20]
TOTAL

63 [23] 60 [23] 67 [17] 61 [21]
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employing an intelligent decision system, keeps the detection of the IFP’s DoA more 
accurate and stable, as it is where more difference have been found among the SRP‑
PHAT results computed by 1.4 s. Indeed, this negative effect has been more evident in 
the conditions with noise, due to the constant alternations between the DoAs associ‑
ated to the TV speakers and the interfering person. Although this reactive behaviour is 
interesting in order to constantly infer the presence of new sound sources, a deliberative 
module should filter the angles used in the conditioning module. This means that in 
Fig.  2, the module “localization and/or separation of sound sources” should be con‑
nected to the “Enhancement Acoustic System” through a module that filters these angles 
depending of previous information gathered from inputs coming from the localization 
and attentional mechanism modules.

The experimental results were also analysed separately in terms of gender to identify if 
recognition results are in line with those obtained with just one speaker. The off‑line analy‑
sis of raw data indicated similar results than those shown in Tables 3 and 4 for DSB. For 
women a WSR of 59% (without noise) and 51% (with noise) and for men 70% and 71%, 
respectively. These results are inline with Miller’s study [21] due to the differences in  
SIR ratios obtained. As can be seen in Tables  3 and  4, the negative effect of both, the  

Table 2  Average of WSR results (%, [Standard Deviation]) obtained with Google ASR engine with raw 
audio captured (without processing) and DSB+Masking executed offline with fixed DoAs, in conditions 
where the interfering person is placed at 4 different positions (P1, P2, P3, P4), with and without environ‑
ment noise. The total values refer to the average value considering all the positions

Position Offline Raw Data Offline Masking

Non‑noisy Noisy Non‑noisy Noisy

P1 52 [22] 49 [27] 72 [22] 69 [23]
P2 73 [15] 65 [19] 88 [7] 86 [10]
P3 76 [13] 75 [16] 85 [9] 86 [7]
P4 64 [18] 62 [24] 88 [9] 88 [10]
TOTAL

66 [20] 63 [23] 83 [14] 80 [15]

Table 3  Average of WSR results (percentage, [Standard Deviation]) obtained with Google ASR engine in 
conditions where the target speaker is a woman and the interfering person is placed at 4 different positions 
(P1, P2, P3, P4), with and without environment noise. The total values refer to the average value consider‑
ing all the positions

General women results (12)

Positions DSB Masking Offline‑Masking

non‑noisy noisy non‑noisy noisy non‑noisy noisy

P1 43 [24] 33 [25] 51 [19] 38 [24] 68 [22] 61 [26]
P2 70 [14] 62 [18] 74 [10] 61 [12] 89 [7] 84 [12]
P3 75 [16] 64 [20] 68 [20] 62 [14] 85 [6] 86 [6]
P4 49 [24] 46 [27] 61 [19] 59 [22] 88 [10] 90 [9]
TOTAL

59 [23] 51 [25] 64 [19] 55 [20] 81 [16] 80 [13]
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TV noise and the presence of the IFP is higher (10%) on ASR performance for women, 
which is in line with results already obtained with only one speaker. Thus, it seems that  
it may be inherent to the ASR performance when working with lower SNR or SIR. In  
fact, in the case of men the presence of additional noise does not seem to have any effect 
and the ASR shows a good performance even without any processing. In the case of  
women, the degradation due to the presence of noise is evident by almost 10% and, in  
particular, when the interfering speaker is closer to the SOI (P1). The off‑line analysis  
made with the DSB+Masking algorithm shows that its application helps to reduce these  
differences in the ASR behaviour.

The effect of the IFP’s gender has been analysed separately in the case of the SOI being 
a man or a woman. In the case of the SOI being a man there are no significant differences 
in the ASR performance. However, as can be seen in Table 5, in the case of a SOI being a 
woman, there is a WSR degradation of around 15% when the IFP is a man for DSB (IFP 
Woman: 62% IFP Man: 48%) and of around 7% for DSB+Masking (IFP Woman: 63% IFP 
Man: 56%). Thus, it seems that in the case of implementing a more stable and accurate 
estimation of IFP’s DoA, the masking algorithm could minimize to a certain extent gender 
differences in terms of recognizing performance.

6.3  Impact evaluation of the chosen set‑up

In order to prioritise the fast response of the system and therefore the interactivity needed 
in an HRI scenario, the following decisions were taken:

– the use of only 4 mics. instead of the 6 mics of the array.

Table 4  Average of WSR results (percentage, [Standard Deviation]) obtained with Google ASR engine in 
conditions where the target speaker is a man and the interfering person is placed at 4 different positions (P1, 
P2, P3, P4), with and without environment noise. The total values refer to the average value considering all 
the positions

General men results (12)

Positions DSB Masking Offline‑ Masking

non‑noisy noisy non‑noisy noisy non‑noisy noisy

P1 46 [30] 54 [22] 57 [22] 60 [17] 75 [23] 77 [16]
P2 78 [11] 73 [13] 78 [11] 73 [11] 88 [8] 89 [7]
P3 78 [14] 78 [14] 73 [13] 71 [15] 84 [11] 86 [7]
P4 66 [16] 67 [15] 72 [13] 64 [18] 88 [8] 86 [11]
TOTAL

67 [22] 68 [17] 70 [16] 67 [15] 84 [14] 83 [11]

Table 5  Gender effect in terms 
of average WSR results (%, 
[Standard Deviation]) obtained 
with Google ASR engine in 
conditions where the target talker 
is a woman

 Interferer’s Gender DSB DSB+masking

non‑noisy noisy non‑noisy noisy

Woman 65 [23] 60 [26] 67 [19] 59 [21]
Man 53 [23] 43 [24] 60 [19] 51 [20]
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– the speech fragments size has been selected of 1.4 s, in order to keep more decisions 
with a static speaker but once the system is used with possible interferers walking 
(5km/h), frames of 500 ms should be considered for the position estimation.

– the processing of SRP‑PHAT decisions in 90 ms windows to keep a more accurate rep‑
resentation of the signal spectrum and to improve the result of the cross‑correlation 
between mic. pairs in environments with high reverberation (typical of very empty and 
large spaces such as hospital or residential rooms). However, a window of 2048 sam‑
ples (45 ms) should allow detecting delays associated with distances among speakers of 
4 m.

– The implementation of a simple and fast masking algorithm (200 ms) that has given 
good results in a proof of concept study, but whose main limitation is its dependence 
not only on the SOI DoA, but also of the possible interfering sources (IFP’s DoA).

In order to determine the adequacy of the choice of these parameters, a smaller study has 
been carried out to analyse the effect of their variation with 3 participants (SOI‑IFP gen‑
ders: famale‑male, male‑female, male‑male).

Firstly, we have analysed the possible impact of the choice of the SRP‑PHAT processing 
window, which was initially set at 4096 samples (90 ms), in order to reduce the possible 
effect of room reverberation. A reduction has been made to a window of 2048 samples in 
the conditions with and without TV noise and with audio segments of 1 s. The computa‑
tional cost is the same but, as can be seen in the first two rows of Table 6, the SOI angle 
is estimated properly with a slightly higher percentage for 90 ms windows. This study has 
also identified, as mentioned in Sect. 6.2, that the main limitations for the DSB+Masking 
algorithm is that in a high percentage of cases the DOAs associated to the SOI and IFP  
are switched, making even more complex the ASR behaviour with the audio coming from 
the SOI.

The same evaluation has been made with 6 mics. In this case, the computational cost of 
the SRP‑PHAT component has increased to 1.3 s compared to the 0.6 s necessary with 4 
mics. As can be seen in Table 6, slightly better results are obtained that with 4 mics. and 
also with a higher window (4096 samples).

Secondly, in order to address the improvement of the masking technique compared to 
another widely used approach as reviewed in Sect. 3, its performance has been compared 
with GSC dynamic beamformer, according to the implementation described in [19]. In 
particular the test has been made with a configuration of 6 mics. and 90 ms processing 
windows. In these conditions, the processing times have been in average of 200 ms and 
1600 ms, for DSB+Masking and the time domain implementation of the GSC respectively. 

Table 6  Average percentage 
of adequate SOI position 
identification by SRP‑PHAT 
algorithm

Percentage SOI position well detected

Configuration Environment

non‑noisy noisy

C1: 4 mics. and 2048 window samples 59 59
C2: 4 mics. and 4096 window samples 68 60
C3: 6 mics. and 2048 window samples 63 61
C4: 6 mics. and 4096 window samples 73 69
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Table 7 shows the results in terms of WSR. Although with a high standard deviation and 
only 3 participants, the results show that the improvement of the GSC is similar to that 
obtained by DSB+Masking, but with a much higher computational cost. Furthermore, in 
the P3 condition, the improvement over the response obtained without any ASR processing 
(raw conditions) is almost the same, since the two speakers are at the same angle and the 
only difference is that the speaker of interest is closer to the array and facing in that direc‑
tion. It should be noted that in the case in which the positions obtained from the localisa‑
tion component are dynamically adjusted without introducing any additional tracking or 
deliberative decision system, the negative effect that the swapping between the DOAs of 
the IFP and SOI can have is much greater for the DSB+Masking than for the GSC. In this 
sense, it is again evident that DSB+Masking is a good option to consider in a system with 
a small array as the one used, but whose performance is more influenced by errors in the 
localisation of the speakers.

7  Conclusions and future research

This work has allowed us to verify the benefits and feasibility of integrating simple acous‑
tic signal conditioning techniques (DSB and masking) using low‑cost microphone arrays  
in real‑world environments. The benefits of the proposed techniques was evaluated based 
on the improvement in WSR of an ASR. In particular, the system has been able to recognise  
open sentences of around 3 s length with 1 s delay due to the use of concurrent modules 
programmed with an open robotic development platform. The evaluation highlighted the 
feasibility of taking decisions upon the recognition of open sentences or after requesting 
prior confirmation of these commands, without introducing excessive delays and therefore 
keeping certain responsiveness.

The deployment of components that can be run on different machines requires further 
analysis about the initial parallelization among capturing and processing modules. As well 
as the analysis of the trade‑off between the positive impact of reducing the audio segments 
length to overcome limitations of real time data delivery in the network among compo‑
nents, which increase with the number of microphones, and its negative impact for the 
semantic behaviour of the ASR.

The experiment involved 12 participants and have helped to identify inherent fault 
designs regarding the need of a deliberative system that mediate between the localization 
and conditioning modules. This system should include a long‑term auditory memory or 
tracking system to allow higher level decisions to be made based on the indications of the 
attentional mechanism (task to be developed, focus of interest regardless of whether it is 

Table 7  Average of WSR 
results (percentage, [Standard 
Deviation]) obtained with 
Google ASR the interfering 
person is placed at 4 different 
positions (P1, P2, P3, P4) . 
The total values refer to the 
average value considering all the 
positions

Positions raw data DSB+Masking GSC

P1 47 [25] 74 [10] 69 [9]
P2 63 [13] 79 [7] 90 [1]
P3 74 [13] 78 [13] 79 [9]
P4 66 [24] 70 [11] 67 [13]
TOTAL

62 [11] 75 [4] 76 [10]
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closer or not, etc.) or on other information obtained from the environment (identification 
and visual localization of people, static positions of constant noise sources of noise, etc). 
However, it should also keep the strongly reactive capacity inherent to auditory processing 
that allows the rapid localisation of auditory events in a very wide area (alarms, falling 
objects, etc.), and which can therefore help to provide a robot with the capacity to better 
understand its surroundings and to emit reactions that allow its behaviour to be perceived 
as more natural.

On the other hand, in line with current roadmap proposals associated with the use 
of voice as a mechanism of interaction in the field of HRI [16], additional problems 
associated with the robot’s own noise, navigation, etc. need to be evaluated together 
with the difficulty already inherent in the problem of the operation of an ASR in multi‑
speaker environments.

Despite the small sample size and the negative effect of excessive variability in the 
detection of interfering sources, the study of the differences in the algorithmic per‑
formance due to the gender of the speakers indicates that the masking algorithm can 
improve to some extent possible difference in performance of the ASR, due mainly to 
differences in SNR or SIR. On the other hand, although it has not been possible to test 
with elderly people, the strong dependence that the ASR engine exhibits with possible 
accents of a language, seems to indicate that it will be an added complexity to work 
adequately with people who may have some kind of diction problem derived from dis‑
eases associated with ageing.

All tests have been done with the speakers wearing a mask, an aspect that should be 
eliminated in future tests. While this may have a negative impact on the performance 
of the system, both in terms of speaker’s localization and ASR performance, it may 
also be closer to real‑life conditions where the person, due to physical limitations, may 
not constantly looks at the robot or speak clearly, or even due to their health condition, 
may have to wear a mask.

8  Annex. sentences

8.1  Sentences of the target speaker or SOI

 1. Felipe, I can’t hear the television.
 2. Felipe, can you show me on your screen what they are saying over the loudspeaker? I 

can’t hear it well.
 3. I can’t see well, can you tell them to turn on the light?
 4. I’m hungry, how much is left to eat?
 5. I prefer the first menu you showed me.
 6. Felipe, I dropped something on the floor, can someone come and pick it up?
 7. I’m cold, Felipe, can you turn up the heating?
 8. I’m hot, Felipe, can you open the window?
 9. Could I go for a walk now?
 10. What time is my family coming to visit me?
 11. Felipe, what’s the weather like today?
 12. Felipe, I need to go to the bathroom, can you call someone or come with me?
 13. Can you close the window? There seems to be a draught..
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 14. I really like that program, can you turn it up?
 15. Felipe, do you know if I’ve taken my pill yet?
 16. Felipe, can you help me find Juan?
 17. Felipe, do you know what time the next activity starts?
 18. Felipe, can you tell them to help me change position?
 19. It hurts here, can you call the nurse?
 20. I hear strange noises, can you tell me what’s wrong?

8.2  Sentences of the interfering speaker

1. It seems that the doctor is not coming today because he has a problem, but the appoint‑
ments will be rescheduled for tomorrow.

2. We should clean up the TV room because it was a mess yesterday.
3. Maybe we should change the sheets in Luis’ room today while he is at his doctor’s 

appointment.
4. Maria’s medication is going to be changed, we should change the administration sched‑

ule on the computer.
5. Tell the maintenance man to come by tomorrow, the heating system doesn’t seem to be 

working properly.
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