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Abstract

Social distancing to reduce the spread of coronavirus disease 2019 (COVID-19) made a
huge increase in the global OTT market, and OTT service providers get millions of new
subscribers. Recently OTT service providers are extending their service to video broad-
casting. As a one type of video broadcasting, this paper covers multimedia streaming with
multiple sources. Multimedia streaming with multiple sources has multiple sources, and
receivers can select one specific source to watch the video from the source. Sources
include cameras capturing different angles of same event or location, cameras in geo-
graphical locations, etc. For delivering video to rapidly increasing number of users,
multimedia streaming with multiple sources system needs efficient and scalable delivery
method. Tree-based Peer-to-peer (P2P) networking has been investigated as the delivery
solution of multimedia streaming with multiple sources, and set-top boxes or mobile apps
of OTT service can be used as peers connecting the subscriber of OTT service. However,
the scalability of the tree-based P2P networking is limited by the out-degree of a tree that
branches linearly with the number of users. Hence, this study proposes clustering peers
based on the location proximity of the peers to enhance the scalability of the P2P
multimedia streaming with multiple sources. By clustering peers, one or more peers
can be grouped into a virtual peer with an aggregated uplink/downlink capacity. This
paper describes P2P multimedia streaming with multiple sources and algorithms for the
proposed clustering method. Two applications which are one-view multiparty video
conferencing and multi-view video streaming are introduced, and considerations for
applying the proposed method to the applications are also discussed. The experimental
results show that location-proximity-based clustering is effective in achieving a scalable
P2P multimedia streaming with multiple sources by reducing the out-degree of a tree for
the introduced applications. The proposed clustering leads improvement in the maximum
achievable video bit rate, the average viewing video bit rate, and perceived delay.
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1 Introduction

Over the Top (OTT) media service offers multimedia streaming over the Internet. Social
distancing to reduce the spread of coronavirus disease 2019 (COVID-19) made a huge increase
in the global OTT market, and OTT service providers get millions of new subscribers. In
addition to Video on Demand (VoD) service, which is the major service of OTT service
provider, recently OTT service providers are extending their service to video broadcasting.
Among the various types of video broadcasting, this paper covers multimedia streaming with
multiple sources. Multimedia streaming with multiple sources has multiple sources, and
receivers can select one specific source to watch the video from the source. Sources include
cameras capturing different angles of same event or location, cameras in geographical loca-
tions, etc. For delivering video to rapidly increasing number of users, multimedia streaming
with multiple sources system needs efficient and scalable delivery method.

The simplest delivery method is a client-server approach. Here a user sends his/her audio/video file
to a dedicated server which is managed by a service provider. Then, the server relays the received
audio/video to the other participants. Evidently, the dedicated server will suffer from relay burden with
an increasing number of participants, resulting to low scalability. This low scalability of the client-
server approach can be addressed using a content delivery network (CDN) service. The edge servers of
the CDN are distributed geographically, and a user can retrieve the content from a nearby server instead
of the dedicated server at the service provider side. Thus, the burden on the dedicated server at the
service provider side is independent of the number of participants. In addition, by adapting technol-
ogies for live streaming over HTTP (e.g., HTTP live streaming [9] and dynamic adaptive streaming
over HTTP [10]), the latest CDN service supports live streaming. However, using CDN service is
costly, which is closely associated with the volume of outbound traffic. Peer-to-peer (P2P) networking
is a cost-effective alternative. It is a communication among nodes, referred to as peers, which are
equally privileged as a server and a client. To achieve a certain purpose, such as file sharing and
multimedia streaming, peers organize a P2P network, which is a logical network over a physical
underlying network. A peer can send and receive data to/from other peers in the P2P network directly
instead of depending on a dedicated server. Set-top boxes or mobile apps of OTT media service can be
used as peers and organize a P2P network connecting the subscribers of OTT service. Rapid growth of
subscription incurs delivery burden on OTT service providers, and so P2P networking can be cost-
effective delivery solution. P2P networking has been used as a delivery solution for multimedia
streaming with multiple sources such as video conferencing [22, 24, 26]. Y. Xu et al. [26] found that a
multimedia streaming with multiple sources for all-view video conferencing can use P2P networking
to transmit audios, whereas videos are relayed through dedicated servers. The design relies on the fact
that, in the all-view video conferencing, all participants watch each other’s video at high quality.'
However, each one may not have sufficient uplink capacity to send his/her video to all other
participants or downlink capacity to receive videos from all of them. On the basis of the hybrid
peer-assisted solution [16], P2P multimedia streaming with multiple sources for one-view video
conferencing [7, 28] has been investigated as another approach.

" A participant can produce a high-quality video and send it. The amount of both the aggregated upload and
aggregated download bandwidths increase with the number of participants.
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In the P2P multimedia streaming with multiple sources for one-view video conferencing, a
participant watches another participant’s video in high quality and the rest of the videos in low
quality.? Thus, the P2P multimedia streaming with multiple sources for one-view video
conferencing requires lesser uplink/ downlink capacity than the P2P multimedia streaming
with multiple sources for all-view video conferencing. Another important advantage of P2P
multimedia streaming with multiple sources for one-view video conferencing [7, 28] is low
delay which every multimedia streaming service needs. However, M. Chen et al. [7] reported
that the tree-based P2P multimedia streaming with multiple sources [7, 28] suffers from low
scalability caused by the out-degree of a tree branching linearly with the number of partici-
pants. The limitation also affects the multimedia streaming with multiple sources for other
types of service.

To achieve the scalability of the P2P multimedia streaming with multiple sources, this paper
proposes clustering peers based on the location proximity of peers. Through peer clustering,
one or more peers can be grouped into a single virtual peer with an aggregated uplink/
downlink capacity. Then, the P2P network comprises virtual peers instead of actual peers.
The out-degree of a tree can be reduced because the number of virtual peers is not less than that
of all of the peers participating in the P2P network. Consequently, the scalability of the P2P
multimedia streaming with multiple sources can be improved. The three major contributions of
this study are as follows.

1) We propose a method to cluster peers based on their location proximity.

2) We present an analysis on the maximum achievable bit rate.

3) We introduce two applications of P2P multimedia streaming with multiple sources and
discuss considerations for applying the clustering method to the applications.

4) We perform experiments to demonstrate the effectiveness of the proposed method in the
introduced two applications.

The rest of this paper is organized as follows. Section 2 summarizes related works. Section 3
introduces peer-clustered P2P multimedia streaming with multiple sources, then briefly de-
scribes the tree-based P2P multimedia streaming with multiple sources, and fully presents the
details of the location-proximity-based clustering method. Section 4 offers an analysis on the
maximum achievable video bit rate, and Section 5 introduces two applications of multimedia
streaming with multiple sources and discusses considerations for applying the proposed
method to the applications. Section 6 discusses the experimental results and findings. Finally,
Section 7 elaborates the conclusion of this study.

2 Related work

J. Li et al. [16] proposed Mutualcast for an efficient one-to-many content distribution. In
Mutualcast, a source divides its content into fragments. Each fragment is assigned to a
particular substream [27]; hence, a peer must receive all substreams to access a content.
The source sends each substream to a distinct peer, and the, each peer relays the received
substream to the other peers. To minimize the delay in relaying the substream, the

2 This paper excludes the required upload bandwidth for delivering voice and low-quality video to focus on the
delivery of high-quality videos, which require a remarkably large upload bandwidth [16, 28]
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maximum number of hops for the relay is limited to two hops. To achieve a high-quality
video, the authors proposed utilizing the uplink capacity of the peers, referred to as
helpers, who do not request the content. They demonstrated that a P2P network orga-
nized into a two-hop tree topology can better perform a one-to-many content delivery.

Using Mutualcast [16], Y. Zhao et al. [28] proposed P2P multimedia streaming with
multiple sources for one-view video conferencing. Here, the capacity of the P2P multi-
media streaming with multiple sources for one-view video conferencing is calculated on
the basis of both the homogeneous environment, where all peers have the same amount
of uplink capacity, and heterogeneous environment, where each peer may possess a
different amount of uplink capacity. On the basis of the calculated capacity, Y. Zhao
et al. [28] derived three guidelines in allocating the bandwidth of peers and also
proposed bandwidth allocation algorithms, which are used in distributing multimedia
data along the three delivery routes. The experimental results demonstrated that P2P
networking can be utilized as an efficient content delivery method for the multimedia
streaming with multiple sources for one-view video conferencing. However, M. Chen
et al. [7] indicated that content delivery based on a two-hop tree topology is unscalable.
The scalability of the P2P multimedia streaming with multiple sources for one-view
video conferencing [28] is only limited by the out-degree of the tree, which branches
linearly with the number of peers because a peer must relay the received substreams to
all other peers. To improve the scalability of the P2P multimedia streaming with multiple
sources for one-view video conferencing, we proposed to reduce the number of nodes in
the tree by clustering the peers based on their location proximity.

To address user heterogeneity in [28], E. Kurdoglu et al. [15] adopted layered coding
and partitioned simulcasting approaches in P2P multimedia streaming with multiple
sources. In the layered coding approach, a source generates layered videos to be partially
decoded. Then, viewers can select a number of layers according to their capacity and
obtain a high-quality video by downloading a large number of layers. Meanwhile, in the
partitioned simulcasting approach, a source generates multiple videos with various bit
rates, and it sends an appropriate video to the viewers based on their download capac-
ities. According to a numerical comparison, the partitioned simulcasting approach ex-
hibited better performance with regard to average receiving quality and overhead. Thus,
the proposed two approaches are effective in addressing user heterogeneity from a video
bit rate perspective, but the scalability should also be considered. As M. Chen et al. [7]
stated, the scalability of the P2P multimedia streaming with multiple sources for one-
view video conferencing [28] is limited by the out-degree of the tree. However, the out-
degree of the tree is not considered in the proposed two approaches. Thus, the clustering
method proposed in this study is effective in reducing the out-degree of the tree and is
applicable to the proposed approaches.

I E. AkkuS$ et al. [1] also proposed the utilization of a layered video coding in P2P
multimedia streaming with multiple sources for one-view video conferencing. Unlike in [15,
28], peers organize a P2P network in chain topology, and the number of maximum hops for
relaying a video is unlimited. When distributing own videos, a source generates a base layer
video and an enhancement layer video. Upon receiving a request from other peers, the source
sends either the base layer video only or both, but it sends both layers only if it does not relay
any other source’s video. To increase the number of peers receiving both layers, optimistic
heuristics are proposed. Accordingly, the length of a chain where a peer is the head of the chain
is considered when a peer joins another chain. For example, for peer i with chain length two
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and peer j with chain length five, peer j will be moved to the end of the chain in where peers i
and j attempt to join, and peer i will be an intermediate node for the relay in the chain. Then,
instead of two peers in peer i’s chain, five peers receiving peer j’s video can receive both
layers. As discussed previously, the chain-based P2P multimedia streaming with multiple
sources for one-view video conferencing [1] does not limit the maximum number of hops for
the relay and thus has no scalability issue. However, having no limit on the chain length may
incur a severe delay introduced by the relay, affecting the interactivity of multimedia streaming
with multiple sources. The clustering method proposed in this study applied the two-hop
limitation similar to the suggestion of J. Li et al. [16] proposed in order to minimize the delay
incurred by the relay. In addition, this work describes the consideration on reducing the delay
to the target upper bound.

Rec. ITU-T X.603.2 [12] described multipoint-to-multipoint group communication,
such as multimedia streaming with multiple sources, and then adopted a popular solution
for group communication, referred to as IP multicast. Generally, the IP multicast is not
completely deployed over the Internet, but it is supported within a local area network
(LAN). On the basis of this insight, ITU-T X.603.2 defined a dedicated node, which is
known as the head multicast agent (HMA). The peers in the LAN elect one HMA. Then,
the HMAs organize a P2P network in tree topology. Upon receiving data from a source,
which is a root node in the tree topology, or a parent HMA, the HMA relays the data to
its child HMAs through a unicast. For the non-HMA nodes in a LAN, the HMA also
relays the received data through a multicast. However, the drawback of this is evident.
Specifically, the scalability and performance are limited by the performance of the
HMAs because the uplink capacity of the non-HMA node is not utilized. As an efficient
communication method, the approach in this study also applied the IP multicast. For
stability and efficiency improvement, the proposed clustering method utilizes all avail-
able nodes instead of relying only on one dedicated node in a LAN.

Similar to [12], Z. An et al. [2] proposed a combination of a P2P network and local
networks for an audio-video conferencing system. The proposed system had several
proxy hosts, of which each LAN has one host, and the proxy hosts organized a P2P
network in a binary tree topology. Every participant of a conference sent multimedia data
to a conference server, and then, the conference server sent multimedia data to its child
nodes in the organized P2P network. Upon receiving the multimedia data from the
conference server or a parent node, a proxy host relayed the data to the participants in
a LAN through a multicast. The drawback of [2] is that the system relies on the stability
of the proxy hosts. In addition, the binary tree topology may encounter a high delay from
the conference server to the proxy hosts at the leaf of a tree as the number of LANs
increases. To minimize the delay acquired by the relay, we applied a two-hop limitation
similar to that proposed by J. Li et al. [16]. In addition, the clustering method proposed
in this study utilized all available nodes; thus, the drawback of [2] can be mitigated. X.
Tu et al. [23] and X. X. Chen et al. [6] investigated a locality-aware multimedia live
streaming service over a P2P network.

Similar to the previously discussed method, their approaches considered the location
proximity of peers as a factor in establishing a P2P network. In [23], each peer utilized a
physical network model to select a physically closed node as its parent or child. Consequently,
the physically closed peers organized a P2P network in tree topology. However, the proposed
method is challenging to implement in an actual environment generally because Internet
service providers do not share the information regarding the physical underlying network.
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Moreover, the proposed method does not involve the consideration on the scalability of the
P2P network. The scalability of the P2P network proposed in [23] is limited owing to the
number of peers. The proposed method in this work can eliminate the connection between the
scalability of the P2P network and the number of peers by clustering peers. Meanwhile, a
directory server in [6] provides the list of peers recommended for establishing connections
when a peer attempts to join a P2P network. To establish this list, the directory server selects
the peers based on buffer status, maximum number of connections, closeness, and quality
assessment. With regard to closeness, peers in the same LAN will be the excellent candidate.
However, peers in the same LAN will establish multiple unicast connections, which obtain a
large amount of traffic in the LAN. Instead of establishing multiple unicast connections, we
proposed the use of IP multicast in a LAN.

Instead of P2P multimedia streaming with multiple sources based on tree or chain
topology, W. Wu et al. [25] proposed CoolConferencing for P2P multimedia streaming
with multiple sources for any-view video conferencing based on mesh topology which
does not maintain global structure. With the sight that a conferencing session generally
includes less than 15 participants, peers in a session organizes a full-mesh network for
exchanging the information such as the neighbor buffermap and delay map. Then, on the
basis of the information, the peers can form a mesh network for data delivery. It is well-
known that the data delivery over P2P network in mesh topology requires exchanging
three messages for pulling data which introduces three one-way delays between two
peers, but CoolConferencing reduced the delay by pushing data instead of pulling data.
In forming the mesh network for data delivery, a peer selects a dedicated peer, called
supplier, and then the supplier will receive the data and push it to the peer. In addition, a
peer can receive the data from a helper similar to [16, 28]. However, CoolConferencing
highly relies on the suppliers for data delivery, because the suppliers are used like parent
nodes in a tree topology. Reducing the burden on the suppliers may increase the
performance of a P2P multimedia streaming with multiple sources system. By applying
the clustering method, the number of receivers of each supplier can be reduced, and thus
the performance of CoolConferencing will be improved.

As an efficient content delivery method over a P2P network, [17, 18, 21] also assessed peer
clustering. Peers can be clustered based on various criteria, such as proximity and common-
interest. By clustering peers, a P2P network acquires distinct characteristics. For example, the
data frequently requested by peers can be replicated into a certain peer in the cluster, resulting
in peers finding the desired data from a nearby peer. Further, clustering peers can also be
adopted in localizing traffic to reduce the inter-domain traffic. However, the clustering method
for improving the scalability of the P2P multimedia streaming with multiple sources has not
been investigated yet.

3 Clustered P2P multimedia streaming with multiple sources

3.1 Overview of the P2P multimedia streaming with multiple sources

This Section briefly introduces the tree-based P2P multimedia streaming with multiple sources
[28]. Table 1 lists the notations and their corresponding definitions. The P2P multimedia
streaming with multiple sources comprises multiple subgroups, and each subgroup is hosted

by a video source, and the set of sources generating a video is denoted as S. Each subgroup has
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Table 1 Notations and definitions

Notations Definitions

N Set of peers in a conferencing system

S Set of video sources

1 Set of idle viewers (No video source)

H Set of helpers

H, ieS Set of helpers of i’s video, i€ S

HR ieS Set of helpers of i’s video with the uplink capacity for delay requirement, i€S
G, i€eS Set of viewers of i’s video, i€ S

Gf7 ieS Set of viewers of i’s video with the uplink capacity for delay requirement, i€ S
VP, ieS Set of virtual peers involving subgroup hosted by source i

Py Set of peers in a virtual peer

Py Peer with the highest ID of a peer among peers of a virtual peer
r, i€S Bit rate of video generated by source peer i

i, ieS Maximum achievable bit rate of video generated by source peer i
u;, €S Total upload capacity of peer i

u;, ieS Uplink capacity of a source peer i allocated to the subgroup it is hosting
uy, ieS Uplink capacity of peer i allocated to the subgroup it is watching
ul ieS Uplink capacity of peer i allocated to the helper pool

up Uplink capacity of viewers required to guarantee the target delay
ul Uplink capacity of helpers required to guarantee the target delay
dr Target delay upper bound

Sk Size of a single fragment of a content

T Predefined timer for location identification

bi; Bit rate of substream sent by peer i to peer j

BY, ieS Bandwidth contributed for i’s video by viewers

BR, ieS Bandwidth contributed for i’s video by viewers belonging to GX
B{{ , ieS Bandwidth contributed for i’s video by helpers

B jeS Bandwidth contributed for i’s video by helpers belonging to H%
IDpgrr ID of a peer

IDypggr ID of a virtual peer

IDan ID used as a candidate for IDypgeg

IDypr ID of a P2P network

MSGy, Message for location identification

MSG 4 Message for location advertisement

MSGy; Message for identification interruption

MSGg Message for location report

MSGprg Message for report response

SVRy, Management server

a corresponding P2P network organized into two-hop tree topology. At least two subgroups
are available in the system considering that every participant watches one high-quality video of
another participant.

A set of viewers watching the video generated by sources is also present, and a set
of viewers watching the video of source s is denoted by G,. Evidently, > Gy =N,
where N is a set of peers in the conferencing system, as listed in Table 1. Considering
that any peer can be a source, viewer i in Gy can be either an idle viewer i €1 or a busy
viewer i € S.

Apart from the role of a source and viewer, a viewer can be a helper k€ H by
contributing his/her available uplink capacity to a helper pool H to relay a video that
he/she is not watching. Any subgroup can borrow the uplink capacity from the helper
pool H when necessary, and a set of helpers borrowed by a subgroup hosted by source s
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is denoted by H,. Noticeably, Y .s/H, =|H|. Consequently, peer i with the uplink
capacity u; allocates his/her uplink capacity according to peer i’s role; hence,
up = u} +u) + ul’.‘, where s, v, and & represent the source, viewer, and helper, respective-
ly. To offer a video of source i at the maximum achievable bit rate, a management server
(e.g., peer activity management server [13]) is assumed for setting the maximum
achievable video bit rate based on the uplink capacity of a source u, uplink capacity
contributed by all viewers } . u’, the uplink capacity borrowed from a helper pool
b /eruﬁ!' The assumption on the management server is practical, because P2P networking
has generally used a management server such as tracker [S5]. Use of the management
server implies that peers and the management server need to interact for clustering peers.
Thus, the management server may not respond quickly when peers join and leave
frequently. However, peer churn depends on the type of service. For example, partici-
pants will not happen frequently in multiparty video conferencing (MPVC). Participants
usually join the conferencing when the conferencing starts and stay until the conferenc-
ing is closed. Consequently, use of the management server will not affect the stability of
MPVC. For other types of service, we assumed that P2P networks are stable to focus on
the effectiveness of the proposed clustering method. This study also assumes that the
maximum achievable video bit rate is limited only by the uplink capacity of peers. This
assumption is generally adopted by studies on P2P networking [7, 14, 16, 28].

To distribute a video, source s divides its video into multiple substreams [27]. Then each
substream can be delivered through three routes as follows:

— Source s sends substreams to viewers; each viewer may receive a different number of
substreams. Then, the viewers relay the received substream to |G| — 1 viewers.

— If a specific target bit rate is not achievable, then source s borrows helpers from a helper
pool H and sends substreams to helpers in Hy. Then, the helpers relay the substreams to
|G| viewers.

— If source s still has available uplink capacity after sending substreams based on the
previous two routes, then it can directly send the same substreams to |Gy viewers to
achieve the maximum video bit rate.

3.2 Location-proximity-based clustering

The low scalability of the two-hop tree based P2P multimedia streaming with multiple sources
[28] is caused by the out-degree of the tree branching linearly with the number of viewers [7],
because the maximum number of hops for the relay is only two hops to minimize the delay
introduced during the relay. As a viewer, a peer is responsible for relaying the substreams from
source i to |G| — 1 viewers. As a helper, a peer may also relay the substreams of source j to |G}
viewers. As a source, peer i sends its substream to |G; viewers and it may require to
additionally send |H,| helpers. Therefore, the responsibility of a peer becomes high as the
number of viewers increases.

To decouple the out-degree of a tree from the number of viewers, this work proposes to
cluster peers based on their location proximity. Through peer clustering, one or more peers
form a logical node, referred to as a virtual peer. A virtual peer is a set of peers joining a P2P
network from a LAN. For example, many peers reside in a LAN and are the viewers of source
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i. Thus, these peers are members of a P2P network organized to deliver the video of source i,
and they form a virtual peer. Figure 1 shows an example of a P2P network with virtual peers.
Peers B-E are viewers, and peer F is a helper, whereas the root of the P2P network is peer A.
Figure 1 assumes that viewers B and C belong to one LAN, whereas viewers D and E are part
of another LAN. Through peer clustering peers, peers A and B form a virtual peer, and peers D
and E form another virtual peer.

After the peers are clustered, the P2P network comprises virtual peers instead of realistic
ones. Specifically, clustering peers shifts viewer set G, into virtual peer set VP,. Accordingly,
the delivery route of the substream is affected. A viewer relays substreams to |VP,| — 1 virtual
peers instead of |G| — 1 peers to deliver a video from source s. Subsequently, a helper relays
substreams to |VPy| virtual peers instead of |G| peers, whereas source s sends substreams to
|VPy| peers instead of |G| peers as the third delivery route. That is, substreams are relayed to
one peer for each virtual peer. Hence, the out-degree can be reduced when at least two peers
form a virtual peer. To efficiently maximize the uplink capacity of peers, source s sends
substreams to all available viewers in Gj as the first delivery route and then to all helpers in H;
as the second delivery route.

The peers of a virtual peer must share the received substreams considering that each
substream is relayed to one peer for each virtual peer. Generally, a peer can completely
utilize its uplink capacity within a LAN, whereas the communication over the Internet is
limited by bottlenecks. For example, the uplink capacity within a LAN can reach 100
Mbps, 1 Gbps, or even higher. Assuming 1 Mbps substreams, which is sufficient, the
substreams can be shared within 10 ms in a 100 Mbps LAN and 1 ms in a 1 Gbps LAN,
which are regarded as a negligible delay. However, a unicast transmission among peers
of a virtual peer also augments the out-degree, directly affecting the scalability of the
tree-based P2P multimedia streaming with multiple sources. To achieve a scalable P2P
multimedia streaming with multiple sources, an IP multicast, which is an efficient group
communication method, is adopted to shared substreams among peers in a virtual peer. If
the IP multicast is not supported in a specific LAN, then each peer in the LAN becomes
a single virtual peer. After clustering, the peers of a virtual peer can be regarded as a
single virtual peer with an uplink capacity as 3’ .yp, u;, where peer j allocates u; as the
uplink capacity of a unicast communication. Apart from sharing substreams, peers also

Network 1 O Peer O Peer

O Virtual Peer O Virtual Peer

Helper

Network 2 Network 3

(a) (b)

Fig. 1 a Example of a P2P network, where peer A is the source, peer F is the helper, and peers B-E are viewers.
Arrows indicates the transmission of substreams: the white arrow denotes a multicast transmission, whereas the
other arrows indicate a unicast transmission. b Virtual peer 1’s perspective of (a)
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use an IP multicast in identifying location proximity that peers execute, thus forming a
virtual peer.

3.3 Location identification for location-proximity-based clustering

This Section describes the method used in identifying the location of peers. All peers
periodically conduct location identification, and this operation is important for the proposed
method. The first reason is that peers use location information to determine their proximity
with other peers, and then, the peers in a LAN can form a virtual peer. Second, every peer
should know the location of other peers to transmit substreams accurately. For example, in
Fig. 1, peer B requires the location information of other peers (viewers), which are peers C-E.
Otherwise, peer B relays substreams to three peers through unicast, which unnecessarily
increases the responsibility of peer B and the out-degree of a tree. In identifying peers, this
study assumes that each peer has a unique ID [Dpggr and that each P2P network can be
identified through its unique ID /Dygr. These IDs can be generated using various methods,
e.g., SHA-1[19]. These methods are commonly used in applications via P2P networking, such
as BitTorrent [5], which is a popular application for sharing files. In addition, every virtual peer
is also assumed to possess a unique identifier /Dypggr. However, the method of generating the
unique IDs is not the scope of this study.

In Algorithm 1, we present the pseudocode of the location identification that each peer
executes. First, a peer generates a random ID representing the LAN where he belongs, which is
denoted by ID;4y. Then the peer starts the location identification by multicasting a location
identification message MSGy,, including IDpggg, IDygr, and IDpsy. Here, the IDygr in the
MSGy;represents the P2P network where the peer sending the message is participating. A peer
in a LAN will receive at least one MSG/; sent by another peer, which is participating in the
same subgroup, when two or more peers reside in the LAN. Upon receiving the MSG;, a peer
verifies whether the peer who sent the message belongs to the same P2P network by referring
to the IDygrindicated in the received message. If these peers are in the same P2P network, then
the peer compares its own IDpgrp with the IDpggp of the received MSGy ;. The ID; 4y generated
by the peer with the highest IDpgpp, denoted by Py, is selected as the IDypggy of the virtual
peer. For example, four peers are present, peers A-D, in a LAN. Peers A and B belong to a P2P
network, whereas peers C and D belong to another P2P network. Thus, peers A and B form a
virtual peer, whereas peers C and D form another virtual peer. If IDpggr follows an alphabet-
ical order of each peer, then, the IDypgeg of one virtual peer will be the ID; 4y generated by
peer B. Another virtual peer will have an identifier, that is, /D; 4y, generated by peer D. After a
peer sets itself as Py, the peer periodically multicasts an identification interruption message,
denoted by MSGy;, which including IDpggg, IDygr, and IDypger. Upon receiving the message,
other peers in the LAN postpone the location identification operation until they receive a
location advertisement message. A peer joining after the previously mentioned operations will
receive MSGy; and then it also postpones the location identification operation.

A peer will receive a location advertisement message, which including /Dpggg, IDygr, and
IDypggg, sent by Py,if Py has been elected before the peer joins. Upon receiving the location
advertisement message, denoted by MSG/ 4, the peer directly sets the peer who sent the MSG; 4
and IDypggp in the received MSGy 4 as Py and IDypggg, respectively. A peer can be aware that
no other peer is present in its LAN if neither MSG;;, MSG nor MSG;, received prior to a
predefined time, denoted by T}, is expired. In such case, the peer sets itself and its own ID; 4y
as Py and IDypggg, respectively.
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Algorithm 1 Location identification on the peer side

procedure locationldentificationPeer(IDpggr, IDygr, IDyan)
for each peer j €N do
multicast a location identification message (MSGy,;) including IDpggg, IDygr, and IDp,n
while Ty, is not expired [>start of P, election
if jreceives MSG,; sent by peer k then
select the peer with higher IDpgzr as Py
set ID 4y generated by Py as IDypggg
else if jreceives an identification interruption message (MSG;;) or
a location advertisement message (MSG,,) sent by peer k then
set kas Py
set IDypppr Sent by kas IDypggg
end if
end while
if P, is not set then
set jas Py
initiate periodical interruption
set own ID;,y as IDyppgp
end if > end of P, election
if jis Py D> start of location report then
send a location report message (MSG,;) to a management server (SVR,,)
if jreceives a report response message (MSGgg) then
if IDypggg is duplicated then
change IDypgpr as proposed by SVR,
end if
initiate periodical location advertisement
terminate periodical interruption
initiate periodical location report
end if
else
if jreceives MSG,, then
initiate periodical location report
end if
end if >end of location report

end for

end procedure

After electing Py, it sends the management server (SVR),) a location report message (MSG,p),
including IDpgrp, IDngr, and IDypggg. Py changes its IDypgpr based on the response message,
denoted by MSGpg, from SVR,, when MSGpgy shows the duplication of IDypggy and has alternative
IDypgeg. After checking IDypggg, Py multicasts MSG 4 periodically. The MSG; 4, commands the
non-Py peers to report their location to the SVR), and also prevents a newly joining peer in the P2P
network from executing unnecessary location identification. Note that the IDypggz of a virtual peer
will not change until all of the peers in a LAN leave the corresponding P2P network even if the
newly joined peer has /Dpggr higher than that of Py Moreover, Py sends MSG;x to SVRy,
periodically. Upon receiving MSG} 4, the non-Py peers begin reporting their locations to SVR,, by
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sending MSG;y including IDpggg, IDygr, and IDypggg. On the basis of the report from Py and non-
Py peers, SVR), can maintain the location information of all peers. The non-Py; peers execute
location identification again when they do not receive MSG; 4 prior to a predefined time or when the
time expired.

Algorithm 2 lists the pseudocode of the location identification executed by the management
server (SVRy,). Upon receiving MSG,y from a peer, SVR), verifies whether IDygr and IDpggg
in the received MSG/ are valid. The reported /Dy is considered invalid when a P2P network
corresponding to IDygr has not been established. Thus, SVRy, depends on the response
message, denoted by MSGpp, indicating an error. However, SVR,, does not address the
invalidity of the reported /Dpgg as an error because it happens when a peer who sent MSG »
recently joins. Hence, SVR), must register the newly joined peer on its database. Otherwise,
SVR,, updates the already registered information about the peer who sent MSG . After
verifying two IDs, SVR,, assesses whether the other virtual peer is using [Dypggr in the
received MSG . If the reported IDypggp is already used by the other virtual peer, then SVR),
responds with a newly generated IDypggr. Otherwise, SVR), stores the reported information
and responds with a code indicating confirmation.

Algorithm 2 Location identification on the server side

procedure locationldentificationSvr(MSG, )
if a management server (SVR,,) receives a location report message (MSG,) sent by peer j,
j €N then
if IDygr is not valid then
send a report response message (MSGpg) indicating an error
else
if IDpggp is valid then [>for an existing peer
if no IDypggr Collision then
refresh the stored information
respond with MSGg, indicating confirmation
else
generate an alternative ID for IDypger
refresh the stored information
respond with MSG, indicating duplication
end if
else [>for a peer newly joining P2P network
if no IDypg; collision then
store the reported IDs
respond with MSG, indicating confirmation
else
generate an alternative ID for IDypggr
store the reported IDs with the new IDypgzp
respond with MSG, indicating duplication
end if
end if
end if
end if

end procedure
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No operation is required for peers to form a virtual peer because the location identifica-
tion implicitly clusters peers. By performing the location identification, peers will be aware
of the existence of other peers belonging to the same P2P network. If at least two peers are
present in a LAN, they all multicast the received substreams into the LAN. Otherwise, the
substreams will not be shared in the LAN until another peer in the LAN joins in this P2P
network.

Thus far, this Section has described the identification of peers’ location and the organization
of virtual peers. To send substreams, peers, including sources, viewers, and helpers must be
aware of the location information of the peers in a P2P network, and this location information
is provided by SVR,. As discussed previously, SVR,, maintains the reported information
including the IDPEER’ IDNET’ IDVPEERr IDPEER of PH in the virtual peer identified by IDVPEER?
and the location information of the peer. Note that SVR,, can obtain the location information of
each peer when it receives MSG, . Further, it provides the location information of peers when
it responds to MSG,y from peers. On the basis of the role of a peer, SVR), provides different
types of location information as follows:

— To source s: Source s hosts a subgroup corresponding to a P2P network and must send
substreams to every viewer in G;. Thus, SVR), sends the location information of all peers
in its P2P network to source s.

—  To Py: Among the peers in the subgroup of source s, only Py of each virtual peer receives
the location information of peers in different virtual peers. The design primarily aims to
minimize the responsibility of SVR),. Py shares the information with the non-Py, peers in a
virtual peer by sending MSG4.

On the basis of the location information, all peers can send and relay substreams. It
needs to be prevented that one specific peer receives substreams from all other virtual
peers and multicasts the substreams into its LAN, because the peer is imposed by
much burden in such case. To prevent such an extreme case and to balance the
responsibility among peers in a virtual peer, the location information is selectively
provided by SVR,,. When SVR,, sends MSGpr with location information to Py, it does
not offer the location information of all of the peers. Alternatively, SVR,, selects a
different portion of peers in every virtual peer for each Py. For example, three virtual
peers are present. Virtual peer 1 comprises peers A, B, C, and D. Virtual peer 2
contains peers E, F, and G. Meanwhile, virtual peer 3 is composed of peers H, I, and
J. Py of virtual peer 1 is peer D, that of virtual peer 2 is G, and that of virtual peer 3
is J. Thus, peer G of virtual peer 2 can receive the location information of peers A
and B of virtual peer 1, whereas peer J of virtual peer 3 can receive the location
information of peers C and D. Consequently, peers in virtual peer 2 can relay
substreams to either peer A or B, whereas peers in virtual peer 3 can relay substreams
to either peer C or D.

4 Analysis regarding the maximum achievable video bit rate
Reducing the responsibility of peers has two effects. First, clustering peers improves the
scalability of a two-hop tree based P2P multimedia streaming with multiple sources. As

mentioned previously, the scalability of a P2P multimedia streaming with multiple
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sources is limited by the out-degree that branches linearly with the number of viewers.
Clustering peers can effectively disconnect the out-degree from the number of viewers
because one or more peers can be grouped into one virtual peer. This reduced burden on
the peers results in the second effect of clustering. Second, clustering peers can improve
the maximum achievable video bit rate of each subgroup. As the amount of the required
uplink capacity for relaying substreams is reduced via peer clustering, the peers can relay
substreams with high bit rate. In this Section, the following three theorems show the
maximum achievable video bit rate of the clustered P2P multimedia streaming system
with multiple sources. Here, the technique of increasing the bit rate as the number of
peers in a virtual peer increases is discussed.

Theorem 1 The location-proximity-based clustering achieves the minimum performance, if
|Pv=1.

Proof We will explain the maximum achievable bit rate of the system with virtual peers and
then show that |[Py|=1 generates the minimum performance. Note that we extended the
analysis in [28] to derive the maximum achievable bit rate. To share the substreams appro-
priately, viewers and helpers should relay the substreams as received. As listed in Table 1, b; ;
denotes the bit rate of the substreams from peer i to peer j. Source i must allocate the uplink
capacity when sending substreams to |G| =1 viewers as

s s

Uy = Yjec,bij, uizuiy (1)
Viewer j € G; allocates his/her uplink capacity as a viewer.
uy = bij x ([VPi[-1) (2)

Then, b; ; of viewer j can be calculated using the following equation:

u u’,
bi; =min( 2%, — 3
mm(\GfI’IVPﬂI) ®)

Helper k € H is responsible for relaying the substreams to |VP;| viewers when source i borrows
helpers from the helper pool. Moreover, source i allocates the uplink capacity when sending
the substreams to |H| helpers as

Up i = Dert,Diges 17215 4 (4)
Helper k allocates his/her uplink capacity as a helper as
up 