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Abstract
Automatic facial expression analysis remains challenging due to its low recognition
accuracy and poor robustness. In this study, we utilized active learning and support
vector machine (SVM) algorithms to classify facial action units (AU) for human facial
expression recognition. Active learning was used to detect the targeted facial expression
AUs, while an SVM was utilized to classify different AUs and ultimately map them to
their corresponding facial expressions. Active learning reduces the number of non-
support vectors in the training sample set and shortens the labeling and training times
without affecting the performance of the classifier, thereby reducing the cost of labeling
samples and improving the training speed. Experimental results show that the proposed
algorithm can effectively suppress correlated noise and achieve higher recognition rates
than principal component analysis and a human observer on seven different facial
expressions.
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1 Introduction

Action units (AUs) are the fundamental actions of individual muscles or groups of muscles.
Ekman and Friesen analyzed the relationship between AU movement and facial expressions in
the Emotion Facial Action Coding System (EMFACS) [3, 7] and claimed that all AUs are
external representations of muscle movements. The measurements in EMFACS are AUs, not
muscles, for two reasons. First, for a few appearances, two or more muscles are combined into
a single AU because the changes in appearance they produce cannot be distinguished. Second,
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the appearance changes produced by one muscle are sometimes separated into two or more
AUs to represent the relatively independent actions of different parts of the muscle.

Our algorithm is based on a simplified EMFACS model in which 15 AUs are related to
facial expressions, as shown in Table 1.

Facial expression is one of the most powerful, natural, and direct means of expressing
emotion and intention. The automatic analysis of facial expression is an interesting and
challenging problem with important applications in the fields of human–computer interaction
and data-driven animation. Automatic facial expression recognition has attracted much atten-
tion in recent years owing to its wide range of applications.

(1) Human–computer interaction

Human–computer interaction is the most direct application of facial expression recognition,
where a computer can recognize different expressions to guess the inner feelings of human
beings and present different reactions according to the different expressions of human faces.

Table 1 Action units related to facial expressions.

a AU1

Inner Brow 

Raiser

b AU2

Outer Brow 

Raiser

c AU4

Brow Lowerer

d AU5

Upper Lid 

Raiser

e AU6

Cheek Raiser

f AU7

Lid Tighterner

g AU9

Nose Wrinkler

h AU12

Lip Corner 

Puller

i AU14

Dimpler

j AU15

Lip Corner 

Depressor

k AU16

Lower Lip 

Depressor

l AU20

Lip Stretcher

m AU23

Lip Tightener

n AU26

Jaw Drop

o AU45

Blinking

24288 Multimedia Tools and Applications (2021) 80:24287–24301



For example, if a machine finds a human with a sad expression, it can take a soothing action or
send out a comforting message according to an established procedure.

(2) Medical application

Patients’ expressions often express a variety of emotional information about disease, diagnosis,
and treatment. For some critically and mentally ill patients, nursing robots with expression
analysis can be used. When a patient’s illness or mood fluctuates greatly, a robot can quickly
predict the patient’s current state and take relevant preventive measures to better avoid
accidents. Alternatively, if a camera finds that a patient has a negative expression, such as
pain, the machine can send out a command or trigger an action, and nursing staff can quickly
reach the patient.

(3) Automotive safety

Expression can play an important role in preventing driving with fatigue. Fatigued driving
statistically ranks first among the causes of traffic accidents in China. In view of this, electronic
equipment for facial expression recognition based on facial movement units can analyze a
driver’s mental state in real time and take necessary measures, such as playing an alarm or
stimulating music, to prevent possible traffic accidents.

(4) Animation synthesis

Expression animation is an important branch of computer animation research. If a computer
can synthesize human expression, it will be beneficial to human understanding of robots.

2 Related work

In recent years, domestic and foreign AU detection research has mainly focused on the
following three aspects: (1) extracting effective face features, (2) the relationship between
different AUs, and (3) extracting time series information from AU images.

An AU detection object is a face object, and extracting effective face features is the first key
step. In the early research on AU detection, the face was divided into several regions, where
geometric or texture features were extracted from each region, combined into a single feature,
and classified with a classifier. Cheng et al. [5] presented a location-aware music recommender
system called Venue-Music, used hidden variables to describe users’ music preferences,
constructed a latent variable model to infer users’ music preferences in different situations,
and realized personalized music recommendations. Fabian et al. [3] combined the geometric
and texture features near key points to enhance the feature representation of each face region.
Zhao et al. [27] used joint region learning to detect AUs, selected 49 key points near the eyes,
nose, and mouth, and extracted SIFT features to represent each region. The core of these
methods is extracting the artificial features of key areas of the face to obtain a feature
representation suitable for AU detection. In recent years, the extraction of artificial features
has been replaced by the feature representation of deep learning. Gadi et al. [9] used a seven-
layer convolutional neural network to complete the strength calculation of AU detection. Zhao
[28] further subdivided the face into 8 × 8 regions and used deep learning to obtain the features
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of all regions. Since 2015, feature extraction of faces in AU detection has mostly been realized
by deep learning methods. According to Chen [4], an image will show some spatial differences
under different angles of sensor acquisition.

Feature extraction is an important step in micro-expression recognition. The performance of
micro-expression recognition has been improved by the spatiotemporal complete local quan-
tization pattern feature [11], spatiotemporal local binary pattern integral graph feature [10], and
six intersection local binary pattern features [23]. In addition, the independent tensor color
space proposed by Wang et al. [21] combines some features of LBP-TOP and obtains a good
micro-expression recognition effect of RGB space. The gradient feature [17] can also be used
to describe the dynamic changes of the face. In recent years, based on its characteristics, optical
flow has gradually become the main focus of micro-expression action recognition. Xu [25]
used an optical flow field to observe the changes in facial micro-motion and proposed facial
dynamic characteristics. Liu et al. [12] divided the face into different regions and calculated the
average optical flow of local regions. They chose a support vector machine (SVM) classifier to
realize micro-motion recognition technology with high recognition accuracy and proposed the
main direction average optical flow. In December 2018, the HCP lab [13] proposed an
improved BB-FCNmodel based on a cascaded backbone branched fully collaborative network
(FCN) for facial landmark localization. The model is two-stage and explores in a coarse-to-fine
manner, which can give a full response map and is applicable to uncontrolled environments.

AU detection has been studied for multiple decades, and its goal is to recognize and predict
AU labels in each frame of a facial expression video. Automatic detection of AUs has a wide
range of applications, such as human–machine interfaces, affective computing, and driving
monitoring [2].

According to the physiological distribution of muscles, the movement rules of muscles can
be grouped into AUs according to the relevant characteristics. The face can be divided into
several major areas, such as left eye, right eye, nose, and mouth [14].

An AU is a subtle movement of the facial muscles. AUs can be combined to represent all
possible facial expressions (e.g., frowning, sipping mouth, etc.), and they are the cornerstone
of facial expression. Face AU recognition is a multi-label classification problem. The multi-
label constraints can be limited to a finer granularity to achieve higher accuracy.

Automatic facial expression analysis is an interesting and challenging area that has an
impact on many applications, including human–computer interaction and data-driven anima-
tion [19]. Ekman [6] proposed basic emotions for the modern theory of expression analysis.
Ekman and Friesen built the EMFACS [8] in 1983, revealing the relationship between facial
muscle changes and emotional states. They classified the muscle groups AUs according to the
physiological distribution and characteristics of relevant muscle movements, and they sum-
marized seven universal facial expressions that represent emotion: happiness, sadness, anger,
fear, surprise, disgust, and contempt [16].

Based on this theory, much progress has been made in automatic facial expression
recognition. Shreve adopted mathematical methods to detect changes in the optical flow field
generated by non-rigid muscle movement of the face when producing an expression [20]. For
classifying micro-expressions, Polikovsky divided the face into twelve areas, each having its
own timing characteristics, namely, 3D-gradient orientation histogram descriptors [18]. In the
continuous expression frame, the changes between these characteristics were utilized to
determine AUs and identify different expressions. However, the twelve facial regions were
selected manually, and the face position did not change significantly in the video. Fu
calculated discriminant features based on discriminant tensor analysis (DTSA) and then used

24290 Multimedia Tools and Applications (2021) 80:24287–24301



the extreme learning machine (ELM) classifier to recognize facial emotions when subjects in
an image were sparse and met other requirements [22]. Abdul-Majjed used an SVM to classify
seven facial expressions [1] and achieved 75.8% recognition accuracy.

The SVM classifier is illustrated by two samples in Fig. 1. The red and blue dots in the
figure represent two types of training samples. H is the classification line that separates the two
types correctly. H1 and H2 are parallel to the classification line H and are the samples closest
to the classification line. The distance between H1 and H2 is called the category gap. The
optimal classification line is not only to separate the two categories correctly but also to
maximize the gap between the two categories. When extended to high-dimensional space, the
optimal classification line becomes the optimal classification surface.

The classification principle of the SVM can be summarized as finding a classification
hyperplane such that the two kinds of sample points in the training sample can be separated
and as far away from the plane as possible. For the linear non-separable problem, the data in
the low-dimensional input space is mapped to the high-dimensional space through the kernel
function such that the linear non-separable problem in the original low-dimensional space can
be transformed into a linear separable problem in the high-dimensional space.

The kernel functions of the SVM are usually seen as follows:

(1) Polynomial kernel function:

K xi;x j
� � ¼ γxTi x j þ r

� �d
; γ > 0:

The SVM based on the kernel function is a d-order polynomial classifier. When d = 1, we
obtain a linear support vector machine.

d

margin

Fig. 1 Support vector machine
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(2) Radial basis function:

K xi;x j
� � ¼ exp −γ xi−x j

�� ��2� �
; γ > 0:

(3) Sigmoid kernel function:

K xi;x j
� � ¼ tanh γxTi x j þ γ

� �
:

Among them, there is no definite method to select the kernel function in an SVM, and it mostly
depends on experience.

The basic idea of the combination of active learning and SVM is as follows. First, none of
the candidate samples are labeled with categories. Based on the prior knowledge, the initial
training sample set can be constructed by randomly selecting a small number of samples from
the candidate sample set and labelling their categories to ensure that it contains at least one
positive sample and one negative sample. The initial training sample set is used to train an
SVM classifier. Under the classifier, an algorithm is used to select the sample that is most
conducive to the performance of the classifier from the candidate sample set, label the
category, add it to the training sample set, retrain the classifier, and repeat the process until
the candidate sample set is empty or reaches a certain index.

SVMs have been widely used in machine learning and pattern recognition because they can
effectively solve non-linear problems for a global optimal solution and have strong general-
ization ability without over-learning. However, to obtain a high recognition rate, a large
number of training samples must be used to obtain the necessary information for classification.
Because unmarked samples are abundant and manual marking is expensive, SVM training can
be extremely time-consuming. Active learning can effectively reduce sample complexity to
shorten the training time and improve the accuracy of expression classification.

In this study, based on the feature points in the current expression state, the relative motion
of feature points was extracted by comparing the positions of feature points in the neutral
expression (no expression) state, and a two-level classifier based on an active learning support
vector machine was designed. The first classifier is used to recognize the AU, and the second
classifier is based on the feature of the AU to recognize the facial expression. Taking the
probability of AU output by the first classifier as the expression feature weight can effectively
prevent the second classifier from over-fitting when distinguishing expression categories.

The first classifier is used for the classification of AUs. There are 14 AUs related to facial
expressions (see Table 2). According to the regional characteristics of the AU, the eyebrow
and eye region, nose region, and mouth region are selected as three separate regions. In the
corresponding neutral expression state, the change of feature points relative to the current
feature points is used as the feature input, and the SVM based on active learning is divided into
three regions, corresponding to the three AU recognition models established. As shown in the
first-level classifier in Fig. 2, the eyebrow and eye region model is used to identify AU1, AU2,
AU4, AU7, and AU45; the nose region model is used to identify AU9; and the mouth region
model is used to identify AU12, AU14–16, AU20, AU23, and AU26.

The second-level classifier distinguishes expression categories according to the combina-
tion of AUs obtained by the first-level classifier. An SVM based on active learning is used to
model 7 kinds of expressions (6 basic expressions and a neutral expression). The input of each
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model is composed of 14-dimensional vectors of the output of the first-level classifier (each
component is the occurrence probability of the AU related to the expression); the output
corresponds to the probability of the expression of the classifier. Finally, the classifier with the
highest output probability is used as the expression category of the current face image.

3 AU recognition with active learning and SVM

Based on the feature points extracted from the gradient histogram, this paper proposes a
combination of active learning and SVM for the extraction of AUs and facial expression
classification, as shown in Fig. 3.

Machine learning can make a classifier produce the least error probability through the
learning of a limited number of samples. To ensure the learning outcome, it is necessary to

Table 2 AUs in this study

AU1 AU2 AU4 AU5 AU6

Inner Brow 

Raiser

Outer Brow 

Raiser

Brow 

Lowerer

Upper Lid 

Raiser

Cheek Raiser

AU7 AU9 AU12 AU14 AU15

Lid Tighterner Nose Wrinkler Lip Corner 

Puller

Dimpler Lip Corner 

Depressor

AU16 AU23 AU26 AU28 AU45

Lower Lip 

Depressor

Lip Tightener Jaw Drop Suck Lips Blinking

Relative 

movement 

of facial 

key points

Eyebrow and 

eye area model

Nose region 

model

Mouth region 

model

AU1 probability

AU2 probability

AU4 probability

AU5 probability

AU6 probability

AU7 probability

AU45 probability

AU12 probability

AU14 probability

AU15 probability

AU16 probability

AU20 probability

AU23 probability

AU26 probability

AU9 probability

Neutral

Fear

Surprise

Fear

Contempt

Hate

Angry

Expressionless

Fear

Surprise

Fear

Anger

Hate

Contempt

AU1 probability

AU2 probability

AU4 probability

AU5 probability

AU6 probability

AU7 probability

AU45 probability

AU9 probability

AU12 probability

AU14 probability

AU15 probability

AU16 probability

AU20 probability

AU23 probability

AU26 probability

The most 

probable is 

the type of 

expression

input

input

output

First level classifier Second level classifier

Expression model Probability

Fig. 2 Expression classification flowchart
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increase the number of training samples. However, labeling samples is usually a very
expensive procedure. Active learning can help to mitigate the problem by selecting the data
instances marked by experts through a strategy to obtain the needed amount of data for the
machine learning task.

Combined with an SVM, active learning is effective for AU identification. Active
learning uses the existing model to acquire new knowledge by simulating the process of
human learning. Based on continuously accumulated information, the existing model can
be corrected to become more accurate. An active learning algorithm A consists of five
elements:

A ¼ C; L; S;Q;Uð Þ ð1Þ
where C is a classifier or set of classifiers, L is a group of labeled training samples, S is a
supervisor that correctly labels samples in the set of all unlabeled samples (U), and Q is a
query function for obtaining information on samples in U.

Initially, the training sample set L is empty. A small part of U is selected by S to be
marked as labeled samples and added to L. Thus, an initial classifier model is set up.
After that, a certain unlabeled sample in U is selected according to a query criterion Q
and added to L. This iteration continues until the stop standard is reached, as illustrated
in Fig. 4.

The active learning algorithm is an iterative process. The classifier is trained by adopting
iterative feedback samples that continuously improve the accuracy. Taking AU2 (outside
eyebrow lift) and AU4 (eyebrow droop) as examples, the training process usually includes
four steps (Fig. 5):

& The AU2 and AU4 classifiers are initialized, and an SVM with the RBF kernel is used to
generate a predictive result.

& Fragments of the AUs are extracted and labeled.
& Fragments are labeled by the EMFACS training coder.
& The new samples are used to train the AU classifier.

Fig. 3 Graph of facial expression recognition model
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After the AU2 and AU4 classifiers are trained, they are used to predict each existing facial
behavior combined with RBF core SVMs. In our experiment, the smiling expression was
initialized with 8392 pictures and the AU2 and AU4 classifiers, in which digital 0–100 was
utilized to determine the classifier’s level. The sigmoid function was applied to calibrate the
output of the classifier.

In the experiment, in the image excluding the invalid information area, the strong classifier
formed by the weak classifier was used to match the features of the area including the target
object (that is, the face detection area), and these face matching blocks were collected to filter
out the noise. Then, the search window was expanded by 10%, iterative matching was
conducted, and all results were stored in the element sequence. The effective face candidate
region was detected and marked with a blue rectangle to obtain the width and height of the
region. In general, the Viola Jones face detection algorithm is the best in terms of speed and
accuracy and meets the requirements for real-time video flow detection. In the experiment, the

A B C Vote

1 0 1 1

1 0 1 1

0 0 1 0

AU fragment extraction and 

labeling

AU Fragment labeling 

by EMFACS training 

coder

AU classifier 

training

Fig. 5 Positive sample flow generated by active learning for an AU

raw data (L)
Large number of unlabeled 

samples (U)

A small number of 

labeled samples (V)
Classifier (C)

Determined by Q, part of the 

data in U is extracted, 

labeled and added to V (S)

Fig. 4 Active learning flowchart

24295Multimedia Tools and Applications (2021) 80:24287–24301



traditional face detection method based on LBP features was compared with the Viola Jones-
based method [24], as shown in Table 3. Therefore, the method based on Viola Jones was used
in this study.

The training set used in this study was a subset of CAS-PEAL [26] (including neutral
expressions and several common expressions). CAS-PEAL, collated by the Institute of
Computing Technology of the Chinese Academy of Sciences in 2003, has a total of 99,450
face images of 1040 volunteers.

Experiments showed that the reduced number of non-support vector samples has little or no
effect on the performance of the classifier. In this study, the active learning-based SVM
reduced the number of non-support vectors in the training sample set and shortened the
labeling time and training time without affecting the performance of the classifier, thereby
reducing the cost of labeling samples and improving the training speed.

Active learning was adopted to obtain a large number of positive samples for each AU.
Without active learning, the amount of data containing AU2 and AU4 can only be reduced by
2% and the amount of smiling data by 20%. On the contrary, with active learning, 30% more
images in the dataset can be used by the AU2 and AU4 classifiers. Therefore, more positive
sample training sets and negative sample training sets can be obtained by active learning.

The RBF kernel function was used in the SVM as an AU classifier for a given specific
training set T:

T ¼ x1; y1ð Þ; x2; y2ð Þ;…; xn; ynð Þf g ð2Þ

kRBF xi; x j
� �

≤φ xið Þ;φ x j
� �

≥exp −γ xi−x j
� �T xi−x j

� �� �
ð3Þ

where γ is a hyper function, and φ is the approximate mapping function.
Because the training samples are projected onto a three-dimensional space, a scale problem

exists at the same time when an RBF kernel is used by the SVM. Thus, the Nystrom method
was used to randomly select a subset of training samples. Specifically, Ns samples were
randomly selected from the training dataset, and sample X was mapped by

fφ∼ xð Þð Þi ¼ exp
�
−γ

�
x−xi

�
T x−xið Þ=

ffiffiffiffiffiffiffi
sð Þi

q
for i ¼ 1…Nsð Þ ð4Þ

where s is the eigenvalue matrix of the Ns sample kernel. The normalization process
was kRBF xið ; x jÞ≤ fφ∼ xið ; x jÞ; fφ∼ > Ns for all samples in the subset of samples (i, j).
This mapping was applied to all data in this article, and then a linear SVM was learned
in three-dimensional space. In this case, the time-consuming classification mainly
depends on the calculation of the feature vector, which is directly proportional to Ns.
We can reduce the system response time by reducing Ns or obtaining an approximation
closer to the RBF kernel by increasing Ns. By training the classifier for each AU, the
AU detection module required by our algorithm is established.

Table 3 Comparison between LBP and Viola Jones-based methods

Accuracy based on LBP Accuracy based on Viola Jones

CK+face data set 92.26% 97.69%
LFW face data set 94.67% 98.88%
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3.1 Emotional facial action coding system (EMFACS)

EMFACS, proposed by Friesen and Ekman in 1983, suggested combining AUs to form facial
expressions. Based on observations and experimental data, we present the mapping of AUs to
emotions in Table 4. Note that the letters U/D in the table indicate the directions of the muscle
movement, where U means upwards and D means downwards.

3.2 Experimental results and analysis

In the experiment, the pictures used to analyze the recognition rates were taken from the CK
face expression database [15] established by the Robot Research Center and the Department of
Psychology at Carnegie Mellon University, USA. A total of 583 pictures were selected for a
preliminary study to verify our facial expression recognition algorithm. Figure 6 shows the
seven basic facial expressions of a volunteer. From left to right, they are neutral, fear, surprise,
sadness, anger, hate, and joy.

Table 4 Mapping between emotions and AUs

Emotion Bonus movement Subtraction action Action unit

Joy Smile Brow Raise
Brow Furrow

AU6+AU12

Sadness Brow Furrow
Lip Suck
Eye Widen

Brow Raise
Smile
Lip Press
Mouth Open

AU1+AU4+AU15

Surprise Inner Brow Raise
Jaw Drop
Eye Widen

Smile
Brow Furrow

AU1+AU2+
AU5D+AU26

Fear Inner Brow Raise
Brow Raise
Eye Widen
Lip Stretch

Brow Furrow AU1+AU2+
AU4+AU5+
AU7+AU20+
AU26

Anger Brow Furrow
Eye Widen
Chin Raise

Inner Brow Raise
Brow Raise
Smile

AU4+AU5+
AU7+AU23

Hate Inner Brow Raise
Brow Furrow
Lip Corner Depressor

Brow Raise
Eye Widen
Mouth Open
Lip Suck
Smile

AU9+AU15+
AU16

Disdain Brow Furrow
Smirk

Smile AU12U+AU14U

Neutral Fear      Surprise Sadness        Anger      Hate    Joy

Fig. 6 Seven basic facial expressions
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Tables 5 and 6 list the numbers and rates of male and female facial expressions that were
correctly recognized by our algorithm from the CK dataset. The average recognition rates for
female and male expressions were 94.07% and 90.77%, respectively. The recognition rate for
female facial expressions was higher than that for male facial expressions, indicating that
women have richer and more distinguishable expressions than men. Regardless of gender in
the samples, the hate and neutral facial expressions seem to be more difficult to recognize than
the joy and surprise expressions.

We conducted three experiments using state-of-the-art methods, Keras CNN, Principal
Component Analysis (PCA) and ResNet18 Model, and the Fer2013 facial expression dataset.
The Fer2013 dataset consists of 35,886 facial expression pictures, including 3589 public-test
pictures and 3589 private-test pictures. Each picture is a grayscale image with a fixed size of
48 × 48. There are seven kinds of expressions labeled by seven numbers: 0 − anger, 1 −
disgust, 2 − fear, 3 − happy, 4 − sad, 5 − surprise, and 6 − normal. Table 7 lists the recognition
rates of the three algorithms on the Fer2013 dataset. The classification accuracies of Keras
CNN are 47.49% on the public-test set and 65% on the private-test set, which is the lowest
among the three methods. PCA has a slightly higher accuracy than ResNet18 Model, and thus
it is selected in the following comparison tests.

Table 8 lists the recognition rates of the same facial pictures with the PCA method, a
human observer, and our algorithm (active learning + SVM). Of the seven facial
expressions, five expressions (joy, sadness, anger, hate, and neutral) were recognized
correctly by our algorithm with higher rates than PCA and the human observer. Some
expressions (anger, hate, and neutral) seemed to be difficult to recognize by the PCA and
observer, but our algorithm achieved over 86% recognition rates on those expressions.
On average, the PCA and observer had similar recognition rates on the seven facial
expressions, 85% and 84%, respectively, while our algorithm reached a significantly

Table 5 Recognition rates for female expressions in the CK data set

Emotion Sample number Recognized number Recognition rate

Joy 80 80 100%
Sadness 36 33 91.67%
Surprise 80 76 95%
Fear 36 34 94.44%
Anger 54 50 92.59%
Hate 72 65 90.28%
Neutral 30 27 90%

Table 6 Recognition rates for male expressions in the CK data set

Emotion Sample number Recognized number Recognition rate

Joy 38 38 100%
Sadness 22 20 90.90%
Surprise 54 51 94.44%
Fear 14 12 85.71%
Anger 32 29 87.88%
Hate 29 22 82.76%
Neutral 6 5 83.33%
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higher rate of 93%, although it did have lower recognition rates on the surprise and fear
expressions than PCA, the observer, and both.

4 Conclusion

In the traditional SVM training method, the SVM requires a large number of manually
labeled samples to train the classifier, which is not only expensive but also affects the
training speed of the classifier. Reducing the number of non-support vector samples has
little or no effect on the performance of the classifier. The SVM based on active
learning reduces the number of non-support vectors in the training sample set and
shortens the manual marking time and training time without affecting the performance
of the classifier, thus reducing the cost of labeled samples and improving the training
speed. In this study, we utilized an active learning and SVM algorithm to extract
relevant AUs from facial images and to reconstruct the relationship between the AUs
and emotions for facial expression recognition. The proposed algorithm improves both
the robustness and accuracy of recognizing various facial expressions, providing a new
concept for facial expression recognition for actual scenes. With our algorithm, female
facial expressions could be recognized at higher rates than the corresponding male
facial expressions, but different facial expressions, regardless of being female or male,
had different recognition rates ranging from 90% to 100% for females and from 83% to
100% for males. Compared to PCA and a human observer, our algorithm achieved a
significantly higher average recognition rate on the seven considered facial expressions.

Table 8 Comparison of recognition rates between PCA, human observer, and our algorithm

Emotion PCA Observer Our algorithm Effectiveness

Joy 98% 98% 100%

Sadness 72% 74% 91%

Surprise 98% 98% 95%

Fear 97% 76% 92%

Anger 86% 73% 95%

Hate 72% 79% 86%

Neutral 69% 88% 90%

Average 85% 84% 93%
Note: a green arrow represents an increase, and a red arrow represents a decrease

Table 7 Recognition rates of Keras CNN, PCA and ResNet18 Model

Method Accuracy on public-test set Accuracy on private-test set

Keras CNN 47.49% 65.00%
PCA 71.50% 73.11%
ResNet18 71.20% 72.89%
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Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and
indicate if changes were made. The images or other third party material in this article are included in the article's
Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included
in the article's Creative Commons licence and your intended use is not permitted by statutory regulation or
exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy
of this licence, visit http://creativecommons.org/licenses/by/4.0/.
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