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Abstract
With the development of image recognition technology, face, body shape, and other fac-
tors have been widely used as identification labels, which provide a lot of convenience for
our daily life. However, image recognition has much higher requirements for image condi-
tions than traditional identification methods like a password. Therefore, image enhancement
plays an important role in the process of image analysis for images with noise, among which
the image of low-light is the top priority of our research. In this paper, a low-light image
enhancement method based on the enhanced network module optimized Generative Adver-
sarial Networks(GAN) is proposed. The proposed method first applied the enhancement
network to input the image into the generator to generate a similar image in the new space,
Then constructed a loss function and minimized it to train the discriminator, which is used
to compare the image generated by the generator with the real image. We implemented the
proposed method on two image datasets (DPED, LOL), and compared it with both the tra-
ditional image enhancement method and the deep learning approach. Experiments showed
that our proposed network enhanced images have higher PNSR and SSIM, the overall per-
ception of relatively good quality, demonstrating the effectiveness of the method in the
aspect of low illumination image enhancement.

Keywords Enhanced network · Generative adversarial networks · Low-light · Image
enhancement

1 Introduction

Image enhancement has become an important direction for image processing research. Their
ultimate research goal is to clear low-quality images, enhance detail information, improve
contrast, reduce noise, to enrich image content information, improve overall perception
quality, and finally meet the image requirements of advanced visual tasks. Light and shadow
have the most extensive influence on the picture and the greatest influence on the picture
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quality. However, in the current research results, there are no perfect means to deal with the
above problems. So the study of low light enhancement brings a lot of academic and prac-
tical value. Recently, due to the good performance of machine learning algorithm [23, 33],
several low-light image enhancement based on machine learning have been proposed [7, 12,
13].

The paper [27] proved that the stacking sparse de-noising self-encoder is based on
the training of synthesized data benefits enhancing and de-noising the low-light noisy
image. Model training is based on image patches and adopts sparsity regulative reconstruc-
tion loss as a loss function. The main content is:(1)A method of training data generation
(gamma correction and Gaussian noise addition) is proposed to simulate the low-light envi-
ronment. (2)The article discusses two different network structures:(a) LLNet, Learn both
contrast enhancement and denoising:(b) S-LLNet, Two modules are used to perform con-
trast enhancement and denoising in stages. (3)Experiments on real low-light images show
that the model is effective. (4)It visualizes network weights and provides insights into the
characteristics learned. In the first method of using LLNet for two operations, the auto-
matic encoder module is composed of multi-layer hidden units, in which the encoder is
trained through unsupervised learning, decoding weights are provided by the compiler and
the decoding error is adjusted through backpropagation. In the second method, LLNet with
contrast enhancement and noise reduction module and S-LLNET with sequence contrast
enhancement and noise reduction module are proposed. The two modules are used to carry
out contrast experiment in stages.

In paper [31], CNN is introduced. The traditional multi-scale Retinex (MSR). This
method is a feedforward convolutional neural network with different Gaussian convolution
kernels, and its construction is analyzed in detail. Then, following the MSR process, they
came up with MSR-NET, which acts on the end-to-end mapping from low-light to light
images. The training data were high-quality images adjusted by PS and the corresponding
composite low-light images (random reduction of brightness, contrast, gamma correction).
The loss function is the F- norm square of the error matrix with regular terms, that is,
the sum of the error squares. MSR-net includes three modules: multi-scale logarithmic
transformation, convolution difference, color recovery.

Paper [3] mainly focuses on single image contrast enhancement (SICE), which for low
contrast, underexposure problems. Its main content is as follows :(1) Multi-exposure image
data sets were constructed, including a comparison of images with different exposures and
corresponding high-performance images. (2) A two-stage enhancement model is proposed,
as shown in the following figure. In the first stage, the weighted least square (WLE) fil-
tering method has segmented the image into components of different frequencies, and the
low-frequency and high-frequency components are enhanced. The second stage fuses the
enhanced low - and high-frequency components, and then enhances them again, and out-
puts the result. Due to single-phase enhancement result of CNN is not satisfactory, and there
is the phenomenon of color, it may be that the single-phase CNN difficult to balance the
image smooth component and texture component of enhancement effect, so the network
structure design into two stages, the model of the first phase of Decomposition steps using
the traditional method, and introduces Retinex-Net using CNN has been realized.

Inspired by the Retinex theory, paper [35] adopts a two-stage decomposition and then
enhancement step, which is completely implemented by CNN. For the training of decom-
net, consistency of reflectance, and smoothness of illumination were introduced, which were
very easy to reproduce and achieved good experimental results. The article talks about: (1)
Constructed the LOL dataset of low-light/normal light of paired, which should also be the
first paired dataset to be collected in real scenes. The dataset is divided into two parts: the
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image data of real scenes is obtained by changing the camera sensitivity and exposure time; The
synthesized image data is obtained by adjusting the Adobe Lightroom interface, and the y-
channel histogram of the adjusted image must be as close as possible to the low-light scene
in reality. (2)Retinex-net is proposed, which is divided into two sub-networks: decom-net
can decouple the image and obtain the illumination map and reflection map; The enhanced
lightmap is enhanced by multiplying the enhanced lightmap with the original reflection
map. Besides, considering the noise problem, a combined de-noising and enhancement strat-
egy is adopted, and the de-noising method is BM3D [8]. (3) A structure-aware total variation
constraint is proposed, which is to use the reflection graph gradient as the weight to weight
TV loss, to ensure smooth constraints without destroying the texture details and bound-
ary information. The overall flow of the enhancement is as follows: decomposition. In the
decomposition step, the neutron network decomposition network dissolves the input image
into a reflection and lightmap. After that, to adjust the steps, the intensifier network based
on encoder and decoder enhances the illumination, and introduces a multi-scale cascade to
facilitate the adjustment effect from multi-scale.n this step, the noise on the reflection map
is also eliminated. Finally, the adjusted lighting and reflection maps are reconstructed for
enhanced results The core idea of paper [28] is the extraction and fusion of features at differ-
ent levels in the network. Besides, another highlight of this paper is the low-light enhanced
network for video. Different from the direct method of frame-by-frame processing, they use
3D convolution to improve the network and effectively improve the performance. Because
of the negative side of the video’s low-light enhancement, flickering, there may be a jump
in brightness from frame to frame that does not meet expectations. This problem can be
measured by the AB(Avr) index (mean brightness variance). The network structure contains
feature extraction module FE, FEM is a single-flow network with 10 layers of convolution,
the output of each layer is input into each EM sub-module, and the hierarchical features are
extracted respectively. Finally, these hierarchical features are spliced together and the final
result is obtained by the fusion of 1x1 convolution. Besides, the enhancement module EM
and fusion module FM are also included. Loss function: this paper does not use the conven-
tional MSE or MAE loss, but proposes a new loss function, including three parts, namely
structure loss, content loss, and area loss. The structure loss is in the form of SSIM and ms-
ssim. Content loss, that is, the features of VGG extraction should be as similar as possible;
The area loss makes the low-light area more focused by the network.

Paper [5] focus image imaging systems under extreme light conditions. And it has com-
pleted the processing from the original image to the RGB image, the experimental results
are very excellent. The network structure is based on the fully convolutional network FCN,
the loss function adopts L1 loss, and it is directly trained end-to-end. In addition, the see-
in-the-dark data set is proposed, which is composed of the short exposure image and the
corresponding long-exposure reference image.

For Bayer’s original image, they split the input into four channels, reducing the spatial
resolution by 1/2 on each dimension. The output is 12 channels with 1/2 spatial resolution.
The sub-pixel layer is then processed to restore the original resolution.

Paper [38] proposed three difficulties in low-light enhancement tasks :(1) how to effec-
tively estimate the lightmap components from a single image and flexibly adjust the light
level? (2) how to remove degradation such as noise and color distortion after improving
the image brightness? (3) how to train the model without ground-truth and with a lim-
ited number of samples? The enhancement ideas in this article still follow the two-stage
approach of decomposition-¿enhance of retinex-net. The network is divided into three
modules: decomposition-net, instance-net, and adjustment-net, which respectively perform
image decomposition, reflection map recovery, and illumination map Adjustment. Some
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innovations are as follows :(a) for disposition-net, the loss function not only follows the
refactor loss and consistent reflection loss of retinex-net but also adds two new loss func-
tions for the regional smoothness and consistency of the lightmap. (b) for Restoration-Net,
considering that the reflection map under low illumination often has a degradation effect,
the reflection map under good illumination is used as a reference. The distribution of the
degradation effect in the reflection map is very complex and highly dependent on the illu-
mination distribution, so the illumination map information is introduced. (c) for adjust-net,
a mechanism is implemented to continuously adjust the light intensity (After combining
feature map and lightmap, the enhancement ratio is taken as the input). The comparison
with gamma correction shows that the adjusted results are better in practice. The KinD net-
work consists of two branches, corresponding to the reflection diagram and the illumination
diagram. According to its three different functions, we divided it into different modules,
including layer decomposition, reflection map recovery, and illumination map adjustment.

Existing researches improve image enhancement performance to some extent, but there
are no perfect means to deal with the extensive influence of light and shadow on image qual-
ity. In this paper, we propose a low-light image enhancement method based on the enhanced
network module generative antagonism network, which deepens the number of GAN net-
work layers, improves the modeling ability of low illumination image enhancement, and
avoid feature loss caused by network deepening. The remainder of this paper is organized
as follows. In Section 2, we review the Generative Adversarial Networks and ResNet. Then
we present the Enhanced Network Optimized Generative Adversarial Network in Section 3.
In Section 4, extensive experiments are conducted to demonstrate the effectiveness of the
proposed algorithm. Finally, we conclude Section 5.

2 Related work

This chapter will expound several important points in this research.

2.1 Generative antagonistic network

Let’s start with the original GAN [14]. Ian j. Goodfellow et al, in October 2014 in Generative
Adversarial Networks put forward a process through the confrontation in the estimated to
generate a new framework of the model. In this framework, the generation model G is
trained to capture the distribution of data. In terms of probability estimation, the model
trains discriminant model D, which can obtain estimation results from massive training data
samples. The specific information is shown in Fig. 1.

As can be seen from Fig. 1, We can divide the generated against the network into two
parts: the generation model G (generative model), the discriminant model D (discriminative
model). The generated model is used to learn the distribution of real data. There are two
types of input data, real data and generated data. The choice of input data type is determined
by the discriminant model of binary classifier. X is a real number, which corresponds to the
distribution of Pr(x). Z is the hidden space variable, also corresponds to the distribution
of pz(z), Like a Gaussian or a uniform distribution. Then sample from the assumed hidden
space z and generate the datax = G(z) by generating model G. Then the real data and the
generated data are fed into the discriminant model D, and the judgment category is output.
In the original generative antagonistic network framework, the discriminant model needs
to carry out a dichotomy, so the most basic idea is to use the method of the binary cross-
entropy loss function. For the real image, the given label is 1, and for the generated image
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Fig. 1 Standard generation antagonistic network schematic

it is 0. The generated model G tries to synthesize the picture so that the discriminant model
D can be true. From the comparison of the loss function, we can see that the change is the
only very simple addition of the constraint term, and it does not make CGAN (Conditional
GAN) [29] adds a constraint term to the generator and discriminator respectively, which is
expressed as y in the formula. After adding the constraint term, it can partially solve the
shortcomings such as too free generation process, but it is obviously not the final solution.
The loss function is (2).

min
G

min
D

V (D,G) = Ex:Px [log2(1 − D(G(z|y)))] (1)

From the comparison of the loss function, we can see that the change is the only very simple
addition of the constraint term, and it does not make any structural change to the final result.
Therefore, many problems existing in GAN still exist in CGAN.

In the next transformation of GAN, LAPGAN [9] introduced the Laplace pyramid into
the theoretical structure to generate relatively high-quality pictures. Its essence is to use the
Laplace pyramid to learn the residuals between different stages.

Later in the development process, the use of batch normalization (BN) [18] stability
and combining the convolution of the neural network training DCGAN [30], successful
solution to the corresponding relations between recognition InfoGAN [6], has solved the
original GAN different aspects of the different problems, that now use against network
has become feasible to generate high-quality images clearly, and efficiency, relatively ever
greatly ascend.

2.2 ResNet

In the field of deep learning, most of the previous experimental results show that the network
depth is positively correlated with the performance of the model. Theoretically, the more
layers there are in the network, the more complex feature models can be extracted and the
better the overall performance of the model will be. However, subsequent experiments show
that there is saturation degradation in the deep network. When the network accuracy tends
to saturation, increasing the network depth will reduce accuracy.

To solve the problem of saturation degradation mentioned above, ResNet (Residual Neu-
ral Network) [16] was proposed and applied in the field of deep learning. Compared with
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other types of networks, Resnet’s unique structure accelerates the training of neural net-
works. For example, compared with VGGNet [32], the number of parameters is much lower,
which makes Resnet’s training speed significantly superior. At the same time, Resnet also
has a significant improvement in accuracy, which makes it very versatile. For example,
Resnet is introduced into InceptionNet [34] to improve the overall accuracy. The main idea
of ResNet is to add a direct connection channel to the Network, which solves the problem of
gradient disappearance and explosion, and improve the performance of the network while
training the deeper level network.

2.3 Basic theory of low-light image enhancement

Now we turn our attention to the physical model and deep learning, two different research
directions of low-light image enhancement.

The theory of low-light enhancement in physical models is the earliest research in this
field. At present, it only serves as the theoretical reference of image enhancement with low
-light. Histogram equalization (HE) [2], through nonlinear stretching of the image, makes
the transformed image histogram evenly distributed and enhances the contrast. This method
is widely used and effective as the basic theory in this field. However, due to the poor quality
spectral table of low-light images, it is difficult to take into account all kinds of problems,
such as texture and color, with such a simple method.

Retinex [24] theory was proposed in 1963. In the experiment, single-scale Retinex the-
ory (SSR) [20] and multi-scale Retinex theory (MSR) [21] were applied, and the experiment
[10] successfully proved that this method c improve the color of pictures. For the first time,
this method makes it possible to improve the color of the picture. After that, different meth-
ods were proposed one after another, and various problems in the research process were
gradually improved. And the method based on filtering [36], RGB space is converted to
HSV space to achieve the effect of low illumination enhancement [25], the fast adaptive
image enhancement algorithm based on wavelet transform for low illumination [25], the
definition of dark channel prior in mathematics [15], and the four-dimensional binary tree
is introduced to improve the halo in the image [26]. Both have improved different aspects of
the problem, but the researchers gradually found that it is very hard to continue to improve
the efficiency of the enhancement algorithm using traditional methods. Meanwhile, the
advent of ALEXnet has led researchers to focus on deep learning.

The literature published on CVPR in 2018 [4] focuses on the image imaging system
under extremely low light conditions and short exposure conditions. It uses CNN to com-
plete the processing of raw images to RGB images, and the experimental results are very
impressive. The network structure is based on the fully convolutional network FCN directly
trained end-to-end, and the loss function adopts L1 loss.

The literature [37] presented on arxiv in 2019 proposed and solved three long-standing
difficulties in the field of low-illumination images :(1) adding two different targeted loss
functions for smoothness and consistency, so that the generation of additive can flexibly
solve the brightness problem. (2) introduce illumination map information to solve image
distortion and other degradation problems. (3) a mechanism that can continuously adjust
the light intensity is realized to make different models can be trained efficiently, and the
feasibility is proved by experiments.

It is not difficult to see that the introduction of theoretical knowledge related to deep
learning makes the field of low-illumination image enhancement enter a new stage and
solves many long-standing problems. In the experiment, we also try to introduce different
networks based on deep learning to make algorithms feasible.
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Fig. 2 Schematic diagram of generator network structure

3 Enhanced network optimized generative adversarial network

3.1 Algorithm framework

3.1.1 The network structure

The network structure of low-illumination image enhancement is shown in Figs. 2 and 3.
In order to enhance the transmission of weak light position information in low-illumination
images in the network flow, the generator adds an enhanced network.

The details of the enhanced network structure are shown in Table 1, consist of a full con-
volutional network (FCN) and utilizes the attributes of a convolutional neural network, such
as translation invariance and parameter sharing. The network consists of multiple resid-
ual blocks and convolution block 2 parts. I start with one convolution block. The middle
section contains four residual blocks, with constant height/width, and after each convolution

Fig. 3 Schematic diagram of discriminator network structure
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Table 1 The details of the network structure of the enhanced network

(Convolution layer) (Input) (convolution kernel/perstep) (output)

(Conv0) (I(100x100x3)) (9x9x64/1) (100x100x64)

(res1) (conv0) (3x3x64/1) (100x100x64)

(res2) (res1) (3x3x64/1) (100x100x64)

(res3) (res2) (3x3x64/1) (100x100x64)

(res4) (res3) (3x3x64/1) (100x100x64)

(Conv1) (res4) (3x3x64/1) (100x100x64)

(Conv2) (conv1) (9x9x64/1) (100x100x3)

is instantiated for regularization and ReLU activation. And then finally we have two convo-
lution blocks. Except for the residual block, the last convolution layer is tanh activated, and
only ReLU is activated after each convolution layer.

Table 2 shows the details of the discriminator network, including 5 convolution layers,
1 fully connected layer, and a softmax layer. Multiple convolution layers used for feature
extraction step by step input, the size of the convolution kernels from 11 to 3, the charac-
teristics of the channel number increases from 3 to 192, for the low illumination image, due
to the uneven illumination distribution and noise impact, such as image showing a large
area of dark, weak light, such as single lead to local characteristics, first big receptive field
is beneficial to the local characteristic diagram for more information, with the increase
of the number of channels, feature-rich gradually, that small receptive field is helpful to
extract the image. The full join layer and softmax layer are used to predict the likelihood
that the extracted feature map will come from a generator or a real image, resulting in a
triple(batch, Pture, Pf alse), Pt rue, Pf alse. They’re all in the range of.

3.1.2 Loss function

Since the input and the target photo cannot match closely (i.e., pixel to pixel), that is,
different optical elements and sensors can lead to specific local nonlinear distortion and
aberration, even after accurate alignment, the pixel number between each image pair will
have an unsteady deviation. Therefore, the standard loss per pixel, except for the perceived

Table 2 The network structure details of discriminator network

(Convolution layer) (Input) (convolution kernel/perstep) (output)

(Conv0) (I(100x100x3)) (11x11x48/4) (25x25x48)

(Conv1) (Conv0) (5x5x128/2) (13x13x128)

(Conv2) (Conv1) (3x3x192/1) (13x13x192)

(Conv3) (Conv2) (3x3x192/1) (13x13x192)

(Conv4) (Conv3) (3x3x128/2) (7x7x128)

(Fc) (conv4) (6272x1024) (batch x1024)

(softmax) (Fc) (1024x2) (batch x2)
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quality index, does not apply to our case. To enhance the effectiveness of the algorithm from
both qualitative and quantitative aspects, we propose a new loss function:

Loss = WconLcon + WtvLtv + WcolLcol + WadvLadv (2)

Lcon, Ltv, Lcol, Ladvrepresent content loss, attention loss, total variation loss, color loss,
and confrontation loss, Wa,Wadv, Wcov,Wtv, Wcol , represent the weight of their losses
respectively. The weight of each loss is analyzed according to the specific situation of its
picture, determined according to the size (or proportion) of the impact of various losses on
the image.

3.1.3 Algorithm flow chart

After the training data is obtained, we continued to use high-quality images for repeated
training of GAN. In the training discriminator stage, we randomly confused the generated
sample of one batch with the real sample of one batch and generated the generated sam-
ple of one batch as the discriminator input. The discriminator tries to identify real and fake
images, so the discriminator is trained, which is equivalent to the process of maximizing the
discrimination loss. The process is to minimize the formula (2), to ensure that the generated
picture has the least loss in all aspects compared with the real picture, and the generated
effect is realistic. In order to express the whole algorithm flow more concisely and clearly,
G,D are respectively represented as generator network and discriminator network, and the
size of a batch is m during training. Refer to the following Enhanced network module gen-
erative adversarial network algorithm flow for details. Data description:Ix is the low-light
image, Iy is the real image, Iadv is defined as the input to the discriminator.
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3.2 Enhanced network

As a backbone network, this module is used to overcome the disadvantage of low contrast
and improve the details of the picture, so as to achieve the effect of enhancing the picture.
Considering that there is little feature information of the low-light region in low-illumination
pictures, and there may be noise interference, we use the residual connection to build the
basic residual module, which is used to deepen the number of network layers, improve the
modeling ability of the network to enhance low-illumination pictures, and avoid the feature
loss caused by network deepening. Therefore, the residual module is used as the feature
transformation layer in the enhanced network, as shown in Fig. 4.

As shown in Fig. 4, the module contains 2 layers of 3x3 ordinary convolution. The con-
catenation of two 3x3 convolution layers has the same perception as the 5x5 convolution
layers, with the former having fewer parameters. Multiple 3*3 convolution layers have more
levels of nonlinear functions than larger convolution layers, which increases the nonlin-
ear expression and makes the decision function more decisive. After each convolution, the
instance normalization and Relu activation are carried out, and we get the final result by
adding input. The residual network is effective in image segmentation and target monitoring.
This operation USES residual connections to train deeper networks and avoid feature loss.
By introducing residual touch block, we connect multiple residual cells to carry out complex
feature transformation, the network can improve the modeling ability of low-illumination
pictures.

To improve the overall image perception quality and constrain the enhancement network,
the following four-loss functions are designed in the next section:

3.2.1 Content loss

Firstly, the definition of the content loss function is given. We use the activation diagram of
the VGG-19 network as the basis of the function. This loss makes them have similar feature
representations, rather than measuring per-pixel differences between images, but perceived
quality. In our vision, it is mainly used to preserve the semantics of the image, and it is not
defined to take into account other aspects of loss. Let be the feature graph obtained by the

Fig. 4 This chapter residual
module network structure
diagram
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VGG-19 network after the ith convolutional layer, then we define the content loss as the
distance between the enhanced image and the target image features in Euclidean distance:

Lcon = x1

CiHIWI

||φ(G(Ix, A) − φi(Iy))|| (3)

C, H,W are the enhanced image’s numbers of channels, height and width.Ie is low-light
image and Ie is real image.

3.2.2 Total variation loss

This loss can enhance the image’s spatial smoothness, operate on the pixels of the gen-
erated composite image, meanwhile promote the generated image’s spatial continuity, so
as to avoid major differences between adjacent pixels and prevent the appearance of a
checkerboard pattern in the image.

Ltv = x1

CHW
||∇xIe − ∇yIε || (4)

C, H,Ware the enhanced image’s numbers of channels, height, and width. ∇xIe,∇yIe is
the enhanced image’s gradient in the opposite direction of X and Y. Because of its relatively
low weight, it can eliminate noise without damaging the high-frequency part of the picture.

3.2.3 Color loss

Color loss aims to avoid color distortion and to evaluate the color difference between the
enhanced and target image, we introduce color loss. It first applies a gaussian blur to images
and then calculates their Euclidean distance. The color loss is defined as follows:

Lcol = ||δ(G(Ix)) − δ(Iy)||2 (5)

δ represents the Gaussian blur function, which preserves the global information of the
image, such as color, while removing the local details.

3.2.4 Confrontation loss

This loss encourages the generation of network conversions from low-illumination images
to natural images, facilitating generators to learn the features of natural images, including
texture, contrast, and so on. At the same time, we use gradient punishment to stabilize the
training of the discriminator. The combat loss is defined as follows:

Ladv = −
m∑

i=1

logD(G(Ix), Iy) (6)

D represents the discriminant network, G represents the generating network, Ix, Iy

represent the low-illumination picture and the natural illumination picture respectively.

4 Experimental results and analysis

4.1 Experiment setting

(1) The experiment data set
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First of all, in terms of data set selection, we chose low light paired data set (LOL), which
contains 500 pairs of low light/normal light images. It is a dataset of images used for low-
light enhanced shots in real scenes. Most low-light images are collected by changing the
exposure time and ISO and using a three-step method to align the image pairs. The dataset
contains images captured from various scenarios, such as houses, campuses, clubs, and
streets. Since it is difficult to obtain low illumination data sets, we use the LOL dataset to
synthesize low illumination data sets and uses gamma correction and random parameters to
add low brightness to the image, yielding 11,592 images of the training set and 360 images
of the test set.

We also select another data set DPED to continue our experiment. The DSLR algorithm’s
low-light image enhanced data set (DPED) contains a large real-world data set collected
by three smartphones and a DSLR camera. The final data set contains 4,549 photos from
the Sony smartphone, 5,727 photos from the iPhone, and 6,015 photos from the blackberry
camera. We selected the iPhone alignment image data set provided by the author, which
contains about 160,000 images.

We completed the experiment of this paper through Tensorflow [1]. The network pro-
posed in this paper converges rapidly and has been trained for 20,000 generations on
NVIDIA GeForce GTX1080 using the synthesized data set. To prevent overfitting, we used
rollover and rotation for data enhancement. We set the batch size to 32 and the input image
value is scaled to [0,1]. We use layer 4 of the fifth convolution module in the vgg-19 network
as the perception loss extraction layer.

(2) Implementation Detail
In the experiment, the Adam optimizer [22] was used for training, and we also used

the learning rate attenuation strategy. When the loss index stopped improving, we reduced
the learning rate by 50 percent. Meanwhile, to stabilize Gan training, we used spectral
normalization and gradient punishment to constrain the discriminator.

To verify the performance of the image enhancement algorithm ,the following typ-
ical image enhancement algorithms are set up as control tests: histogram equalization
(HE), reflection illumination estimation (SRIE) [11] Efficient and unsupervised generative
confrontation network(EnlightenGAN) [19], and DSLR [17].

In order to evaluate the quality of the enhanced image, we use PSNR and SSIM for
quantitative analysis. Their definitions are as follows:

Peak signal-to-noise ratio (PSNR): It is an objective standard for evaluating images, the
unit is dB, and the calculation formula is as follows:

PSNR = 10 ∗ log10
(2n − 1)2

MSE
(7)

Where n represents the number of bits of each pixel value, MSE represents the mean
square error, and the calculation formula is as follows:

MSE = 1

w ∗ h

w−1∑

i=0

h−1∑

j=0

||X(i, j) − Y (i, j)||2 (8)

Among them, X, Y represents the source image and target image, respectively, w, h is
the width and height of the image, if the PSNR value is greater, it means that the distortion
is less, the higher the quality of the restored target image.
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Structural similarity (SSIM) is a comprehensive image brightness, contrast, and struc-
tural difference to evaluate the similarity of the structure of two images. The mathematical
expression is as follows:

SSIM(X, Y ) = 1(X, Y )αc(X, Y )βs(X, Y )γ (9)

In the formula, X, Y represent the source image and the target image, respectively,
1(X,Y), c(X,Y), s(X,Y)represent the image brightness, contrast and structure difference, the
calculation formula is as follows:

1(X, Y ) = 2μxμy + C1

μ2
x + μ2

y + C1
(10)

c(X, Y ) = 2σxσy + C2

σ 2
x + σ 2

y + C2
(11)

s(X, Y ) = 2σxy + C3

σxσy + C3
(12)

Where μx,μyrepresent the average brightness of the source image x and the target image
σx, σy represent the brightness standard deviation of the image x, y, and σxy represent the
covariance between the image x and y. C1, C2, C3 are constants set to avoid the denominator
being 0, generally set α = β = γ = 1, the SSIM value is usually [0,1], the larger the value,
the better the restored image effect.

SSIM-GC. In the low-light enhancement task, the average luminance level is hard to be
predicted. Therefore, the detailed fidelity might be not well captured by PSNR and SSIM.
Therefore, SSIM-GC is introduced, where a global illumination is corrected first via the
Gamma transformation and then SSIM values are calculated.

4.2 Data set experiment

On LOL data set, we compared four methods of HE, SRIE, EnlightenGAN and DSLR.
Because some methods could not achieve the denoising function, we combined with BM3D
method to achieve the denoising, and then produced the final result. Table 3 shows the
quantitative results, while Figs. 5 and 6 shows the qualitative results.

Contrast Figs. 6 and 7 of each algorithm in the subjective visual effect can be seen, HE
appeared on the algorithm in LOL data set more content of distortion and color distortion,
such as enhancing the first picture, HE’s in the picture on the wall there is an obvious
artifact that is independent of the background and overall image grey, enhance the second
image, light color floor brunet floor, and real photos is an apparent discrepancy; The images
enhanced by SRIE algorithm have more brightness distortion. It can be seen from the first
and second images that the improvement of the brightness of low-illumination images is not
enough to identify the image content.

Table 3 Our method was compared with the experimental results of HE, SRIE, ENlightenGAN and DSLR
in the LOL data set

HE SRIE EnlightenGAN DSLR our

PSNR 15.4271 11.8453 18.23 19.1426 20.9983

SSIM 0.573) 0.5347 0.615 0.9982 0.9986

SSIM-GC 0.6037 0.5928 0.6874 0.9985 0.9988
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Fig. 5 Our methods work with HE, SRIE, DSLR and EnlightenGAN in the LOL dataset for visual effects

The EnlightenGAN algorithm has the problem of excessive noise in the generated pic-
tures in the experiment, and at the same time, the increase in brightness is only similar to
the SRIE algorithm. For example, in the comparison of the enhancement results of the first
and second pictures, the brightness of the generated pictures is similar to the result of the
SIRE algorithm, but there is too much noise, which causes the pictures to be much blurred
compared with the results of the SIRE algorithm; D SLR can enhance the image illumi-
nance and retain a certain content, but there are still a noise exposure and local problems,
such as enhanced in the two pictures, the first white of bright, closet door, floor and wall of
the second picture brightness is too high, enlarge images can be found at the same time, the
local has certain noise and details is not smooth; However, the brightness of the enhanced
images is moderate, which avoids the problem of overexposure, while the content remains
intact and the details are less lost.

Fig. 6 Our methods work with HE, SRIE, DSLR and EnlightenGAN in the LOL dataset for visual effects
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Fig. 7 Our methods work with HE, SRIE, DSLR in the DPED data set for visual effects

In the comparison of Table 3, we can see that our algorithm is superior to other methods
in terms of both indicators, indicating that our method also has excellent performance and
good robustness in real data sets. Compared with the traditional methods of HE and SRIE,
we improved 36.11 percent and 77.27 percent on PSNR, 74.06 percent, and 86.76 percent
on SSIM, respectively. On SSIM-GC, it increased by 39.51 percent and 40.6 percent. Com-
pared with the current deep learning method DSLR and EnlightenGAN, we also improved
9.69 percent and 2.768 percent on PSNR. And we improved 0.04 percent and 38.3 percent
on SSIM. On SSIM-CG, it increased by 0.003 percent and 31.14 percent respectively. It
can be seen that our algorithm has certain advantages over traditional and deeper learning
methods.
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Table 4 visual effects of our methods with HE, SRIE, EnlightenGAN and DSLR in DPED data sets

HE SRIE EnlightenGAN DSLR our

PSNR 14.3 15.2 19.16 20.42 20.46

SSIM 0.54 0.64 0.6823 0.9192 0.9156

SSIM-GC 0.5832 0.6973 0.7245 0.9187 0.9312

After that, we select another data set DPED to continue our experiment. The DSLR
algorithm’s low-light image enhanced data set (DPED) contains a large real-world data
set collected by three smartphones and a DSLR camera. The final data set contains 4,549
photos from the Sony smartphone, 5,727 photos from the iPhone, and 6,015 photos from
the blackberry camera. We selected the iPhone alignment image data set provided by the
author, which contains about 160,000 images.

On the DPED data set, we compared the four methods of HE, SRIE, DSLR, and Enlight-
enGAN. Since some methods could not achieve the denoising function, we combined with
the BM3D method for denoising to produce the final result. The quantitative results are
shown in Table 4, qualitative results are shown in Fig. 7.

By comparing the subjective visual effects of each algorithm in Fig. 7, it can be seen that
the overall brightness of the enhanced image is moderate, and the visual effect is better and
more natural. In contrast, the color difference between the HE method is too bright, and the
contrast is oversaturated. The whole image of the SRIE method is green, and there is more
color distortion. The EnlightenGAN method generates too much noise, making the gener-
ated image too blurry. The DSLR image¡− brightness is darker than that in our method.
The experimental results show that our method is effective in low illumination images. In
Table 4, our method is superior to other methods in two indexes, which shows the superior-
ity of this method. Compared with the traditional methods of HE and SRIE, we improved
43.08% and 34.61% on PSNR and 69.56% and 43.06% on SSIM, and On SSIM-GC, it
increased by 34.8% and 23.39% respectively. Compared with the current deep learning
method DSLR and EnlightenGAN, we also improved by 0.20% and 1.3% on PSNR, we also
improved by 0.29% and 23.23% on SSIM, and On SSIM-GC, it increased by 20.67% and
1.23% respectively. Compared with the result in the LOL dataset, our algorithm decreased
by 97.9% on PNSR. The main reason is that the DSLR method is especially proposed for
DPED data, so it performs better, which leads to a relative reduction in the promotion range.
It can be seen that our method is much more effective than the traditional method in the
DPED data set, and the deeper learning method also has certain advantages.

5 Conclusion

In this paper, we propose to use the enhanced network module to optimize Generative
Adversarial Networks for low illumination image enhancement, aiming at tackling the
problems of low illumination image, such as low noise and low brightness. The enhanced
network uses the residual connection to build the residual module to deepen the network,
which improves the ability to model the image enhancement with low illumination. The
method in this paper verifies the performance of the algorithm on two image dataset (DPED,
LOL), and compares with the traditional image enhancement methods (HE, SRIE) and
the deep learning methods(EnlightenGAN, DSLR), the experimental results show that the
effectiveness of the proposed algorithm.
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