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Abstract
A real-time fingertip-gesture-based interface is still challenging for human–computer inter-
actions, due to sensor noise, changing light levels, and the complexity of tracking a fingertip
across a variety of subjects. Using fingertip tracking as a virtual mouse is a popular method of
interacting with computers without a mouse device. In this work, we propose a novel virtual-
mouse method using RGB-D images and fingertip detection. The hand region of interest and
the center of the palm are first extracted using in-depth skeleton-joint information images
from aMicrosoft Kinect Sensor version 2, and then converted into a binary image. Then, the
contours of the hands are extracted and described by a border-tracing algorithm. The K-
cosine algorithm is used to detect the fingertip location, based on the hand-contour coordi-
nates. Finally, the fingertip location is mapped to RGB images to control the mouse cursor
based on a virtual screen. The system tracks fingertips in real-time at 30 FPS on a desktop
computer using a single CPU and Kinect V2. The experimental results showed a high
accuracy level; the system canworkwell in real-world environments with a single CPU. This
fingertip-gesture-based interface allows humans to easily interact with computers by hand.

Keywords Virtualmouse . RGB-D images . Fingertip detection and tracking . Fingertip-gesture-
based interface . Kinect . Human–computer interaction (HCI)

1 Introduction

With the development of augmented-reality technology, researchers are working to reduce
people’s workload while increasing their productivity by studying human–computer interactions
(HCI). The Natural User Interface (NUI) of hand-gesture recognition is an important topic in HCI.
Hand-gesture-based interfaces allow humans to interact with a computer in the most natural way,
typically by using fingertip movements.
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Fingertip detection is broadly applied in practical applications, e.g., virtual mice, remote
controls, sign-language recognition, or immersive gaming technology. Therefore, virtual
mouse control by fingertip detection from images has been one of the main goals of vision-
based technology in the last decades, especially with traditional red-green-blue (RGB) cameras
[1, 17, 19, 25, 31].

However, even with RGB cameras, most existing algorithms [1, 17, 19, 25, 31] tend to fail
when faced with changing light levels, complex backgrounds, multiple people, or background
or foreground movements during the hand tracking. Microsoft’s Kinect RGB with depth
(RGB-D) camera [8] has extended depth-sensing technology and interfaces for human-
motion analysis applications [4, 14, 15]. Some systems use depth images from Kinect and
achieve high speeds, while avoiding the disadvantages of traditional RGB cameras by tracking
depth maps from frame to frame [18, 22, 28]. These methods use a complex mesh model and
achieve real-time performance. However, the system only works for hand tracking, not
fingertip tracking.

Fingertip detection with multiple people simultaneously poses a great difficulty that current
systems have not yet overcome. In addition, choosing a target person when multi-people directly
stand to face the camera is a challenging case because it is difficult to determine accurately who
will be the target. Therefore, long-term fingertip tracking remains a challenging task. To
overcome these disadvantages, a system that is intuitive, affordably priced, easy to use, and
allows a user to accurately control a mouse cursor using their fingertips, should be introduced.

In this paper, we propose a gesture-based interface where users interact with a computer
using fingertip detection in RGB-D inputs. The hand region of interest and the center of the
palm are first extracted from depth images provided by the Kinect V2 skeletal tracker and
converted to binary images. Then, the hand contours are extracted and described by a border-
tracing algorithm. The K-cosine algorithm is used to detect the fingertip location, based on the
hand-contour coordinates. Finally, to control the mouse cursor based on a virtual screen, the
fingertip location is mapped to RGB images. Three computer-mouse functions are considered
in our research: mouse movement, left-clicking, and right-clicking.

To explore natural gestures with real-time tracking, we investigated complicated cases, e.g.,
changing the light conditions, background, and distance from the camera during tracking. The
proposed system can also detect up to six persons’ fingertips simultaneously. Unlike existing
methods, this study uses only a single CPU, does not require any special devices or markers,
and users are free to move their hands in front of the camera.

The main contributions of the study are as follows:

& The system works with a single low-cost CPU without the help of a graphics processing
unit (GPU), has fast detection in real-time (30 frames per second (fps)), and allows
execution on computer screens with many types of resolution.

& The system works well with complex backgrounds, low light levels, and long-distance
tracking, based on Microsoft Kinect Version 2.

& It provides simultaneous fingertip tracking for up to six people and selects the main person
to control the mouse cursor, focusing on the right hand.

The remainder of this paper is organized as follows. Section 2 reviews the related work and
Section 3 discusses the proposed method in detail. In Section 4, the performance of our
approach is evaluated in comparison with other methods, and finally, the conclusion and future
work are presented in Section 5.
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2 Related work

Many previous studies on hand-gesture recognition have been conducted using colored gloves
[32] or markers [35]. Despite remarkable successes, recognition remains challenging, due to
the complexity of using gloves, markers, or variable glove sizes for users. Consequently, many
recent efforts have focused on camera-based interfaces.

In recent years, traditional camera-based approaches that detect the area of the hand
and recognize hand gestures have been developed [1, 2, 6, 13, 17, 19, 21, 24, 25, 31, 34].
These approaches had obvious detection difficulty when the light levels were changed or
a complex background was used and required a fixed distance from the camera to the
users. To overcome these limitations, some studies used RGB-D cameras, e.g.,
PrimeSense, Asus’s Xtion Pro, and Microsoft’s Kinect [8]. These cameras have advanced
significantly over the past few years, with increased performance and lower prices.
Compared to traditional RGB cameras, RGB-D cameras offer many advantages: 30
frames per second with depth resolution, working in low light levels, and tracking at a
longer distance.

There are many types of RGB-D sensors that can support body tracking such as Kinect V2,
VicoVR [20], or Orbbec [7] etc. Among these, Kinect V2 becomes more common nowadays
with low-cost and can be applied without CPU. More recently, RGB-D image-based systems
using convolutional neural networks (CNN) have shown outstanding performance in HCI [9,
10, 16, 27, 30, 33]. However, these systems require high-performance GPUs for model
rendering and a larger dataset for evaluation.

Real-time fingertip detection and tracking can be applied in computer vision using virtual
mice [1, 3, 15, 17, 19, 25, 31]. Despite significant improvements in recent years, virtual mouse
systems are limited in certain aspects. The approaches in [1, 17, 19, 25, 31] use complex
models and achieve real-time performance; however, they are limited by complex back-
grounds, low light levels, and the distance from the camera to the hand. In [3], users must
wear color pointers for finger tracking, and the mouse control systems are based on the color
detection. In addition, selecting a person to perform mouse cursor control is also a big issue
that needs to be resolved to eliminate the influence of the others during tracking, but the
existing systems have not been mentioned.

The hand-mouse interface in [15] obtains high accuracy using a Kinect sensor;
however, the gesture implementation is inconvenient because the user must control the
mouse with both hands. Moreover, the work in [15] is limited by the resolution of the
virtual monitor. This means that the width and height of the virtual screen depend on the
skeleton joints provided by Kinect, e.g., the shoulder width and spine position. The
hand-motion area is quite narrow for natural gestures. Additionally, the users must stand
to perform the hand gestures.

3 Proposed method

In this section, we shall describe our proposed system. The proposed system consists of six
main components, as shown in Fig. 1: (1) hand detection and segmentation; (2) hand-contour
extraction; (3) fingertip detection and tracking; (4) target-person locking; (5) virtual screen;
and (6) virtual mouse. In this work, we focus on the human’s right-hand movement for
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simplicity and performance accuracy. In Fig. 1, we assume that X is the number of fingertips
shown on the right hand.

3.1 Hand detection and segmentation

The depth images used to detect the hand are shown in Fig. 2(a). These images were
captured by a Microsoft Kinect V2 sensor, which estimates each of the user’s body parts
through input depth images, and maps the learned body parts to the depth images through
various user actions. In this manner, the camera can obtain the skeleton-joint information
for 25 joints, e.g., hip, spine, head, shoulder, hand, foot, and thumb. Using the depth image
of a Kinect skeletal tracker, the hand region of interest (HRI) and the center of the palm are
easily and effectively extracted.

A median filter and morphological processing [11] were applied to remove noise
from the hand region. Afterward, a blob-detection [26] method was used to select the

Fig. 1 Flowchart of the proposed method

Multimedia Tools and Applications (2021) 80:10473–1049010476



hand region and export the binary image, based on Kinect’s depth signals with fixed
thresholds. The results of this process are sets of pixels belonging to the hands, as
shown in Fig. 2(b).

3.2 Hand-contour extraction

Hand contours are the curve of the outmost points extracted from the hand-segmentation
image. In the fingertip-detection process, contour extraction is a very important step to define
the fingertip locations. In this step, the hand contours are detected using the Moore-Neighbor
algorithm [23]. This method is one of the most common algorithms used to extract the
contours of objects (regions) from an image. After the binary images of the hand regions are
detected, the algorithm can find the regional borders by scanning all of the pixels in the
images.

At the end of this process, we obtained the contour pixels of the hand as an ordered
array. These values are used in the fingertip extraction. The detailed implementation of
fingertip detection is presented in the next session. Figure 3 shows an extracted hand
contour.

3.3 Fingertip detection and tracking

After extracting the hand contour, the K-cosine Corner Detection [29] algorithm computes the
fingertip points using the coordinates of the detected hand contour. This is a well-known
algorithm used for detecting the shapes of certain objects and also in fingertip detection. It tries
to find the angle between the vectors of a finger, as shown in Fig. 4.

cos aij j ¼ ai Kð Þbi Kð Þ
ai Kð Þj j bi Kð Þj j

����

���� ð1Þ

Equation (1) is used to determine the fingertip locations, where the vectors are defined as

ai Kð Þ ¼ P iþkð ÞPi
����!

, and. bi Kð Þ ¼ P i−kð ÞPi
����!

, Pi is a contour point, P(i+ k) and P(i− k) are neighbor

Fig. 2 Hand segmentation using a depth image and skeleton information
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contour points ofPi. ai denotes the angle between ai (K) and bi (K) for a given pixelPi. The angle a
is defined as a threshold value to distinguish the fingertips and the finger valleys. For
this paper, the final k is set to 20, and angle a is set to 45 degrees, which are suitable for
most situations.

From the cosine values of ai, obtained by the K-cosine algorithm, if the point value of ai is
smaller or equal to the threshold value, it is defined as the fingertip. The number of fingertips
detected is the number of fingers. To real-time fingertip tracking, the detection of frame-by-
frame is used for tracking.

Fig. 4 Fingertip detection using the K-cosine algorithm

Fig. 3 Contour extraction (blue)
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3.4 Target-person locking

When multiple people are present, the targeted person is the one chosen to control the mouse
during tracking. In this work, the Kinect V2 sensor provides extracted 25 skeletal joints
information for up to six people at once such as head, neck, hand-left, hand-right, spine base
etc., as shown in Fig. 5. Therefore, the system can locate the fingertips of up to six people,
using the algorithm above. However, to control the mouse cursor, we need to identify the
target person to eliminate the influence of the others. To do this, we used a user-locking
algorithm to solve the problem during hand tracking. The implementation is presented in
Algorithm 1.

In this algorithm, given detected head joint coordinates (1) and hand right joints coordinates
(13) of multi-people in-depth image using the Kinect skeletal tracker as shown in Fig. 5, we
define the target person based on the distance head-hand. If the user raises his hand over the

Fig. 5 The skeletal joints information from Kinect v2
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head in 10 frames, that is the target user. The selected person is labeled with a yellow box,
those who are not selected will be the green box as shown in Fig. 11.

3.5 Virtual screen matching

The virtual monitor concept was first introduced in [2, 15]. It is defined as a virtual space
between a Kinect device and a user where a mouse cursor can be controlled by the hands. The
advantage of this idea is that it can be implemented on different screen sizes and resolutions.
The users only need to watch the virtual screen to control the gestures.

In this step, the resolution of the virtual screen is obtained as 512 × 424 (Xv, Yv) pixels,
based on the depth resolution of the Kinect V2 sensor. The transformation algorithm is used to
transform the fingertip coordinate from the virtual screen to the full screen for controlling the
mouse. Figure 6 shows the virtual screen and the real screen. Xrand Yrare the width and height
of the real screen resolution, respectively. Xv and Yv represent the width and height of the

Fig. 6 Virtual screen and real computer screen
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virtual monitor, respectively. x and y are the coordinates of the fingertip locations. The
transformation algorithm is represented by the following formulae.

X rate ¼ X r=X v ð2Þ

Yrate ¼ Y r=Yv ð3Þ

g x; yð Þ ¼ f x*X rate; y*Y rate
� � ð4Þ

In equations (2) and (3), Xrate and Yrate are the difference in the width and height ratio
between virtual monitor and real monitor. After Xrate and Yrate are detected, the fingertip
coordinates on virtual monitor are multiplied by Xrate and Yrate to transform to the real monitor
as equation (4).

3.6 Virtual mouse

A computer mouse is a hand-held pointing device that is most often used to manipulate objects
on a computer screen. This paper presents a method that allows the user to control the mouse
using their fingertip without a mouse device.

In this section, the number of shown fingertips (X) is selected to replace the function of a
computer mouse. The goal of this implemented system is to control the mouse cursor using
fingertip from a single depth camera. We proposed to use the same four gestures to achieve the
mouse control as in [12]. The considered gestures corresponding to the mouse events are
mentioned in Fig. 7. There are four types of mouse gesture:

(1) Cursor movements if X = 1,
(2) Left-click if X = 2,
(3) Right-click if X = 3 or 4, and
(4) No action if X = 0 or 5.

The virtual mouse is operated as shown in Fig. 7. We suggested the right-click gesture with
three or four fingertips for smooth movements. This is because it is hard to differentiate
between three and four fingertips if the gestures are too fast.

Fig. 7 Virtual-mouse functions based on fingertip counting: a mouse movement, b left-click, c right-click, and d
no action
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4 Experimental results

Virtual-mouse system evaluations in the literature are still somewhat primitive. Since only
limited literature and public datasets are available, a cross-method comparison is difficult.

In this section, we shall first discuss the fingertip-detection performance of the virtual
mouse. Then, we will present its performance with different lighting, background, and
distance-tracking conditions. Next, the experimental results are presented for fingertip tracking
with multiple people, and selecting the main person to control the mouse cursor. Finally, we
compare our system with previous virtual-mouse studies.

We developed the proposed virtual-mouse system on a desktop PC with an Intel Core i7
4550U 2.10 GHz CPU with 8 GB of RAM. The system was implemented within the C#
framework. The tracking process was at the speed of 30 frames per second.

4.1 Virtual-mouse performance analysis

In this experiment, ten subjects made various rapid gestures to evaluate the detection accuracy.
The dataset was recorded with various size of monitor resolution to prove that our model is
more compatible with real application, instead of using a fit resolution as presented in [1, 17,
19, 25, 31]. There are four computer resolutions as follows: 1280 × 1024 with 200 cases,
followed by 1600 × 1200 100 cases, 1680 × 1050 200 cases and finally 1900 × 1200 100 cases.
We assume that X is the number of fingertips shown on the right hand. Each single-person
performs gestures with normal light condition. Each gesture from 1 to 5—mouse movement
(X = 1), left-click (X = 2), right-click (X = 3 || X = 4), and no action (X = 5 || X = 0)—was
performed ten times by the ten participants, resulting in 600 gestures, with manually labeled
ground truth. All participants were right handed, since we focused on right-hand movement for
simplicity and accurate detection. Figure 7, above, shows examples of each gesture for our
proposed system.

Table 1 shows the experimental test results of our virtual mouse system. The average
accuracy is 96.13%. This is exceptionally high performance for a fingertip gesture-based
interface. As expected, the highest accuracy occurred in the easier gesture ‘mouse movement’
and the lowest in the harder gesture ‘right-click’. The accuracy was reduced in the ‘right-click’
gesture because, with fast fingertip tracking, the gesture was sometimes confused with others.
The experiment also showed that the results did not change significantly through several
resolutions.

Table 1 Experimental results

Gesture Fingertip Counting Success Failure Accuracy (%)

Mouse Movement 1 100 0 100
Left-Click 2 97 3 97
Right-Click 3 90 10 89

4 88 12
No Action 5 99 1 98.5

0 98 2
572 28 96.13%

Multimedia Tools and Applications (2021) 80:10473–1049010482



4.2 Fingertip tracking in different conditions

The Kinect V2 has been used in different research scenarios as measurement range 0.5–4.5 m,
various light conditions, or complex backgrounds. Based on these scenarios, we also
confirmed the proposed system’s performance in different illumination conditions with a
normal light and a faint light condition, complex backgrounds, and long-distance track-
ing. We conducted a small test to summarize the results as shown in Fig. 8. The 400
other gestures collected also include many different cases, e.g., 50 cases of normal
lighting and 50 cases of faint lighting, 100 cases for different backgrounds, and 200
cases for changing the user-camera distance from 0.5 m to 4 m. The experimental results
are depicted in Fig. 8.

The result shows that there is no significant difference between the normal light and
faint-light conditions during the tracking. This means that the system can work well with
different light levels. The proposed method also performs well with changing back-
grounds and tracking at longer distances. The maximum distance from the camera to the
users was 4 m.

Fig. 8 Fingertip tracking under different conditions

Multimedia Tools and Applications (2021) 80:10473–10490 10483



4.3 Performance of multiple people tracking

We also conducted fingertip-tracking experiments with varying numbers of people. We
investigated five groups with two to six people, selected from the above-mentioned ten people.
Each group recorded 100 frames in front of the camera with both hands.

To evaluate the fingertip detection with multiple people, we used a common metric called
precision, which is widely used in image segmentation evaluations. Using the notation of true
positive (TP), false positive (FP), and false negative (FN), this metric is expressed as follows:

Precision
TP

TP þ FP
ð5Þ

Generally, this metric compares each of the predicted fingertip detection with each of manually
labeled ground truth for a given depth-image input, as shown in Fig. 9. The average accuracy
of each group was calculated and is shown in Fig. 10. For the group of two, the fingertip-
detection accuracy was highest with 93.25%. The worst case was the group of six with an
accuracy of 53.35%. The accuracies of the three, four, and five groups were 89.78%, 78.03%,
and 65.38%, respectively. The results show that the accuracy decreases as the number of
people in the group increases.

For locking the target person, Fig. 11 depicts the tracking results with real-time three people
from RGB-D images. The yellow box is the target person, while the green boxes are tracked
objects. The results show that this system can track the fingertips of multi-people in real-time
and select the target user to control the virtual mouse while eliminating the influence of the
others.

4.4 Comparison with other approaches

We investigated the virtual-mouse literature and summarized the comparison in Table 2. Our
experimental results compared to previous approaches using gestures for virtual mice, includ-
ing the different conditions such as camera type, image type, complex background, tracking
distance, stable on different resolutions, target person detection. The details of the gesture
comparisons are listed in Table 2.

Fig. 9 Fingertips detection with two people
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Based on Table 2, it can be seen that the main drawback of [1, 17, 19, 25] is that they use a
traditional camera with RGB image. Therefore, their systems only work with an unchanging
background and a fixed distance, while our proposed system and [15] can overcomes these
disadvantages by using the RGB-D Kinect sensor. Besides that, working on a variety of
resolutions is also included in these two systems, while the remaining systems only work on a
fixed resolution. In particular, the two strengths of our system compared to other systems are
being able to track up to 6 people and selecting one person to perform operations with the
mouse cursor. This is an important premise for a real-time system in the future.

5 Conclusions

This paper presented a new virtual-mouse method using RGB-D images and fingertip detec-
tion. The user’s fingertip movement interacted with the computer in front of a camera with no
mouse device, gloves, or markers. The approach demonstrated not only highly accurate gesture
estimates, but also practical applications.

Fig. 10 Fingertip-detection accuracy with a varying number of people

Fig. 11 Fingertip detection with three people
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The proposed method overcomes the limitations of most current virtual-mouse systems. It
has many advantages, e.g., working well in changing light levels or with complex back-
grounds, accurate fingertip tracking at a longer distance, and fingertip tracking of multiple
people. The experimental results indicated that this approach is a promising technique for
fingertip-gesture-based interfaces in real time.

This study still suffers from several limitations that are mainly inherited from Microsoft
Kinect. Therefore, our next work aims to overcome those limitations and improve the fingertip
tracking algorithm. We also intend to expand our system to handle more gestures and interact
with other smart environments. Finally, it is possible to enrich skeletal tracking by using
machine learning algorithms such as OpenPose [5]-based multi-person 2D pose detection,
including body, hand, and facial keypoints.
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