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#### Abstract

Using Araki-Yamagami's characterization of quasi-equivalence for quasi-free representations of the CCRs, we provide an abstract criterion for the existence of isomorphisms of second quantization local von Neumann algebras induced by Bogolubov transformations in terms of the respective one particle modular operators. We discuss possible applications to the problem of local normality of vacua of KleinGordon fields with different masses.
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## 1 Introduction

Since the time of its appearance, Tomita-Takesaki modular theory has been recognized as a fundamental tool in the study of von Neumann algebras. The outstanding work of Connes, Takesaki, Haagerup and others on the classification of injective factors of type III is a notable illustration of this fact (see [24] for a detailed exposition). Not too surprisingly, modular theory plays also a major role in the algebraic approach to Quan-

[^0]tum Field Theory (QFT), as first recognized by Bisognano-Wichmann in the middle of the seventies. Indeed it was shown under mild assumptions that the one-parameter group of modular unitaries associated to certain spacetime wedges implements the Lorentz boosts. However, while many more related aspects have been subsequently clarified in later works by Borchers, Buchholz, Longo, Schroer, Wiesbrock and many others (see [15] for a review), the properties of the modular operators associated to bounded regions in the theory of a scalar massive free field remain elusive (see e.g. the recent discussion in [7]).

In the case of free field theories, the modular theory of local algebras has a counterpart at the one particle level. Namely, it is possible to associate to certain real subspaces (known as standard subspaces) of the one particle Hilbert space modular operators whose second quantization yields the modular operators of the von Neumann algebra associated to the given subspace. Within this setting, a further aspect of the relevance of modular theory in QFT, which was overlooked until very recently, shows up. Namely the polariser of a standard subspace, connecting its symplectic structure with its real Hilbert space one, can be expressed as a functional calculus of the corresponding modular operator [17] (see also Proposition 2.1 below).

The interest of this observation lies in the fact that the polariser is a central object in the analysis of the quasi-equivalence properties of quasi-free states on Weyl algebras, as was discussed independently by Araki, van Daele and others [3-5, 25], without explicit use of modular theory. The main object of the present work is then to characterize the quasi-free isomorphisms of second quantization von Neumann algebras in terms of their one particle modular structure. We accomplish this task in Sect. 2 relying on the powerful quasi-equivalence criterion of [5]. A related, but apparently different, criterion has appeared in [17].

A natural application to QFT of such a result is the analysis of local quasiequivalence of vacuum states of free Klein-Gordon fields of different (non negative) masses, that was discussed about fifty years ago by Eckmann and Fröhlich [10]. However, rather than using modular theory, whose relevance for QFT at the time was just starting to be recognized, their proof is deeply rooted on the remarkable work of Glimm and Jaffe in constructive field theory (roughly speaking, their idea is to look at the difference of the mass terms as an interaction). Unfortunately, the justification of some of its central statements, though probably clear for people working in the field at that time, is only sketched, and moreover the proof makes essential use of results by Rosen which were available only in preprint form, and which cannot be easily found at present. This makes in our opinion [10] difficult to understand for non experts in constructive methods nowadays. Furthermore, an independent proof using modern techniques based on modular theory would be desirable also from a conceptual point of view.

In Sect. 3.1, we then provide a direct verification of some of the conditions appearing in our abstract result of Sect. 2 in the case of the restriction to a local algebra of massive and massless Klein-Gordon vacua in $d=2,3$ spatial dimensions. As a byproduct, we show that the resolvents of the local modular operators on the one-particle space depend continuously on the field mass with respect to the Hilbert-Schmidt norm of the relevant local standard subspace. This fact looks interesting on its own (cf. e.g. [23]) but also enriches the scenario around modular theory for Weyl algebras developed
in [17]. Of course, strictly speaking our result is implied by the analysis in [10], but our arguments provide a self-contained independent approach which is somewhat more intrinsic and also sheds some new light on the mathematical structures behind these operators. Unfortunately, a complete characterization of local quasi-equivalence of such states along these lines seems to require a more detailed knowledge of the massive modular operator than is presently available.

The case of a massive and a massless vacuum in $d=1$ spatial dimension is not covered by the results of Eckmann and Fröhlich, due to an infrared divergence. In Sect. 3.2 we show that our abstract quasi-equivalence criterion and the results of [9] imply the existence of a quasi-free isomorphism between the local von Neumann algebras generated by massive and massless Weyl operators corresponding to test functions of zero mean in $d=1$ (see [6] for a related result).

## 2 General Results

Let $(H,\langle\cdot, \cdot\rangle)$ be a complex Hilbert space (where the scalar product is linear in the second variable). We consider the usual associated symmetric Fock space

$$
e^{H}=\bigoplus_{n=0}^{+\infty} H^{\otimes s n}
$$

in which the coherent vectors

$$
e^{x}:=\bigoplus_{n=0}^{+\infty} \frac{1}{\sqrt{n!}} x^{\otimes n}, \quad x \in H
$$

form a total set (here $H^{\otimes s 0}:=\mathbb{C}$ and $x^{\otimes 0}:=1$ ). In particular the vector $\Omega:=e^{0} \in e^{H}$ is called the vacuum vector. We also consider the Weyl unitaries $W(x), x \in H$, on $e^{H}$, defined by their action on $\Omega$ and by the canonical commutation relations (CCR):

$$
\begin{array}{r}
W(x) e^{0}:=e^{-\frac{1}{4}\|x\|^{2}} e^{i x / \sqrt{2}}, \quad x \in H, \\
W(x) W(y)=e^{-\frac{i}{2} \operatorname{Im}\langle x, y\rangle} W(x+y), \quad x, y \in H .
\end{array}
$$

For any closed real subspace $K$ of $H$, we define a von Neumann algebra

$$
A(K)=\{W(h) \mid h \in K\}^{\prime \prime}
$$

on $e^{H}$, the second quantized algebra of $K$. We say that $K$ is standard if $K+i K$ is dense in $H$ and $K \cap i K=\{0\}$. Then the vacuum vector $\Omega \in e^{H}$ is cyclic and separating for $A(K)$ if and only if $K$ is standard [1]. The symplectic complement of the standard subspace $K$ is the standard subspace $K^{\prime}:=\left\{h^{\prime} \in H: \operatorname{Im}\left\langle k, h^{\prime}\right\rangle=0 \forall k \in K\right\}$, and $K$ is called a factor (or factorial) if $K \cap K^{\prime}=\{0\}$, which is equivalent to $A(K)$ being a factor von Neumann algebra, namely $A(K) \cap A(K)^{\prime}=\mathbb{C} 1$. In this case,
$K$ equipped with the non-degenerate form $\sigma(h, k):=\operatorname{Im}\langle h, k\rangle, h, k \in K$, becomes a (real) symplectic space.

To any standard subspace $K$ we associate a closed, densely defined conjugate linear operator

$$
s: K+i K \rightarrow K+i K, \quad s(h+i k)=h-i k, \quad h, k \in K
$$

Moreover, if $s=j \delta^{1 / 2}$ is the polar decomposition, we call $j$ and $\delta$ the modular conjugation and the modular operator of $K$. They satisfy:

$$
j^{*}=j=j^{-1}, \quad j \delta=\delta^{-1} j, \quad j K=K^{\prime}, \quad \delta^{i t} K=K, t \in \mathbb{R}
$$

The operators $J=\Gamma(j), \Delta=\Gamma(\delta)$ are respectively the modular conjugation and the modular operator of $A(K)$ with respect to $\Omega[11,16]$, where for a closed densely defined operator $T: D(T) \rightarrow H, D(T)$ a subspace of $H$, its second quantization $\Gamma(T)$ is the closure of the operator on $e^{H}$ defined on the linear span of coherent vectors $e^{x}, x \in D(T)$, by $\Gamma(T) e^{x}:=e^{T x}$. Also, one has $\log \Delta=d \Gamma(\log \delta)$, where $d \Gamma$ denotes the usual second quantization of a self-adjoint operator [20, Sect. 10.7]. Since $s$ is invertible, 0 is not an eigenvalue of $\delta$, and then, following [13], we can also introduce the bounded self-adjoint operators $\theta, \gamma$ on $e^{H}$, defined as

$$
\tan (\theta / 2)=e^{-\frac{1}{2}|\log \delta|}, \quad \gamma=\operatorname{sgn} \log \delta
$$

with the convention $\operatorname{sgn}(0):=0$. Notice that $\sigma(\theta) \subset[0, \pi / 2],[\gamma, \theta]=0=[j, \theta]$, and $j \gamma j=-\gamma$.

Also, $K$ is a factor if and only if $1 \notin \sigma_{p}(\delta)$. Indeed, on the one hand $K \cap K^{\prime}=\{h \in$ $K \mid \delta h=h\}$ (cf. [13]) and, on the other hand, if $0 \neq x \in H$ and $\delta x=x$ then $x+j x$ and $i x+j(i x)=i(x-j x)$ are both invariant under $\delta, j$ and $s$, therefore belong to $K \cap K^{\prime}$ and at least one of them is nonzero.

The following proposition shows that the modular structure of $K$ relates its real Hilbert space structure with the symplectic one, cf. [17, Proposition 2.4].

Proposition 2.1 Let $K$ be a standard real subspace of the Hilbert space $H$, and consider the bounded skew-adjoint operator $R:=i \frac{\delta-1}{\delta+1}$ on $H$. Then it holds:
(i) $R h \in K$ for every $h \in K$;
(ii) $-R^{2} \leq 1$;
(iii) $\operatorname{Im}\langle h, k\rangle=\operatorname{Re}\langle h, R k\rangle, h, k \in K$

Proof (i) Since for $y \in H$ one has $j \delta^{\frac{1}{2}} y=y$ if and only if $y \in K$, given $h \in K$ the statement follows from

$$
j \delta^{\frac{1}{2}} R h=i j \frac{1-\delta}{1+\delta} \delta^{\frac{1}{2}} h=i \frac{1-\delta^{-1}}{1+\delta^{-1}} j \delta^{\frac{1}{2}} h=R h
$$

(ii) It is an immediate consequence of the fact that the function $\lambda \in[0,+\infty) \mapsto$ $\left(\frac{\lambda-1}{\lambda+1}\right)^{2}$ is bounded above by 1 .
(iii) We begin by observing that, if $e_{-}, e_{1}, e_{+}$denote the spectral projections of $\delta$ associated to the sets $[0,1),\{1\},(1,+\infty)$ respectively, then $\gamma=e_{+}-e_{-}$and

$$
i \gamma \cos \theta=i \frac{1-\tan ^{2}(\theta / 2)}{1+\tan ^{2}(\theta / 2)}\left(e_{+}-e_{-}\right)=i \frac{1-\delta^{-1}}{1+\delta^{-1}} e_{+}-i \frac{1-\delta}{1+\delta} e_{-}=R,
$$

where the last equality holds since $R e_{1}=0$. Now given $h \in K$, with $h_{ \pm}:=e_{ \pm} h$, one has

$$
\tan (\theta / 2) j h_{-}=\delta^{-\frac{1}{2}} e_{+} j h=e_{+} j \delta^{\frac{1}{2}} h=h_{+}
$$

and therefore, if $h, k \in K$,

$$
\begin{aligned}
\operatorname{Re}\langle h, R k\rangle= & \frac{i}{2}\left[\left\langle h_{+}+h_{-}, \cos \theta\left(k_{+}-k_{-}\right)\right\rangle-\left\langle\cos \theta\left(k_{+}-k_{-}\right), h_{+}+h_{-}\right\rangle\right] \\
= & \frac{i}{2}\left[\left\langle j \tan (\theta / 2) h_{-}, j \tan (\theta / 2) \cos \theta k_{-}\right\rangle-\left\langle h_{-}, \cos \theta k_{-}\right\rangle\right. \\
& \left.-\left\langle j \tan (\theta / 2) \cos \theta k_{-}, j \tan (\theta / 2) h_{-}\right\rangle+\left\langle\cos \theta k_{-}, h_{-}\right\rangle\right] \\
= & \frac{i}{2}\left[\left\langle k_{-},\left(\tan ^{2}(\theta / 2)+1\right) \cos \theta h_{-}\right\rangle-\left\langle\left(\tan ^{2}(\theta / 2)+1\right) \cos \theta h_{-}, k_{-}\right\rangle\right] \\
= & -\frac{i}{2}\left[\left\langle k_{-},\left(\tan ^{2}(\theta / 2)-1\right) h_{-}\right\rangle-\left\langle\left(\tan ^{2}(\theta / 2)-1\right) h_{-}, k_{-}\right\rangle\right] .
\end{aligned}
$$

On the other hand $h_{1}:=e_{1} h, k_{1}:=e_{1} k \in K \cap K^{\prime}$ entails $\operatorname{Im}\left\langle h_{1}, k_{1}\right\rangle=0$, and therefore

$$
\begin{aligned}
\operatorname{Im}\langle h, k\rangle= & -\frac{i}{2}\left[\left\langle h_{+}+h_{-}, k_{+}+k_{-}\right\rangle-\left\langle k_{+}+k_{-}, h_{+}+h_{-}\right\rangle\right] \\
= & -\frac{i}{2}\left[\left\langle j \tan (\theta / 2) h_{-}, j \tan (\theta / 2) k_{-}\right\rangle+\left\langle h_{-}, k_{-}\right\rangle\right. \\
& \left.\quad-\left\langle j \tan (\theta / 2) k_{-}, j \tan (\theta / 2) h_{-}\right\rangle-\left\langle k_{-}, h_{-}\right\rangle\right] \\
= & -\frac{i}{2}\left[\left\langle k_{-},\left(\tan ^{2}(\theta / 2)-1\right) h_{-}\right\rangle-\left\langle\left(\tan ^{2}(\theta / 2)-1\right) h_{-}, k_{-}\right\rangle\right]
\end{aligned}
$$

thus proving the required formula.
The operator $R$ introduced above, or better, its restricition to $K$, is known as the polariser of the symplectic form $\operatorname{Im}\langle\cdot, \cdot\rangle$ (with respect to the real scalar product $\operatorname{Re}\langle\cdot, \cdot\rangle)$. We collect some of its further properties in the factorial case.

Proposition 2.2 Let $K$ be a standard factorial subspace of $H$. Then:
(i) the operator $R^{-1}=-i \frac{\delta+1}{\delta-1}$ is a densely defined skew-adjoint operator (possibly unbounded) on $H$, mapping the dense subspace $R K$ of $K$ onto $K$;
(ii) the Tomita operator s maps $D\left(R^{-1}\right) \cap(K+i K)$ into $D\left(R^{-1}\right)$;
(iii) if $1 \notin \sigma(\delta)$, then $R K=K$.

Proof (i) We only need to check the density of $R K$ in $K$. If $K$ is a factor (i.e., $\left.1 \notin \sigma_{p}(\delta)\right)$, denote by $e_{n}$ the spectral projection of $\delta$ relative to the set $[0,1-$ $1 / n) \cup\left((1-1 / n)^{-1},+\infty\right), n \in \mathbb{N}$. Therefore, given $k \in K$, the vectors $e_{n} k$ are in $D\left(R^{-1}\right)$. Moreover, since $s R^{-1}=R^{-1} s$ and $s e_{n}=e_{n} s$ by functional calculus, $R^{-1} e_{n} k \in K$. Finally, $e_{n} k=R\left(R^{-1} e_{n} k\right)$ converges to $k$.
(ii) Let $x \in H$ be such that $R x \in K+i K=D(s)$, then $j R x$ is in the domain of $\delta^{-1 / 2}$ and, again by functional calculus, $s R x=\delta^{-1 / 2} j R x=\delta^{-1 / 2} R j x=R \delta^{-1 / 2} j x$ is in the domain of $R^{-1}$.
(iii) The operator $R^{-1}=i \frac{1+\delta}{1-\delta}$ is bounded and commutes with $s=j \delta^{1 / 2}$, therefore $R^{-1} K \subset K$, i.e., $K \subset R K$.

Given a standard subspace $K \subset H$, we can introduce on $K+i K$ the scalar product inducing the graph norm of $s$ :

$$
\langle x, y\rangle_{s}:=\langle x, y\rangle+\langle s y, s x\rangle \quad x, y \in K+i K .
$$

Obviously, since $s$ is closed, $K+i K$ is a complex Hilbert space with respect to this scalar product. Notice also that for $h_{j}, k_{j} \in K, j=1,2$,

$$
\begin{equation*}
\left\langle h_{1}+i h_{2}, k_{1}+i k_{2}\right\rangle_{s}=2 \operatorname{Re}\left[\left\langle h_{1}, k_{1}\right\rangle+\left\langle h_{2}, k_{2}\right\rangle\right]+2 i \operatorname{Re}\left[\left\langle h_{1}, k_{2}\right\rangle-\left\langle h_{2}, k_{1}\right\rangle\right] . \tag{2.1}
\end{equation*}
$$

We observe that $\frac{1}{1+\delta}=\frac{1}{2}(1+i R)$ maps $K+i K$ into itself, and it is easy to verify that it is a bounded self-adjoint operator on the Hilbert space ( $K+i K,\langle\cdot, \cdot\rangle_{s}$ ). Moreover, if $f:[0,1] \rightarrow \mathbb{R}$ is a bounded continuous function, by uniform approximation with polynomials the functional calculus $f\left(\frac{1}{1+\delta}\right)$ maps $K+i K$ into itself, and its restriction to $K+i K$ coincides with the functional calculus of $f$ on $\frac{1}{1+\delta}$ thought as an operator on $\left(K+i K,\langle\cdot, \cdot\rangle_{s}\right)$. In particular, if $f$ is non negative, $f\left(\frac{1}{1+\delta}\right)$ is a positive operator on $K+i K$. Thus, in the following, it will not be necessary to specify what is the Hilbert space structure with respect to which such a functional calculus is considered.

Given now two standard subspaces $K_{1}, K_{2} \subset H$ and a real linear bounded operator $T: K_{1} \rightarrow K_{2}$, we denote by $T^{\dagger}: K_{2} \rightarrow K_{1}$ the adjoint of $T$ w.r.t. the real Hilbert space structures of $K_{1}, K_{2}$, namely $T^{\dagger}$ is the unique real linear bounded operator satisfying

$$
\operatorname{Re}\left\langle T^{\dagger} h, k\right\rangle=\operatorname{Re}\langle h, T k\rangle, \quad h \in K_{2}, k \in K_{1} .
$$

We remark, for future reference, that given a linear operator $T: K_{1}+i K_{1} \rightarrow$ $K_{2}+i K_{2}$ which is bounded with respect to the scalar products $\langle\cdot, \cdot\rangle_{s_{j}}, j=1,2$, and such that $T\left(K_{1}\right) \subset K_{2}$, with the notation $\hat{T}:=\left.T\right|_{K_{1}}$ one has, for all $k \in K_{1}$, $h_{1}, h_{2} \in K_{2}$,

$$
\begin{aligned}
\left\langle h_{1}+i h_{2}, T k\right\rangle_{s_{2}} & =2 \operatorname{Re}\left\langle h_{1}, \hat{T} k\right\rangle-2 i \operatorname{Re}\left\langle h_{2}, \hat{T} k\right\rangle \\
& =2 \operatorname{Re}\left\langle\hat{T}^{\dagger} h_{1}, k\right\rangle-2 i \operatorname{Re}\left\langle\hat{T}^{\dagger} h_{2}, k\right\rangle=\left\langle\hat{T}^{\dagger} h_{1}+i \hat{T}^{\dagger} h_{2}, k\right\rangle_{s_{1}} .
\end{aligned}
$$

Then the adjoint of $T$ coincides with the $\mathbb{C}$-linear extension of $\hat{T}^{\dagger}$ to $K_{2}+i K_{2}$, and therefore it will be denoted also by $T^{\dagger}$. Moreover, this entails $\left.T^{\dagger} T\right|_{K_{1}}=\hat{T}^{\dagger} \hat{T}$ and since, by functional calculus, $\left(T^{\dagger} T\right)^{1 / 2}$ maps $K_{1}$ into itself, and

$$
\operatorname{Re}\left\langle k,\left(T^{\dagger} T\right)^{1 / 2} k\right\rangle=\frac{1}{2}\left\langle k,\left(T^{\dagger} T\right)^{1 / 2} k\right\rangle_{s_{1}} \geq 0, \quad k \in K_{1},
$$

we conclude that the restriction to $K_{1}$ of $\left(T^{\dagger} T\right)^{1 / 2}$ coincides with $\left(\hat{T}^{\dagger} \hat{T}\right)^{1 / 2}$, namely

$$
\begin{equation*}
\left.|T|\right|_{K_{1}}=|\hat{T}| . \tag{2.2}
\end{equation*}
$$

We now introduce a natural notion of equivalence between standard subspaces.
Definition 2.3 Let $K_{1}, K_{2} \subset H$ be standard subspaces. A real linear bijection $Q$ : $K_{1} \rightarrow K_{2}$ is said to be a (real) symplectomorphism if $\operatorname{Im}\langle Q h, Q k\rangle=\operatorname{Im}\langle h, k\rangle$ for all $h, k \in K_{1}$.

Clearly, if $Q: K_{1} \rightarrow K_{2}$ is a symplectomorphism, the operators $W(Q k), k \in K_{1}$, still satisfy the CCRs, so that they generate a $\mathrm{C}^{*}$-algebra isomorphic to the one generated by the $W(k), k \in K_{1}$. It is then natural to ask for which $Q$ such isomorphism extends to an isomorphism between the corresponding second quantization von Neumann algebras $A\left(K_{1}\right)$ and $A\left(K_{2}\right)$.

Definition 2.4 Let $K_{1}, K_{2} \subset H$ be standard subspaces, and $Q: K_{1} \rightarrow K_{2}$ a symplectomorphism. An isomorphism of von Neumann algebras $\phi: A\left(K_{1}\right) \rightarrow A\left(K_{2}\right)$ such that $\phi(W(k))=W(Q k), k \in K_{1}$, is called the quasi-free (or Bogolubov) isomorphism induced by $Q$.

The following result characterizes those symplectomorphisms between standard subspaces which induce quasi-free isomorphisms between the corresponding second quantization von Neumann algebras in terms of their one particle modular structures.

Theorem 2.5 Let $K_{1}, K_{2} \subset H$ be standard subspaces, and $Q: K_{1} \rightarrow K_{2}$ be a (real) symplectomorphism. There exists an isomorphism $\phi: A\left(K_{1}\right) \rightarrow A\left(K_{2}\right)$ such that $\phi(W(h))=W(Q h), h \in K_{1}$, if and only if:
(i) $Q$ is bounded (w.r.t. the restriction to $K_{1}$ and $K_{2}$ of the norm $\|\cdot\|$ on $H$ );
(ii) the operator

$$
\begin{equation*}
\left[1+i R_{1}\right]^{\frac{1}{2}}-\left[i R_{1}+Q^{\dagger} Q\right]^{\frac{1}{2}} \tag{2.3}
\end{equation*}
$$

is Hilbert-Schmidt on $K_{1}+i K_{1}$.
Proof The statement is a direct application of [5]. Indeed, defining the indefinite inner product $\gamma:\left(K_{1}+i K_{1}\right) \times\left(K_{1}+i K_{1}\right) \rightarrow \mathbb{C}$

$$
\gamma(x, y):=\langle x, y\rangle-\left\langle s_{1} y, s_{1} x\right\rangle, \quad x, y \in K_{1}+i K_{1},
$$

one verifies at once that $\gamma\left(s_{1} x, s_{1} y\right)=-\gamma(y, x)$, and therefore one can consider the self-dual CCR algebra $\mathfrak{A}\left(K_{1}+i K_{1}, \gamma, s_{1}\right)$. Moreover one computes

$$
\gamma\left(h_{1}+i h_{2}, k_{1}+i k_{2}\right)=2 i \operatorname{Im}\left[\left\langle h_{1}, k_{1}\right\rangle+\left\langle h_{2}, k_{2}\right\rangle\right]-2 \operatorname{Im}\left[\left\langle h_{1}, k_{2}\right\rangle-\left\langle h_{2}, k_{1}\right\rangle\right],
$$

which easily entails $\langle Q x, Q y\rangle-\left\langle s_{2} Q y, s_{2} Q x\right\rangle=\gamma(x, y), x, y \in K_{1}+i K_{1}$, where $Q$ is extended to $K_{1}+i K_{1}$ by $\mathbb{C}$-linearity (thus getting a bijection onto $K_{2}+i K_{2}$ ). Therefore, if $S, S^{\prime}:\left(K_{1}+i K_{1}\right) \times\left(K_{1}+i K_{1}\right) \rightarrow \mathbb{C}$ are the Hermitian forms

$$
S(x, y):=\langle x, y\rangle, \quad S^{\prime}(x, y):=\langle Q x, Q y\rangle, \quad x, y \in K_{1}+i K_{1},
$$

one finds $S(x, y)-S\left(s_{1} y, s_{1} x\right)=\gamma(x, y)=S^{\prime}(x, y)-S^{\prime}\left(s_{1} y, s_{1} x\right), x, y \in K_{1}+i K_{1}$, which implies that $S, S^{\prime}$ define quasi-free states $\varphi, \varphi^{\prime}$ on $\mathfrak{A}\left(K_{1}+i K_{1}, \gamma, s_{1}\right)$ such that $\varphi\left(x^{*} y\right)=S(x, y)$ (and similarly for $\varphi^{\prime}, S^{\prime}$ ). Now clearly

$$
\begin{aligned}
& \langle x, y\rangle_{S}:=S(x, y)+S\left(s_{1} y, s_{1} x\right)=\langle x, y\rangle_{s_{1}} \\
& \langle x, y\rangle_{S^{\prime}}:=S^{\prime}(x, y)+S^{\prime}\left(s_{1} y, s_{1} x\right)=\langle Q x, Q y\rangle_{s_{2}}
\end{aligned}
$$

and, by Eq. (2.1),

$$
\left\|k_{1}+i k_{2}\right\|_{s_{1}}^{2}=2\left(\left\|k_{1}\right\|^{2}+\left\|k_{2}\right\|^{2}\right), \quad\left\|Q k_{1}+i Q k_{2}\right\|_{s_{2}}^{2}=2\left(\left\|Q k_{1}\right\|^{2}+\left\|Q k_{2}\right\|^{2}\right)
$$

Then the boundedness (with respect to the norm $\|\cdot\|$ on $H$ ) of $Q$, which implies, by the open mapping theorem, that of its inverse, is equivalent to the fact that $\langle\cdot, \cdot\rangle_{S}$ and $\langle\cdot, \cdot\rangle_{S^{\prime}}$ define the same topology on $K_{1}+i K_{1}$. Moreover, extending also $Q^{\dagger}$ to $K_{2}+i K_{2}$ by $\mathbb{C}$-linearity, by Eq. (2.1) and Proposition 2.1(iii) we get

$$
\begin{equation*}
\left\langle x, \frac{1}{2}\left[1+i R_{1}\right] y\right\rangle_{s_{1}}=S(x, y), \quad\left\langle x, \frac{1}{2}\left[i R_{1}+Q^{\dagger} Q\right] y\right\rangle_{s_{1}}=S^{\prime}(x, y) \tag{2.4}
\end{equation*}
$$

Then by the main result of [5] (Theorem on p. 285) the existence of the isomorphism $\phi: A\left(K_{1}\right) \rightarrow A\left(K_{2}\right)$ is equivalent to the operator $\left[1+i R_{1}\right]^{\frac{1}{2}}-\left[i R_{1}+Q^{\dagger} Q\right]^{\frac{1}{2}}$ being Hilbert-Schmidt on $K_{1}+i K_{1}$ equipped with the scalar product $\langle\cdot, \cdot\rangle_{s_{1}}$.

It is worth pointing out that thanks to (2.1), the restriction of $\langle\cdot, \cdot\rangle_{s_{1}}$ to $K_{1}$ is (a multiple of) the real scalar product $\operatorname{Re}\langle\cdot, \cdot\rangle$ of $K_{1}$. This implies that an orthonormal basis of the real Hilbert space $K_{1}$ is also an orthonormal basis of the complex Hilbert space $K_{1}+i K_{1}$ (up to a common normalization), and therefore (also thanks to Eq. (2.2)) an operator on $K_{1}+i K_{1}$ mapping $K_{1}$ into itself is Hilbert-Schmidt (resp. trace class) on $K_{1}+i K_{1}$ if and only if its restriction is Hilbert-Schmidt (resp. trace class) on $K_{1}$. Then, in particular, by [19, Lemma 4.1] a sufficient condition for (ii) is that

$$
\left[1+i R_{1}\right]-\left[i R_{1}+Q^{\dagger} Q\right]=1-Q^{\dagger} Q
$$

is trace class on $K_{1}$. On the other hand, given bounded operators $A_{j}, B_{j}$ on $K_{1}$ such that $A_{j}-B_{j}$ is in a Schatten class, $j=1,2$, then by the identity

$$
\begin{equation*}
A_{1} B_{1}-A_{2} B_{2}=A_{1}\left(B_{1}-B_{2}\right)+\left(A_{1}-A_{2}\right) B_{2} \tag{2.5}
\end{equation*}
$$

one sees that $A_{1} B_{1}-A_{2} B_{2}$ is again in the same Schatten class. Therefore, a necessary condition for (ii) is that $1-Q^{\dagger} Q$ is Hilbert-Schmidt on $K_{1}$. Moreover, it follows easily from [5, Proposition 6.6(iv)], by arguments similar to those in the proof of the above theorem, that another condition equivalent to (ii) is that the operators

$$
\begin{gather*}
1-Q^{\dagger} Q \\
\sqrt{\frac{1}{2}\left(1+i R_{1}\right)}-Q^{-1} \sqrt{\frac{1}{2}\left(1+i R_{2}\right)} Q=\frac{1}{\sqrt{1+\delta_{1}}}-Q^{-1} \frac{1}{\sqrt{1+\delta_{2}}} Q \tag{2.6}
\end{gather*}
$$

are both Hilbert-Schmidt on $K_{1}+i K_{1}$. (Notice that the second operator is not necessarily self-adjoint on $K_{1}+i K_{1}$.)

Corollary 2.6 Let $K_{1}, K_{2} \subset H$ be factorial standard subspaces, and $Q: K_{1} \rightarrow K_{2}$ be a symplectomorphism. There exists an isomorphism $\phi: A\left(K_{1}\right) \rightarrow A\left(K_{2}\right)$ such that $\phi(W(h))=W(Q h), h \in K_{1}$, if and only if:

$$
\begin{align*}
& {\left[1+i R_{1}\right]^{\frac{1}{2}}-\left[i R_{1}+R_{1} Q^{-1} R_{2}^{-1} Q\right]^{\frac{1}{2}}} \\
& \quad=\left[1+\frac{1-\delta_{1}}{1+\delta_{1}}\right]^{\frac{1}{2}}-\left[\frac{1-\delta_{1}}{1+\delta_{1}}+\frac{1-\delta_{1}}{1+\delta_{1}} Q^{-1} \frac{1+\delta_{2}}{1-\delta_{2}} Q\right]^{\frac{1}{2}} \tag{2.7}
\end{align*}
$$

is Hilbert-Schmidt on $K_{1}+i K_{1}$, where, by a slight abuse of notation, the unique bounded extension to $K_{2}+i K_{2}$ of $R_{1} Q^{-1} R_{2}^{-1}: R_{2}\left(K_{2}+i K_{2}\right) \rightarrow K_{1}+i K_{1}$ (which exists in the above hypotheses) is denoted by the same symbol.

Proof We start by observing that the operator (2.7) is a priori densely defined and bounded. Indeed, for all $h \in K_{1}, k \in R_{2} K_{2}$, there holds

$$
\begin{align*}
\operatorname{Re}\langle Q h, k\rangle & =\operatorname{Re}\left\langle Q h, R_{2} R_{2}^{-1} k\right\rangle=\operatorname{Im}\left\langle Q h, R_{2}^{-1} k\right\rangle  \tag{2.8}\\
& =\operatorname{Im}\left\langle h, Q^{-1} R_{2}^{-1} k\right\rangle=\operatorname{Re}\left\langle h, R_{1} Q^{-1} R_{2}^{-1} k\right\rangle .
\end{align*}
$$

Thanks to Proposition 2.2(i) and to (2.1), this implies that, in the unbounded operator sense, $Q^{\dagger} \supset R_{1} Q^{-1} R_{2}^{-1}$ is densely defined as an operator from $K_{2}+i K_{2}$ to $K_{1}+i K_{1}$, so that $Q$ is closable and, being everywhere defined, it is closed. Thus, by polar decomposition and the Hellinger-Toeplitz theorem, it is bounded. Moreover $R_{1} Q^{-1} R_{2}^{-1}$ and $R_{1} Q^{-1} R_{2}^{-1} Q$ extend uniquely to the bounded operators $Q^{\dagger}$ and $Q^{\dagger} Q$. The statement then follows at once from Theorem 2.5.

We notice also that if $K_{j}$ is a factor and $\delta_{j}$ is bounded on $H$ (or, equivalently, $\left.0 \notin \sigma\left(\delta_{j}\right)\right), j=1,2$, then for the existence of the quasi-free isomorphism $\phi$ :
$A\left(K_{1}\right) \rightarrow A\left(K_{2}\right)$ it is actually sufficient that $1-Q^{\dagger} Q$ is Hilbert-Schmidt on $K_{1}$ (equivalently, on $K_{1}+i K_{1}$ w.r.t. $\langle\cdot, \cdot\rangle_{s_{1}}$ ). Indeed,

$$
1-Q^{\dagger} Q=\left[1+\frac{1-\delta_{1}}{1+\delta_{1}}\right]-\left[\frac{1-\delta_{1}}{1+\delta_{1}}+Q^{\dagger} Q\right]
$$

and, from the boundedness of $\delta_{1}$, we see that 0 does not belong to the spectrum of $1+\frac{1-\delta_{1}}{1+\delta_{1}}=\frac{2}{1+\delta_{1}}$ on $K_{1}+i K_{1}$. This follows from the identity, valid for $x \in K_{1}+i K_{1}$, $\left\langle x, \frac{1}{1+\delta_{1}} x\right\rangle_{s_{1}}=\left\langle x, \frac{1}{1+\delta_{1}} x\right\rangle+\left\langle s_{1} \frac{1}{1+\delta_{1}} x, s_{1} x\right\rangle=\left\langle x,\left(1+\delta_{1}\right) \frac{1}{1+\delta_{1}} x\right\rangle=\|x\|^{2}$,
which, thanks to the boundedness of $\delta_{1}$, implies

$$
\|x\|_{s_{1}}^{2}=\langle x, x\rangle_{s_{1}}=\left\langle x,\left(1+\delta_{1}\right) x\right\rangle \leq\left(1+\left\|\delta_{1}\right\|\right)\|x\|^{2}=\left(1+\left\|\delta_{1}\right\|\right)\left\langle x, \frac{1}{1+\delta_{1}} x\right\rangle_{s_{1}},
$$

i.e., $\frac{1}{1+\delta_{1}}$ is bounded below away from 0 on $K_{1}+i K_{1}$. Moreover

$$
\frac{1-\delta_{1}}{1+\delta_{1}}+Q^{\dagger} Q=Q^{\dagger}\left(\left(Q^{\dagger}\right)^{-1} \frac{1-\delta_{1}}{1+\delta_{1}}+Q\right)=Q^{\dagger}\left(\frac{1-\delta_{2}}{1+\delta_{2}} Q+Q\right)=Q^{\dagger} \frac{2}{1+\delta_{2}} Q
$$

is also invertible with bounded inverse on $K_{1}+i K_{1}$, i.e., its spectrum does not contain 0 either, so we can apply [14, Theorem 4.1] with $f(\lambda)=\lambda^{1 / 2}$ and obtain that (2.7) is Hilbert-Schmidt on $K_{1}+i K_{1}$.

Remark 2.7 Given a standard (factorial) subspace $K$, the quasi-free automorphisms $\phi: A(K) \rightarrow A(K)$ clearly form a subgroup of the automorphism group of $A(K)$. Theorem 2.5 and Corollary 2.6 then imply that the same is true for the (bounded) symplectomorphisms $Q: K \rightarrow K$ such that

$$
\begin{equation*}
\left[1+\frac{1-\delta}{1+\delta}\right]^{\frac{1}{2}}-\left[\frac{1-\delta}{1+\delta}+Q^{\dagger} Q\right]^{\frac{1}{2}} \tag{2.9}
\end{equation*}
$$

is Hilbert-Schmidt on $K+i K$.
In the factorial case, a criterion for the existence of quasi-free isomorphisms related to the one in Theorem 2.5 could be obtained by using, instead of [5], the results of [25], but, due to the somewhat different assumptions of the latter work, a direct comparison between the two is not completely straightforward.

The main issue is the fact that, in order to be able to apply [25] to our setting, we would need to assume that $Q: K_{1} \rightarrow K_{2}$ maps $C^{\infty}\left(A_{1}\right) \cap K_{1}$ onto $C^{\infty}\left(A_{2}\right) \cap K_{2}$, where $A_{j}:=R_{j}^{-1}=-i \frac{\delta_{j}+1}{\delta_{j}-1}, j=1,2$. Such an hypothesis appears problematic from the point of view of the applications to QFT that we have in mind (see next section).

Another possibility would be to require that $1 \notin \sigma\left(\delta_{j}\right)$ (which is also not true in QFT [12, end of Sect. 3]), so that $A_{j}$ is everywhere defined on $K_{j}, j=1,2$. The
necessary and sufficient condition for the quasi-equivalence of quasi-free states of the Weyl algebra found in [25] could then be rephrased in our language by saying that $Q$ induces a quasi-free automorphism $\phi: A\left(K_{1}\right) \rightarrow A\left(K_{2}\right)$ if and only if

$$
1-\frac{1-\delta_{1}^{1 / 2}}{1+\delta_{1}^{1 / 2}} Q^{-1} \frac{1+\delta_{2}^{1 / 2}}{1-\delta_{2}^{1 / 2}} Q=1-\tanh \left(\frac{1}{4} \log \delta_{1}\right) Q^{-1} \operatorname{coth}\left(\frac{1}{4} \log \delta_{2}\right) Q(2.10)
$$

is Hilbert-Schmidt on $K_{1}$. We notice explicitly that it is not too difficult to provide a direct argument showing that if (2.10) is Hilbert-Schmit on $K_{1}$ then the same is true for (2.7).

Remark 2.8 In [17, Theorem 4.9] a necessary and sufficient condition on $Q$ for the innerness of the associated quasi-free automorphism is given. Such condition then of course implies the validity of the condition in Rem. 2.7, although a direct proof seems not to be immediate. In particular, a sufficient condition for the innerness is that $(Q-1) \frac{1+\delta}{1-\delta} i$ is Hilbert-Schmidt on $K$. By the boundedness of $\frac{1-\delta}{1+\delta}$ this entails that $Q-1$, and then $Q^{\dagger}-1$, are Hilbert-Schmidt on $K$, and thus on $K+i K$. This in turn, by the identity (2.5), implies that $1-Q^{\dagger} Q$ is Hilbert-Schmidt on $K+i K$, and, by the boundedness of $Q^{-1}$ and of $\frac{1}{\sqrt{1+\delta}}$,

$$
\frac{1}{\sqrt{1+\delta}}-Q^{-1} \frac{1}{\sqrt{1+\delta}} Q=Q^{-1}\left[\frac{1}{\sqrt{1+\delta}}(1-Q)-(1-Q) \frac{1}{\sqrt{1+\delta}}\right]
$$

is Hilbert-Schmidt on $K+i K$ too.

Remark 2.9 In the setting of Fock states/representations, a classical result by Shale [22] shows that given a complex Hilbert space $H$ and setting Re $H:=H$ as a real Hilbert space with its natural real inner product, the quasi-free automorphism of the associated Weyl $C^{*}$-algebra corresponding to $T \in \operatorname{Sp}(\operatorname{Re} H):=\{T \in B(\operatorname{Re} H) \mid T(\operatorname{Re} H)=$ $\operatorname{Re} H, \operatorname{Im}\langle T x, T y\rangle=\operatorname{Im}\langle x, y\rangle, x, y \in \operatorname{Re} H\}$ is unitarily implemented if and only if $|T|-1$ is Hilbert-Schmidt on $\operatorname{Re} H$. Note however that the representation of the Weyl $\mathrm{C}^{*}$-algebra associated to the symplectic space $(K, \operatorname{Im}\langle\cdot, \cdot\rangle)$ provided by the Weyl operators $W(k), k \in K$, on $e^{H}$ is not a Fock one, as $A(K) \neq B\left(e^{H}\right)$.

## 3 Applications to QFT

In this section we discuss some applications of the above general framework to second quantization von Neumman algebras arising in the description of free field models in the algebraic approach to quantum field theory.

### 3.1 Free Scalar Field in d>1

In $H=L^{2}\left(\mathbb{R}^{d}\right), d=2,3$, for a given mass $m \geq 0$ consider the standard factor subspace [2, 12]

$$
\begin{equation*}
K_{m}=\omega_{m}^{-\frac{1}{2}} H_{\mathbb{R}}^{-\frac{1}{2}}(B)+i \omega_{m}^{\frac{1}{2}} H_{\mathbb{R}}^{\frac{1}{2}}(B), \tag{3.1}
\end{equation*}
$$

where $\omega_{m}^{s}$ is the multiplication operator by $\omega_{m}(p)^{s}=\left(m^{2}+p^{2}\right)^{s / 2}$ in Fourier transform, $B \subset \mathbb{R}^{d}$ is the ball of radius 1 centered around the origin, and $H_{\mathbb{R}}^{s}(B)$ is the closure of $C_{c}^{\infty}(B, \mathbb{R})$ in the Sobolev space of real tempered distributions $f$ such that

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} d p\left(1+p^{2}\right)^{s}|\hat{f}(p)|^{2}<+\infty \tag{3.2}
\end{equation*}
$$

Proposition 3.1 The one particle Tomita operator $s_{m}: K_{m}+i K_{m} \rightarrow K_{m}+i K_{m}$ is unbounded on $H$.

Proof We first notice that $K_{m}+i K_{m}=\omega_{m}^{-\frac{1}{2}} H^{-\frac{1}{2}}(B)+i \omega_{m}^{\frac{1}{2}} H^{\frac{1}{2}}(B)$ with $H^{s}(B)=$ $H_{\mathbb{R}}^{s}(B)+i H_{\mathbb{R}}^{s}(B)$ the Sobolev space of complex tempered distributions such that (3.2) holds, and that

$$
s_{m}\left(\omega_{m}^{-\frac{1}{2}} f+i \omega_{m}^{\frac{1}{2}} g\right)=\omega_{m}^{-\frac{1}{2}} \bar{f}+i \omega_{m}^{\frac{1}{2}} \bar{g}, \quad f \in H^{-1 / 2}(B), g \in H^{1 / 2}(B)
$$

Consider now a sequence $\left\{f_{n}\right\} \subset H^{-1 / 2}(B)$ converging to some $f \in H^{-1 / 2}(B)$, and set $g_{n}:=i \omega_{m}^{-1} f_{n} \in H^{1 / 2}(B), n \in \mathbb{N}$. Then

$$
\begin{aligned}
& \left\|\omega_{m}^{-\frac{1}{2}} f+i \omega_{m}^{\frac{1}{2}} g_{n}\right\|=\left\|\omega_{m}^{-\frac{1}{2}}\left(f-f_{n}\right)\right\| \rightarrow 0 \\
& \left\|s_{m}\left(\omega_{m}^{-\frac{1}{2}} f+i \omega_{m}^{\frac{1}{2}} g_{n}\right)\right\|=\left\|\omega_{m}^{-\frac{1}{2}} \bar{f}+i \omega_{m}^{\frac{1}{2}} \bar{g}_{n}\right\|=\left\|\omega_{m}^{-\frac{1}{2}}\left(\bar{f}+\bar{f}_{n}\right)\right\| \rightarrow 2\left\|\omega_{m}^{-\frac{1}{2}} \bar{f}\right\|,
\end{aligned}
$$

thus proving the statement.

Given now two masses $m_{1}, m_{2} \geq 0$, the operator $Q: K_{m_{1}} \rightarrow K_{m_{2}}$ defined by

$$
Q: \omega_{m_{1}}^{-\frac{1}{2}} f+i \omega_{m_{1}}^{\frac{1}{2}} g \mapsto \omega_{m_{2}}^{-\frac{1}{2}} f+i \omega_{m_{2}}^{\frac{1}{2}} g, \quad f \in H_{\mathbb{R}}^{-\frac{1}{2}}(B), g \in H_{\mathbb{R}}^{\frac{1}{2}}(B)
$$

is a symplectomorphism which of course depends on both $m_{1}$ and $m_{2}$, but we will omit to indicate this explicitly in order to simplify the notation. By the result of EckmannFröhlich [10], $Q$ induces an isomorphism of the corresponding second quantization algebras. Therefore, by Corollary 2.6, condition (2.7) holds for the modular operators $\delta_{m_{j}}$ associated to $K_{m_{j}}$. As already mentioned, it seems desirable to have a proof of the results of [10] using modular theory. In the remainder of this section we provide some first steps in this direction.

Given $m \geq 0$, consider the following real subspaces of $L^{2}\left(\mathbb{R}^{d}\right)$ :

$$
\mathcal{L}_{\varphi}:=\overline{\omega_{m}^{-1 / 2} \mathcal{D}_{\mathbb{R}}(B)}, \quad \mathcal{L}_{\pi}:=\overline{\omega_{m}^{1 / 2} \mathcal{D}_{\mathbb{R}}(B)}
$$

(closure in the $L^{2}$ norm), and the respective orthogonal projections $E_{\varphi}, E_{\pi}$, w.r.t. the real scalar product $\operatorname{Re}\langle\cdot, \cdot\rangle$. Since $\omega_{m}$ maps real functions to real functions, it is clear that $\mathcal{L}_{\varphi}$ and $i \mathcal{L}_{\pi}$ are real orthogonal. Moreover it is easy to check that

$$
H_{\mathbb{R}}^{-1 / 2}(B)=\omega_{m}^{1 / 2} \mathcal{L}_{\varphi}, \quad H_{\mathbb{R}}^{1 / 2}(B)=\omega_{m}^{-1 / 2} \mathcal{L}_{\pi}
$$

and therefore $K_{m}=\mathcal{L}_{\varphi}+i \mathcal{L}_{\pi}$ and the real projection $E_{K_{m}}: L^{2}\left(\mathbb{R}^{d}\right) \rightarrow K_{m}$ satisfies $E_{K_{m}}=E_{\varphi}-i E_{\pi} i$.

In the following, we will consider the symplectomorphism $Q$ in the case $m_{1}=$ $m>0, m_{2}=0$, which is the most interesting one.

Lemma 3.2 The symplectomorphism $Q: K_{m} \rightarrow K_{0}$ is bounded and there holds, on $K_{m}$,

$$
\begin{equation*}
Q^{\dagger} Q=\left.\left(E_{\varphi} \frac{\omega_{m}}{\omega_{0}} E_{\varphi}+i E_{\pi} \frac{\omega_{0}}{\omega_{m}} E_{\pi} i\right)\right|_{K_{m}} \tag{3.3}
\end{equation*}
$$

Proof The boundedness of $Q$ follows from the factoriality of $K_{m}, K_{0}$ (see the proof of Corollary 2.6), but it can also be proven directly as a consequence of [12, Proposition A.2], cf. the proof of Theorem 3.4 below. If $f, f^{\prime} \in H_{\mathbb{R}}^{-1 / 2}(B), g, g^{\prime} \in H_{\mathbb{R}}^{1 / 2}(B)$, from the identity

$$
\begin{aligned}
\operatorname{Re}\left\langle\omega_{0}^{-1 / 2} f\right. & \left.+i \omega_{0}^{1 / 2} g, \omega_{0}^{-1 / 2} f^{\prime}+i \omega_{0}^{1 / 2} g^{\prime}\right\rangle \\
& =\left\langle f, \omega_{0}^{-1} f^{\prime}\right\rangle+\left\langle g, \omega_{0} g^{\prime}\right\rangle \\
& =\left\langle\omega_{m}^{1 / 2} \omega_{0}^{-1} f, \omega_{m}^{-1 / 2} f^{\prime}\right\rangle+\left\langle\omega_{m}^{-1 / 2} \omega_{0} g, \omega_{m}^{1 / 2} g^{\prime}\right\rangle \\
& =\operatorname{Re}\left\langle E_{K_{m}}\left(\omega_{m}^{1 / 2} \omega_{0}^{-1} f+i \omega_{m}^{-1 / 2} \omega_{0} g\right), \omega_{m}^{-1 / 2} f^{\prime}+i \omega_{m}^{1 / 2} g^{\prime}\right\rangle
\end{aligned}
$$

there follows, for $\psi \in K_{m}$,

$$
Q^{\dagger} Q \psi=E_{K_{m}}\left(\frac{\omega_{m}}{\omega_{0}} \operatorname{Re} \psi+i \frac{\omega_{0}}{\omega_{m}} \operatorname{Im} \psi\right)=\left(E_{\varphi}-i E_{\pi} i\right)\left(\frac{\omega_{m}}{\omega_{0}} E_{\varphi}+i \frac{\omega_{0}}{\omega_{m}} E_{\pi} i\right) \psi
$$

Eq. (3.3) then follows by observing that the ranges of $i \frac{\omega_{0}}{\omega_{m}} E_{\pi}$ and $i \frac{\omega_{m}}{\omega_{0}} E_{\varphi}$ are made of purely imaginary functions, and therefore they are real orthogonal to $\mathcal{L}_{\varphi}$ and $\mathcal{L}_{\pi}$ respectively, which entails $E_{\varphi} i \frac{\omega_{0}}{\omega_{m}} E_{\pi}=0$ and $i E_{\pi} i \frac{\omega_{m}}{\omega_{0}} E_{\varphi}=0$.

There is another way to arrive to the same result, which is somewhat less direct but it has the advantage of making more apparent the connection with other related work, notably $[12,18]$. It is based on the observation that the map

$$
\begin{equation*}
H^{-1 / 2}(B) \oplus H^{1 / 2}(B) \ni(f, g) \mapsto 2^{-1 / 2}\left(\omega_{m}^{-1 / 2} f-i \omega_{m}^{1 / 2} g\right) \in K_{m}+i K_{m} \tag{3.4}
\end{equation*}
$$

defines a unitary equivalence between $H^{-1 / 2}(B) \oplus H^{1 / 2}(B)$ and $K_{m}+i K_{m}$, with its own Hilbert space structure. Under this identification, it is not hard to see that, thanks to [12, Sect. 3],

$$
Q^{\dagger} Q=\frac{1-\delta_{m}}{1+\delta_{m}} Q^{-1} \frac{1+\delta_{0}}{1-\delta_{0}} Q=\left(\begin{array}{cc}
P_{m}^{-} \omega_{m} P_{m}^{+} \chi_{B} \omega_{0}^{-1} & 0  \tag{3.5}\\
0 & P_{m}^{+} \omega_{m}^{-1} P_{m}^{-} \chi_{B} \omega_{0}
\end{array}\right)
$$

(on $H^{-1 / 2}(B) \oplus H^{1 / 2}(B)$ ), where $P_{m}^{ \pm}$denotes the orthogonal projection from the global Sobolev space $H_{m}^{ \pm 1 / 2}\left(\mathbb{R}^{d}\right)$ onto $H^{ \pm 1 / 2}(B)$. Formula (3.3) is then obtained by observing that the restriction of (3.4) to $H_{\mathbb{R}}^{-1 / 2}(B) \oplus H_{\mathbb{R}}^{1 / 2}(B)$ is onto $K_{m} \subset L^{2}\left(\mathbb{R}^{d}\right)=$ $L_{\mathbb{R}}^{2}\left(\mathbb{R}^{d}\right) \oplus L_{\mathbb{R}}^{2}\left(\mathbb{R}^{d}\right)$, and is given by the direct sum of the (restriction to $H_{\mathbb{R}}^{ \pm 1 / 2}(B)$ of the) natural unitaries from $H_{\mathbb{R}}^{ \pm 1 / 2}\left(\mathbb{R}^{d}\right)$ onto $L_{\mathbb{R}}^{2}\left(\mathbb{R}^{d}\right)$ mapping $f$ into $\omega_{m}^{ \pm 1 / 2} f$.

We are now ready prove the Hilbert-Schmidt property of $1-Q^{\dagger} Q$. To this end, it is useful to observe that indeed

$$
E_{\varphi}=\omega_{m}^{-1 / 2} \chi \omega_{m}^{1 / 2} E_{\varphi}, \quad E_{\pi}=\omega_{m}^{1 / 2} \chi \omega_{m}^{-1 / 2} E_{\pi}
$$

for any $\chi \in \mathcal{D}_{\mathbb{R}}\left(\mathbb{R}^{d}\right)$ such that $\chi=1$ on $B$.
Theorem 3.3 For $d=2,3$, the operator $1-Q^{\dagger} Q$ is Hilbert-Schmidt on $K_{m}+i K_{m}$. Moreover, $\lim _{m \rightarrow 0^{+}}\left\|1-Q^{\dagger} Q\right\|_{2}=0$.

Proof For the first claim, it suffices to show that $1-Q^{\dagger} Q$ is Hilbert-Schmidt on $K_{m}$ equipped with the restriction of the scalar product of $K_{m}+i K_{m}$, which coincides (up to a multiplicative constant) with the real part of the standard scalar product of $L^{2}\left(\mathbb{R}^{d}\right)$. Since this induces the same norm as the full scalar product of $L^{2}\left(\mathbb{R}^{d}\right)$, we can equivalently prove that $E_{K_{m}}\left(1-Q^{\dagger} Q\right) E_{K_{m}}=E_{K_{m}}-Q^{\dagger} Q E_{K_{m}}$ is Hilbert-Schmidt on $L^{2}\left(\mathbb{R}^{d}\right)$. Now,

$$
\begin{align*}
E_{K_{m}}-Q^{\dagger} Q E_{K_{m}} & =E_{\varphi}-i E_{\pi} i-\left(E_{\varphi} \frac{\omega_{m}}{\omega_{0}} E_{\varphi}+i E_{\pi} \frac{\omega_{0}}{\omega_{m}} E_{\pi} i\right)\left(E_{\varphi}-i E_{\pi} i\right) \\
& =E_{\varphi}\left(1-\frac{\omega_{m}}{\omega_{0}}\right) E_{\varphi}-i E_{\pi}\left(1-\frac{\omega_{0}}{\omega_{m}}\right) E_{\pi} i \tag{3.6}
\end{align*}
$$

If we prove that both the two terms in the last sum are Hilbert-Schmidt we are done. Let us start with

$$
E_{\varphi}\left(1-\frac{\omega_{m}}{\omega_{0}}\right) E_{\varphi}=E_{\varphi} \omega_{m}^{1 / 2} \chi \omega_{m}^{-1 / 2}\left(1-\frac{\omega_{m}}{\omega_{0}}\right) \omega_{m}^{-1 / 2} \chi \omega_{m}^{1 / 2} E_{\varphi}
$$

We will actually prove that $\omega_{m}^{1 / 2} \chi \omega_{m}^{-1 / 2}\left(1-\frac{\omega_{m}}{\omega_{0}}\right) \omega_{m}^{-1 / 2} \chi \omega_{m}^{1 / 2}$ is Hilbert-Schmidt by showing that its integral kernel

$$
\omega_{m}(p)^{1 / 2}\left[\int_{\mathbb{R}^{d}} d q \hat{\chi}(p-q)\left(\frac{1}{\omega_{m}(q)}-\frac{1}{\omega_{0}(q)}\right) \hat{\chi}(q-k)\right] \omega_{m}(k)^{1 / 2}
$$

is in $L^{2}\left(\mathbb{R}^{2 d}\right)$. In doing so, we will keep track of the dependency on $m$ of our estimates, in order to gain control on the $m \rightarrow 0$ limit of the Hilbert-Schmidt norm of this operator. In particular, we will use capital letters, without any index, to denote positive constants independent of $m$. Writing for brevity $F(q)=\frac{1}{\omega_{0}(q)}-\frac{1}{\omega_{m}(q)}=$ $\frac{m^{2}}{\omega_{0}(q) \omega_{m}(q)\left(\omega_{0}(q)+\omega_{m}(q)\right)}, q \in \mathbb{R}^{d}$, we have to show that

$$
\begin{align*}
& \int_{\mathbb{R}^{d}} d p \omega_{m}(p) \int_{\mathbb{R}^{d}} d q_{1} \int_{\mathbb{R}^{d}} d q_{2}\left|\hat{\chi}\left(p-q_{1}\right)\right|\left|\hat{\chi}\left(p-q_{2}\right)\right| \\
& \quad \times\left[\int_{\mathbb{R}^{d}} d k \omega_{m}(k)\left|\hat{\chi}\left(q_{1}-k\right)\right|\left|\hat{\chi}\left(q_{2}-k\right)\right|\right] F\left(q_{1}\right) F\left(q_{2}\right) \tag{3.7}
\end{align*}
$$

is convergent. Now, since $\hat{\chi}$ is a Schwarz function, the integral in the square brackets can be estimated, for sufficiently large $n$, by an $m$-independent constant times

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} d k \frac{\max \{1, m\}(1+|k|)}{\left(1+\left|q_{1}-k\right|\right)^{n}\left(1+\left|q_{2}-k\right|\right)^{n}} & =\int_{\mathbb{R}^{d}} d h \frac{\max \{1, m\}\left(1+\left|q_{1}-h\right|\right)}{(1+|h|)^{n}\left(1+\left|q_{2}-q_{1}+h\right|\right)^{n}} \\
& \leq C \max \{1, m\}\left(\left|q_{1}\right|+1\right)
\end{aligned}
$$

Moreover, we have that $F(q)$ is bounded by $C_{m}|q|^{-1}(1+|q|)^{-2}$ for a suitable constant $C_{m}>0$, and by the inequality

$$
\frac{m^{2}(1+|q|)^{2}}{m^{2}+|q|^{2}}=\frac{1+|q|^{2}}{1+\frac{|q|^{2}}{m^{2}}} \leq 1 \quad \text { for } 0<m \leq 1, q \in \mathbb{R}^{d}
$$

we can take $C_{m}=1$ for $0<m \leq 1$. This, together with the previous estimate, entails that the double integral in $q_{1}$ and $q_{2}$ can be majorised by a product of two integrals of the form

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} d q \frac{|\hat{\chi}(p-q)|}{|q|(1+|q|)^{s}} \tag{3.8}
\end{equation*}
$$

with $s=1$ and $s=2$, respectively. Each of the latter integrals is in turn bounded, for $|p|>1$ and $n>d+1$, by

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} & \frac{d q}{|q|(1+|q|)^{s}(1+|p-q|)^{n}} \\
= & \int_{|q| \leq|p| / 2} \frac{d q}{|q|(1+|q|)^{s}(1+|p-q|)^{n}} \\
& +\int_{|q| \geq|p| / 2} \frac{d q}{|q|(1+|q|)^{s}(1+|p-q|)^{n}} \\
\leq & \frac{1}{(1+|p| / 2)^{n}} \int_{|q| \leq|p| / 2} \frac{d q}{|q|(1+|q|)^{s}} \\
& +\frac{2}{|p|(1+|p| / 2)^{s}} \int_{|q| \geq|p| / 2} \frac{d q}{(1+|p-q|)^{n}} \\
\leq & C\left[\frac{1}{(1+|p|)^{n-d+s}}+\frac{1}{(1+|p|)^{s+1}}\right] \leq \frac{C^{\prime}}{(1+|p|)^{s+1}}
\end{aligned}
$$

where in the last but one inequality we have exploited the fact that the first integral diverges for large $|p|$ like $|p|^{d-s}$, and the second one is bounded by the integral over all $\mathbb{R}^{d}$, which is independent of $p$. This finally shows that the integral (3.7) is dominated by

$$
C^{\prime \prime} C_{m} \max \{1, m\} \int_{\mathbb{R}^{d}} d p \frac{\omega_{m}(p)}{(1+|p|)^{5}} \leq C^{\prime \prime} C_{m} \max \{1, m\}^{2} \int_{\mathbb{R}^{d}} \frac{d p}{(1+|p|)^{4}}<+\infty
$$

Analogously, proving the Hilbert-Schmidt property for the second term in (3.6) amounts to showing that

$$
\begin{align*}
& \int_{\mathbb{R}^{d}} \frac{d p}{\omega_{m}(p)} \int_{\mathbb{R}^{d}} d q_{1} \int_{\mathbb{R}^{d}} d q_{2}\left|\hat{\chi}\left(p-q_{1}\right)\right|\left|\hat{\chi}\left(p-q_{2}\right)\right| \\
& \quad \times\left[\int_{\mathbb{R}^{d}} d k \frac{\left|\hat{\chi}\left(q_{1}-k\right)\right|\left|\hat{\chi}\left(q_{2}-k\right)\right|}{\omega_{m}(k)}\right] G\left(q_{1}\right) G\left(q_{2}\right)<+\infty, \tag{3.9}
\end{align*}
$$

with $G(q):=\omega_{m}(q)-\omega_{0}(q)=\frac{m^{2}}{\omega_{m}(q)+\omega_{0}(q)}$. The integral in square brackets can now be bounded for large $n$ by an $m$-independent constant times

$$
\begin{aligned}
& \int_{\mathbb{R}^{d}} \frac{d k}{\omega_{m}(k)\left(1+\left|q_{1}-k\right|\right)^{n}} \\
& =\frac{1}{1+\left|q_{1}\right|} \int_{\mathbb{R}^{d}} d h \frac{1+\left|q_{1}\right|}{\omega_{m}\left(q_{1}-h\right)(1+|h|)^{n}} \\
& \leq \frac{1}{1+\left|q_{1}\right|} \int_{\mathbb{R}^{d}} d h\left[\frac{1+\left|q_{1}-h\right|}{\omega_{m}\left(q_{1}-h\right)} \frac{1}{(1+|h|)^{n}}+\frac{1}{m} \frac{|h|}{(1+|h|)^{n}}\right] \\
& \leq \frac{C}{m} \frac{1}{1+\left|q_{1}\right|},
\end{aligned}
$$

where we used the straightforward estimate

$$
\frac{1+|k|}{\omega_{m}(k)} \leq \frac{1+m^{2}}{\left(m^{2}+m^{4}\right)^{1 / 2}} \leq \frac{C^{\prime}}{m}, \quad k \in \mathbb{R}^{d}
$$

Furthermore, $G(q)$ is bounded by $m C_{m}(1+|q|)^{-1}$ for a suitable constant $C_{m}>0$, and by the estimate

$$
\frac{m^{2}(1+|q|)}{|q|+\omega_{m}(q)} \leq m \frac{1+|q|}{\left(1+|q|^{2}\right)^{1 / 2}}, \quad 0<m \leq 1, q \in \mathbb{R}^{d}
$$

we see that we can assume that $C_{m}$ does not depend on $m$ for $0<m \leq 1$. Therefore, reasoning as above we see that in place of (3.8) we have a product of two integrals of the form

$$
\int_{\mathbb{R}^{d}} d q \frac{|\hat{\chi}(p-q)|}{(1+|q|)^{s}} \leq \frac{C^{\prime \prime}}{(1+|p|)^{s}}
$$

with $s=1$ and $s=2$, so that finally (3.9) is bounded by

$$
m C^{\prime \prime \prime} C_{m}^{2} \int_{\mathbb{R}^{d}} \frac{d p}{\omega_{m}(p)(1+|p|)^{3}} \leq m C^{\prime \prime \prime} C_{m}^{2} \int_{\mathbb{R}^{d}} \frac{d p}{|p|(1+|p|)^{3}}<+\infty
$$

which concludes the proof of the first statement.
Concerning the proof of the second statement, we first observe that, by what we saw above, the Hilbert-Schmidt norm of $1-Q^{\dagger} Q$ on $K_{m}+i K_{m}$ is proportional to the Hilbert-Schmidt norm of (3.6) on $L^{2}\left(\mathbb{R}^{d}\right)$. The fact that this latter norm vanishes for $m \rightarrow 0^{+}$is then a straightforward application of the dominated convergence theorem, since the integrands in (3.7), (3.9) vanish pointwise in this limit, and are bounded by integrable functions uniformly for $0<m \leq 1$ by the above estimates.

Note that the above proof does not work in $d=4$, which is compatible with the fact that the massive and massless vacua are not locally quasi-equivalent in this case, cf. [8, Sect. 5].

As an immediate consequence, since $1-Q^{\dagger} Q=(1-|Q|)(1+|Q|)$ and $1+|Q|$ has a bounded inverse, $1-|Q|$ is Hilbert-Schmidt too.

Due to the unboundedness of $s_{m}$, Proposition 3.1, the result just obtained is not sufficient to conclude that $Q$ induces a quasifree isomorphism of the local von Neumann algebras of the massive and massless Klein-Gordon field. On the other hand, it seems unlikely that $1-Q^{\dagger} Q$ is trace class. Moreover, it seems that one lacks a sufficiently explicit knowledge of the second operator in (2.6) in order to prove its Hilbert-Schmidt property.

It is a long standing expectation that $\delta_{m}$ is, in some sense, a small perturbation of $\delta_{0}$ (cf., e.g., [21, Sect. 6]). A first quantitative version of this idea has been considered in [12], where, analyzing the resolvents of modular operators, the continuity of the associated one-parameter unitary group w.r.t. to the mass was proven. Here we point
out another consequence of our analysis in this direction, namely the resolvent of the modular operator at mass $m$ is a perturbation in the Hilbert-Schmidt class of the resolvent of the modular operator at mass 0 . Furtermore, we show the continuity of the resolvents in the Hilbert-Schmidt norm.

To this end, first note that, for any given mass $m \geq 0$, all the resolvent operators $R\left(\lambda, \delta_{m}\right)=\left(\delta_{m}-\lambda 1\right)^{-1}, \lambda \in \mathbb{C} \backslash \sigma\left(\delta_{m}\right)$ leave $K_{m}+i K_{m}$ globally invariant, as they can be obtained as continuous functional calculi of $\frac{1}{1+\delta_{m}}$.

Theorem 3.4 Let $m$ be positive and $Q: K_{m} \rightarrow K_{0}$ as above. For every $\lambda \in \mathbb{C} \backslash$ $[0,+\infty)$, the operator

$$
R\left(\lambda, \delta_{m}\right)-Q^{-1} R\left(\lambda, \delta_{0}\right) Q
$$

is Hilbert-Schmidt on $K_{m}+i K_{m}$ (w.r.t. the scalar product $\langle\cdot, \cdot\rangle_{s_{m}}$ ), and its HilbertSchmidt norm vanishes in the limit $m \rightarrow 0^{+}$.

Proof Consider first the case $\lambda=-1$. There holds

$$
\begin{aligned}
R\left(-1, \delta_{m}\right)-Q^{-1} R\left(-1, \delta_{0}\right) Q & =\frac{1}{1+\delta_{m}}-Q^{-1} \frac{1}{1+\delta_{0}} Q \\
& =\frac{1}{2}\left(\frac{1-\delta_{m}}{1+\delta_{m}}-Q^{-1} \frac{1-\delta_{0}}{1+\delta_{0}} Q\right) \\
& =-\frac{1}{2}\left(1-Q^{\dagger} Q\right) Q^{-1} \frac{1-\delta_{0}}{1+\delta_{0}} Q
\end{aligned}
$$

where the second and third equalities follow respectively from the identities

$$
\frac{1}{1+\delta}=\frac{1}{2}\left(1+\frac{1-\delta}{1+\delta}\right), \quad Q^{\dagger}=\frac{1-\delta_{m}}{1+\delta_{m}} Q^{-1} \frac{1+\delta_{0}}{1-\delta_{0}}
$$

and the latter has been shown in the proof of Corollary 2.6. The first claim then follows immediately from Theorem 3.3. In order to prove the second claim it is then sufficient to show that the operator norms of $Q: K_{m}+i K_{m} \rightarrow K_{0}+i K_{0}$ and of $Q^{-1}: K_{0}+i K_{0} \rightarrow K_{m}+i K_{m}$ are uniformly bounded in $m$ for $m$ in a neighbourhood of 0 . This follows at once from the estimates in [12, Proposition A.2], according to which, for $f \in H_{\mathbb{R}}^{-1 / 2}(B), g \in H_{\mathbb{R}}^{1 / 2}(B)$,

$$
\begin{aligned}
\left\|Q\left(\omega_{m}^{-1 / 2} f+i \omega_{m}^{1 / 2} g\right)\right\|^{2} & =\left\|\omega_{0}^{-1 / 2} f+i \omega_{0}^{1 / 2} g\right\|^{2}=\|f\|_{-1 / 2,0}^{2}+\|g\|_{1 / 2,0}^{2} \\
& \leq c(m, B)^{2}\|f\|_{-1 / 2, m}^{2}+\|g\|_{1 / 2, m}^{2} \\
& \leq c(m, B)^{2}\left\|\omega_{m}^{-1 / 2} f+i \omega_{m}^{1 / 2} g\right\|^{2} \\
\left\|Q^{-1}\left(\omega_{0}^{-1 / 2} f+i \omega_{0}^{1 / 2} g\right)\right\|^{2} & =\left\|\omega_{m}^{-1 / 2} f+i \omega_{m}^{1 / 2} g\right\|^{2}=\|f\|_{-1 / 2, m}^{2}+\|g\|_{1 / 2, m}^{2} \\
& \leq\|f\|_{-1 / 2,0}^{2}+c(m, B)^{2}\|g\|_{1 / 2,0}^{2} \\
& \leq c(m, B)^{2}\left\|\omega_{0}^{-1 / 2} f+i \omega_{0}^{1 / 2} g\right\|^{2},
\end{aligned}
$$

with $\sup _{0<m \leq 1} c(m, B)<+\infty$.
Let now $\lambda \in \mathbb{C} \backslash[0,+\infty)$ be arbitrary. From the identity

$$
\left(1+\frac{\lambda+1}{\delta_{m}-\lambda}\right) \frac{1}{1+\delta_{m}}=\frac{1}{\delta_{m}-\lambda},
$$

it follows that defining $E=1+(\lambda+1)\left(\delta_{m}-\lambda 1\right)^{-1}, F=Q^{-1}\left[1+(\lambda+1)\left(\delta_{0}-\right.\right.$ $\left.\lambda 1)^{-1}\right] Q$, one has

$$
\begin{aligned}
E\left(\frac{1}{1+\delta_{m}}-Q^{-1} \frac{1}{1+\delta_{0}} Q\right) F & =\frac{1}{\delta_{m}-\lambda} F-E Q^{-1} \frac{1}{\delta_{0}-\lambda} Q \\
& =R\left(\lambda, \delta_{m}\right)-Q^{-1} R\left(\lambda, \delta_{0}\right) Q
\end{aligned}
$$

Since, by functional calculus, the operator norms of $E, F$ are uniformly bounded in $m$, the statement follows from the above identity.

We also remark that from the identity

$$
\begin{aligned}
\left(\frac{1}{1+\delta_{m}}+\right. & \left.Q^{-1} \frac{1}{1+\delta_{0}} Q\right)\left(\frac{1}{1+\delta_{m}}-Q^{-1} \frac{1}{1+\delta_{0}} Q\right) \\
& =\left(\frac{1}{1+\delta_{m}}\right)^{2}-Q^{-1}\left(\frac{1}{1+\delta_{m}}\right)^{2} Q-\left[\frac{1}{1+\delta_{m}}, Q^{-1} \frac{1}{1+\delta_{0}} Q\right]
\end{aligned}
$$

it follows that the commutator $\left[\frac{1}{1+\delta_{m}}, Q^{-1} \frac{1}{1+\delta_{0}} Q\right]$ is Hilbert-Schmidt too. By a similar reasoning one can also show that

$$
\frac{1}{\left(1+\delta_{0}\right)^{\alpha}} Q^{-1} \frac{1}{1+\delta_{m}} Q-Q^{-1} \frac{1}{1+\delta_{m}} Q \frac{1}{\left(1+\delta_{0}\right)^{\alpha}}
$$

is Hilbert-Schmidt for all $\alpha>0$.

### 3.2 Free Scalar Field in $\boldsymbol{d}=1$

We now turn back to the setting of [9, Sect. 3] to which we refer for notations, terminology and further details, and consider $H=L^{2}(\mathbb{R})$ with the usual scalar product. Denoting by $\mathcal{D}_{0}(I)$ the space of smooth, complex valued functions $f$ with compact support in the interval $I \subset \mathbb{R}$ such that $\int_{I} f=0$, we define, for $I$ bounded, the real closed subspace of $H$

$$
K_{m}(I)=\left\{\omega_{m}^{-1 / 2} \operatorname{Re} f+i \omega_{m}^{1 / 2} \operatorname{Im} f \mid f \in \mathcal{D}_{0}(I)\right\}^{-\|\cdot\|}, \quad m \geq 0
$$

Proposition 3.5 For any $m>0$, the subspace $K_{m}(I)$ is a standard subspace of $H$.
Proof It is enough to show that the vector $\Omega^{(m)} \in e^{H}$ is cyclic for $\mathcal{C}^{(m)}\left(O_{I}\right)$. By [9, Proposition 3.1(i)], the statement will follow from the fact that, for any $I \Subset J$,
$\overline{\mathcal{C}^{(m)}\left(O_{I}\right) \Omega^{(m)}}=\overline{\mathcal{C}^{(m)}\left(O_{J}\right) \Omega^{(m)}}$. To this end, consider open intervals $I_{n, k} \subset J$, $k=1, \ldots, n$, of fixed length $\varepsilon_{n}$ such that $\varepsilon_{n} \rightarrow 0$ as $n \rightarrow+\infty, J=\bigcup_{k=1}^{n} I_{n, k}$ and $I_{n, k} \cap I_{n, k+1} \neq \emptyset$ for $k=1, \ldots, n-1$. Then we pick functions $\varphi_{k} \in \mathcal{D}\left(I_{n, k} \cap I_{n, k+1}\right)$ with $\int \varphi_{k}=1$, and given $f \in \mathcal{D}_{0}(J)$ it is possible to find a partition of unity $\chi_{1}, \ldots, \chi_{n}$ of the compact set supp $f \subset J$ with supp $\chi_{k} \subset I_{n, k}$. This entails $f=\sum_{k=1}^{n} f_{k}$ with $f_{k} \in \mathcal{D}_{0}\left(I_{n, k}\right)$ given by

$$
\begin{aligned}
f_{1} & =\chi_{1} f-\alpha_{1} \varphi_{1}, \\
f_{k} & =\sum_{j=1}^{k-1} \alpha_{j} \varphi_{k-1}+\chi_{k} f-\sum_{j=1}^{k} \alpha_{j} \varphi_{k}, k=2, \ldots, n-1, \\
f_{n} & =\sum_{j=1}^{n-1} \alpha_{j} \varphi_{n-1}+\chi_{n} f,
\end{aligned}
$$

where $\alpha_{j}=\int \chi_{j} f$. This shows that $\mathcal{C}^{(m)}\left(O_{J}\right)=\bigvee_{k=1}^{n} \mathcal{C}^{(m)}\left(O_{I_{n, k}}\right)$. Then, for $n \in \mathbb{N}$ sufficiently large, one can find $\bar{k}$ such that $I_{n, \bar{k}} \Subset I$. Therefore if $\Phi \in\left(\mathcal{C}^{(m)}\left(O_{I}\right) \Omega^{(m)}\right)^{\perp}$ then, by the Reeh-Schlieder argument, $\Phi \in\left(\bigvee_{x \in \mathbb{R}} \mathcal{C}^{(m)}\left(O_{I_{n, \bar{k}}}+x\right) \Omega^{(m)}\right)^{\perp}$ so that $\Phi \in\left(\bigvee_{k=1}^{n} \mathcal{C}^{(m)}\left(O_{I_{n, k}}\right) \Omega^{(m)}\right)^{\perp}=\left(\mathcal{C}^{(m)}\left(O_{J}\right) \Omega^{(m)}\right)^{\perp}$.

Proposition 3.6 $K_{0}(I)$ is a standard subspace of the complex Hilbert space

$$
H_{0}=\left\{\omega_{0}^{-1 / 2} f+i \omega_{0}^{1 / 2} g \mid f, g \in \mathcal{D}_{0}(\mathbb{R})\right\}^{-\|\cdot\|} \subset L^{2}(\mathbb{R})
$$

Proof By a similar argument as in the above proposition, the net $\mathcal{C}^{(0)}$ satisfies weak additivity, and then the Reeh-Schlieder property, on its cyclic Hilbert space $\mathcal{K}^{(0)}=$ $\overline{\mathcal{C}^{(0)} \Omega^{(0)}}$. Moreover, the operators on $e^{H_{0}}$

$$
\begin{equation*}
W_{0}(f+i g):=W\left(\omega_{0}^{-1 / 2} f+i \omega_{0}^{1 / 2} g\right), \quad f, g \in \mathcal{D}(\mathbb{R}, \mathbb{R}), \int f=0=\int g \tag{3.10}
\end{equation*}
$$

generate the Weyl $\mathrm{C}^{*}$-algebra associated to the symplectic space $\mathcal{D}_{0}(\mathbb{R})$ on which $\Omega \in e^{H_{0}}$ induces the vacuum state $\omega^{(0)}$, whose GNS representation defines $\mathcal{C}^{(0)}$. We show that $\Omega$ is cyclic for the algebra generated by the operators (3.10). To this end, let $\Phi \in e^{H_{0}}$ be orthogonal to all vectors $W_{0}(f+i g) \Omega$. Then, for all $\lambda \in \mathbb{R}$,

$$
\begin{aligned}
& \left\langle\Phi, W_{0}(\lambda(f+i g)) \Omega\right\rangle \\
& =e^{-\frac{1}{4}\left\|\omega_{0}^{-1 / 2} f+i \omega_{0}^{1 / 2} g\right\|^{2}} \sum_{n=0}^{+\infty} \frac{1}{\sqrt{n!}}\left(\frac{i \lambda}{\sqrt{2}}\right)^{n}\left\langle\Phi_{n},\left(\omega_{0}^{-1 / 2} f+i \omega_{0}^{1 / 2} g\right)^{\otimes n}\right\rangle=0,
\end{aligned}
$$

where the power series converges for all $\lambda \in \mathbb{R}$, so that

$$
\left\langle\Phi_{n},\left(\omega_{0}^{-1 / 2} f+i \omega_{0}^{1 / 2} g\right)^{\otimes n}\right\rangle=0, \quad n \in \mathbb{N} .
$$

By polarization and complex linearity this entails

$$
\left\langle\Phi_{n}, S_{n}\left(\left(\omega_{0}^{-1 / 2} f_{1}+i \omega_{0}^{1 / 2} g_{1}\right) \otimes \cdots \otimes\left(\omega_{0}^{-1 / 2} f_{n}+i \omega_{0}^{1 / 2} g_{n}\right)\right)\right\rangle=0, \quad n \in \mathbb{N}
$$

for all $f_{j}, g_{j} \in \mathcal{D}(\mathbb{R}, \mathbb{C}), \int f_{j}=0=\int g_{j}, j=1, \ldots, n$, i.e., $\Phi=0$. Therefore, by GNS unicity, the algebras $\mathcal{C}^{(0)}\left(O_{I}\right)$ on $\mathcal{K}^{(0)}$ are unitarily equivalent to the second quantization algebras $A\left(K_{0}(I)\right)$ on $e^{H_{0}}$, which proves the claim.

The following result is a reformulation, in the present framework, of [9, Theorem A.1].

Theorem 3.7 The map $Q: K_{m}(I) \rightarrow K_{0}(I), \omega_{m}^{-1 / 2} \operatorname{Re} f+i \omega_{m}^{1 / 2} \operatorname{Im} f \mapsto$ $\omega_{0}^{-1 / 2} \operatorname{Re} f+i \omega_{0}^{1 / 2} \operatorname{Im} f$, is a symplectomorphism which induces a quasi free isomorphism between the corresponding second quantization algebras.

Proof It is clear that Theorem 2.5 and its proof remain valid, mutatis mutandis, also for a symplectomorphism between standard subspaces $K_{1}, K_{2}$ of two different complex Hilbert spaces $H_{1}, H_{2}$. It is then sufficient to prove that $1-Q^{\dagger} Q$ is a trace class operator on $K_{m}(I)$. To this end, consider the map

It is clear that $V_{m}$ is an orthogonal transformation between real Hilbert spaces and that $Q V_{m}=V_{0}$. Therefore

$$
\operatorname{Re}\left\langle f, V_{m}^{-1} Q^{\dagger} Q V_{m} g\right\rangle_{m}=\operatorname{Re}\left\langle Q V_{m} f, Q V_{m} g\right\rangle=\operatorname{Re}\langle f, g\rangle_{0}
$$

implying $V_{m}^{-1} Q^{\dagger} Q V_{m}=T$, the operator defined in [9, App. A]. The statement then follows by [9, Lemmas A. 4 and A.6].
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