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Abstract
In view of the problem that the traditional learning service recommendation does not fully consider the distinct differences
between individuals, it is easy to lead to the contradiction between unchanging learning resources and learners’ personalized
learning needs that are constantly improving, so an adaptive learning service recommendation improvement algorithm based on
big data is proposed. Idea is based on adaptive learning platform and function modules. We consider the individual differences
between students, to students as the center, collect students’ personalized learning demand data, and according to the data
information to build student demand model. On the basis of using data mining methods for clustering recommendation service
resources in learning, the adaptive recommend according to students’ individual need is proposed. The experimental results show
that the adaptive learning service recommendation algorithm based on big data has high recommendation accuracy, coverage rate
and recall rate, which is of great significance in the actual learning service recommendation.
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1 Introduction

Service recommendation is an important information filtering
mechanism, which can effectively solve the problem of infor-
mation overload [1]. Through obtaining, integrating the stu-
dent users in the study, social networking, communication,
query and so on all have a track record. In the analysis of
the student user’s needs and follow up the change of user
requirements, recommend algorithm can automatically adjust
the way and content of information service, and timely and
actively recommend meet the needs of the user study

differentiation. At the same time, the efficient resource posi-
tioning ability of the recommendation algorithm can acceler-
ate the process of knowledge discovery and dissemination,
and promote the construction and development of social
informatization. In order to truly realize student-centered ed-
ucation, it is necessary to realize personalization in learning
content and content presentation, and provide personalized
services corresponding to their own abilities for students with
different knowledge bases and cognitive styles [2, 3]. How to
deeply integrate information technology with education is of
great significance for promoting future educational reform.
Through the construction of adaptive learning service recom-
mendation model, we can give the answer of how effective
learners’ online learning is. For example, whether digital
learning resources can shorten students’ learning time, solve
the contradiction between “cognitive overload” and “insuffi-
cient learning resources”, and increase learners’ interest in
learning so as to improve their academic performance [4, 5].
As an important part of intelligent teaching, adaptive learning
recommendation research has become the focus of many re-
searchers and many excellent results have appeared.

Li et al. [6] proposed a personalized learning resource rec-
ommendation method (TPLRM) based on collaborative con-
trol of three-dimensional features. Firstly, by improving the
matching relationship between learners and online learning
resources, a personalized learning resources recommendation
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model based on collaborative control of three-dimensional
characteristics was established and described parametrically.
Secondly, a binary particle swarm optimization (FCBPSO)
algorithm based on fuzzy control of Gaussian membership
function was designed to solve the objective function of the
recommendation model. Based on the user’s historical re-
source click rate information, Jiang et al. [7] constructed the
directed graph model of user’s resource click data, and trans-
formed the directed graph model into matrix model storage.
By solving the matrix model similarity, the user similarity
could be obtained, which greatly reduced the complexity of
solving the resource click frequency and resource click path
user similarity, and improved efficiency and accuracy of solv-
ing user similarity. Combined with Leader Clustering algo-
rithm and rough set theory, user clustering and user personal-
ized resource recommendation were carried out. Mu et al. [8]
proposed estimating individualized optimal combination ther-
apies through outcome weighted deep learning algorithms,
with the advancement in drug development, multiple treat-
ments are available for a single disease. Patients can often
benefit from taking multiple treatments simultaneously. For
example, patients in Clinical Practice Research Datalink
(CPRD) with chronic diseases such as type 2 diabetes can
receive multiple treatments simultaneously. Therefore, it is
important to estimate what combination therapy from which
patients can benefit the most. However, to recommend the
best treatment combination is not a single-label but a multi-
label classification problem. In this paper, we propose a novel
outcome weighted deep learning algorithm to estimate indi-
vidualized optimal combination therapy. The fisher consisten-
cy of the proposed loss function under certain conditions is
also provided. In addition, we extend our method to a family
of loss functions, which allows adaptive changes based on
treatment interactions. The article demonstrate the perfor-
mance of our methods through simulations and real data anal-
ysis. Based on Android platform, Yan Lei et al. [9] studied big
data mining technology of mobile learning system. Through
the expectation maximization EM algorithm for user cluster-
ing, the personalized resource recommendation model of mo-
bile learning system was used for selection and scoring pre-
diction of near neighbor users. According to the time series
data of resources downloaded by learners, the CRISP-DM
model was used to establish the ARTXP algorithm mining
model. Through the English courseware, legal courseware,
computer courseware download prediction in 7 days, it
showed that the demand for mobile learning resources in
English class had declined, and the demand for legal and
computer courseware had increased. Similarly, the demand
for other types of learning resources in mobile learning system
could be predicted, and corresponding mobile learning re-
sources could be made and uploaded according to the change
of demand. Intayoad et al. [10] propose a social context-
software recommendation for personalized online learning.

By considering the learners’ personal characteristics, learning
style, knowledge background and other relevant information,
the article can provide personalized learning for learners.
From the perspective of context-aware computing, a context-
aware recommendation system is proposed to promote each
learner’s effective personalized online learning. The collected
social contexts are classified by K-nearest neighbors and de-
cision trees, and the appropriate learner types are classified.
Taking the learners with scientific and non-scientific back-
grounds as the research objects, the empirical research is car-
ried out in two different content modules of computer basic
skills curriculum. The results show that the proposed person-
alized context-aware recommendation system can provide ac-
ceptable classification accuracy to both classifiers. In addition,
the system can also recommend suitable learning paths for
different groups of learners. Simko et al. [11] proposed light-
weight domain modeling recommendations for adaptive web-
based education systems, Support for adaptive learning with
respect to increased interaction and collaboration over the ed-
ucational content in state-of-the-art models of web-based ed-
ucational systems is limited. Explicit formalization of such
models is necessary to facilitate extendibility, reusability and
interoperability. Domain models are the most fundamental
parts of adaptive web-based educational systems providing a
basis for majority of other functional components such as
content recommenders or collaboration widgets and tools.
The article introduce a collaboration-aware lightweight do-
main modeling for adaptive web-based learning, which pro-
vides a suitable representation for learning resources and
metadata involved in educational processes beyond individual
learning. It introduces the concept of user annotations to the
domain model, which enrich educational materials and facili-
tate collaboration. Lightweight domain modeling is beneficial
from the perspective of automated course semantics creation,
while providing support towards automated semantic descrip-
tion of learner-generated content. The article shows that the
proposed model can be effectively utilized for intelligent pro-
cessing of learning resources such as recommendation and can
form a basis for interaction and collaboration supporting com-
ponents of adaptive systems. The article provide the experi-
mental evidence on successful utilization of lightweight do-
main model in adaptive educational platform ALEF over the
period of five years involving more than 1000 real-world stu-
dents. Liu et al. [12] proposed research on mixed recommen-
dation method of learning resources based on bipartite net-
work. Information recommendation technology has been in-
troduced into online learning, so as to provide learners with
personalized learning services. In recent years, the collabora-
tive filtering recommendation method has received wide at-
tention and achieved satisfactory results in practical applica-
tion. However, by using this method, the range of recommen-
dations is limited and niche resources are ignored, which can-
not meet learners’ individual needs. Therefore, this paper
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introduces the theory of heat conduction and material diffu-
sion in physics into recommendation system, and establishes a
mixed recommendation model of learning resources based on
bipartite network. The model will use recommendation
methods based on both heat conduction and material diffu-
sion, and the two methods can play different roles in different
application scenarios according to an adjustable parameter.
This model provides an important reference for further re-
search on resource recommendation of personalized learning.
Lv et al. [13] proposed next-generation big data analytics:
state of the art, challenges, and future research topics, review
recent research in data types, storage models, privacy, data
security, analysis methods, and applications related to net-
work big data. Finally, we summarize the challenges and de-
velopment of big data to predict current and future trends.
Yang et al. [14] proposed multimedia recommendation and
transmission system based on cloud platform, which is a novel
application of big data analytics in multimedia recommenda-
tion. The benefits of mobile cloud computing are fully ex-
plored. The security and privacy of multimedia are integrated
into the recommendation system. Sun et al. [15] proposed
internet of things and big data analytics for smart and connect-
ed communities. This paper promotes the concept of smart
and connected communities SCC, which is evolving from
the concept of smart cities. SCC are envisioned to address
synergistically the needs of remembering the past (preserva-
tion and revitalization), the needs of living in the present (liv-
ability), and the needs of planning for the future (attainability).

In order to further enhance the adaptive learning services
recommendation accuracy and reliability of adaptive learning
algorithm based on big data, service recommendation algo-
rithm based on adaptive learning platform and its each func-
tion module, take the student as the center, take into account
the individual differences between students, for timely and
accurate recommend personalized learning resource for stu-
dents, for students’ personalized learning requirements for
data collection, statistics, and based on the data information
of students student model is set up. On the basis of the student
model, the main task of defining personalized learning path
recommendation module is to calculate the learning path
and form an adaptive recommendation list. The results
show that the algorithm has higher recommendation ac-
curacy, recall rate and coverage rate, and higher satis-
faction with the learning effect.

2 Adaptive learning service recommendation
based on big data

2.1 Adaptive learning platform

In order to adapt to the characteristics and needs of adaptive
learning service recommendation, user roles should include

learners and course teachers (and administrators). Based on
this, the recommendation algorithm constructed in this paper
is mainly divided into two modules: course learning and
course management. Among them, course learning is the core
module of the system. After a series of work, such as user
modeling, personalized content recommendation and content
preprocessing, learners need to carry out personalized learning
on the basis of learning tools and system related service com-
ponents; while course teachers or administrators can carry out
user model, learning records, course content, teaching strate-
gies, learning resources, etc. Through various course manage-
ment function components provided by the system unified
setting management is proposed. The overall architecture of
adaptive learning service recommendation is shown in Fig. 1.

The operation mechanism of adaptive learning service rec-
ommendation includes five steps.

In the first step, when learners enter the system for the first
time, they need to fill in the basic personal information to
complete the registration. Then, under the guidance of the
system guide, learners can set their own learning style, or
alternatively complete a questionnaire to test learners’ learn-
ing style, namely, learning style scale. Then, the information
is processed and stored in the user model database through the
learner modeling component.

Secondly, in the learning process, the system recorder cap-
tures the sequence, content, access time and other information
of the user’s access page in real time, and updates the user’s
learning record database at any time.

In the third step, according to the learning objectives and
curriculum structure, the curriculum teachers define the
knowledge meta object structure, teaching strategies, learning
resources and so on through management components, and
establish the domain knowledge model, and store these infor-
mation in the database to provide data support for the subse-
quent system recommendation service.

In the fourth step, according to the current learning state of
learners, the knowledge meta objects and fragmented learning
resources are dynamically matched by extracting model fea-
tures and their association rules to form learning content frag-
ment sequences. Then these fragment sequences are
reorganized by content preprocessing components, and then
personalized learning is provided for learners with the support
of learning tools and system related service components.

In the fifth step, learners need to complete the test questions
are presented to the system dynamically after learning each
knowledge unit. Then, the systemwill analyze and process the
learner evaluation score through the learner modeling
component, and update the user model database in time,
so as to provide reference for further personalized rec-
ommendation service.

The adaptive learning platform mainly consists of four
modules: learner’s feature information (student model), learn-
ing data and analysis resul ts , learning resource
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recommendation (visual presentation), learning content re-
sources. Different modules have different functions and inter-
relations. The general process is shown in Fig. 2.

As shown in Fig. 2, the main function of the plat-
form is to provide personalized learning resource recom-
mendation for students. The platform can improve the
learning efficiency of students to a greater extent by

obtaining the data information of students’ learning be-
havior, including personal information and the learning
level of relevant knowledge. Based on the analysis of
students’ personal information and learning level, per-
sonalized learning resources are pushed to improve stu-
dents’ learning efficiency to a greater extent. The func-
tion module of the platform is shown in Fig. 3.

Learner interface

Learning style test

Service components and 

personalized recommendation 

content

Learner modeling 

component
Learning unit

Learning record 

database
Course content database

Teaching strategy 

database

Learning resource 

database
User model database

Feature extraction and rule 

matching of meta object 

recommendation model

Course management 

interface

Teacher / Administrator

Management function 

components

Learner
Fig. 1 Overall architecture of
adaptive learning service
recommendation.

Learner

Learner feature information 

(student model)

Explicit data collection 

(regis tration)

Recessive data 

collection (evaluation)

Learning data and analyzing 

processing results

Analysis of learning results

web data statistics mining

Learning resource recommendat ion 

(visual presentation)

Collaborative fil tering personalized 

recommendat ion technology

Learning 

Resources

Fig. 2 Structure of adaptive
learning platform
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2.2 The construction of student demand model

The core of the algorithm is “student-centered”, and there are
individual differences among different students. In order to
provide individualized learning resources in time and accu-
rately, the data of individualized learning needs of students
are collected and the model of student needs is constructed
according to the data information of students, as shown in
Table 1.

(1) Explicit data collection:

The student model mainly includes three categories: basic
information, cognitive level and learning data. There are two
ways to acquire information of students’ data in adaptive
learning system: display acquisition and implicit acquisition.
Display acquisition is data information that students directly
provide to the system. For example, students can directly enter
basic personal information into the system through registra-
tion, including name, gender, birth date, grade, etc. The stu-
dent information obtained in this way is more accurate and can
be directly stored in the user model [16].

(2) Implicit data collection:

The implicit data collection of the adaptive learning is ob-
tained through statistical analysis of the system in a certain
way. Cognitive level is to analyze and get the knowledge
cognitive level of students’ users through evaluation. The
evaluation is mainly to judge the degree of knowledge mas-
tery of students. The diagnosis of students is carried out
through the way of test. Through the analysis of test results,
the overall evaluation of students’ learning status is obtained.
The adaptive learning has two parts: pre-test and post-test. The
pre-test is the test of students’ cognitive level of knowledge
content before they fail to pass the system learning. The result
of pre-test is an important basis for the adaptive learning sys-
tem to provide learning resources for students. Post-test is to
judge the knowledge level of students after the learning pro-
cess of learning system, in order to test whether the learning
level has a certain improvement.

Study data is the statistics of the students’ knowledge sys-
tem related to learning resources and learning the information
such as history, study history record store the history learners
learning process and related resources, students to learn the
history of learning resources such as data, using big data to
construct user sets, more efficient personalized learning re-
sources recommended for students planning to provide large
data statistical analysis [17, 18].

(3) Personalized model construction:

The premise of students’ personalized learning resources
recommendation is to build a perfect personalized model, to
understand students’ learning level in detail, and to clearly
judge the range of knowledge points that students master or
do not master. Therefore, first of all, we need to objectively
evaluate the cognitive level of students’ different knowledge
points. The evaluation method of the adaptive learning system
adopts the form of l + n, that is to say, a test question contains
multiple modules of knowledge points, and it analyzes the
whole evaluation as well as eachmodule of knowledge points.

In order to adapt to the cognitive level of different learners,
the pre-test questions are set as three types of easy, medium
and difficult. Students need to pass three different tests to
improve the statistics of cognitive level of individual knowl-
edge points. Each time, the system randomly selects the cor-
responding proportion of test questions according to the diffi-
culty of selecting test questions, and automatically scores the
answers. The test results will be recorded in personal

Adaptive 

learning

Student module

Student registrat ion 

login module

Evaluation module

Results  query module

Personal ized learning 

resource recommendation

Personal  Information 

Management Module

Adminis trator 

Module

Adminis trator login

User information 

management

Learning resource 

management

Evaluation module 

management

Fig. 3 Function module of adaptive learning platform

Table 1 Composition of student
model Category Composition

Student personal information Name, gender, grade, date of birth

Students’ cognitive level Knowledge mastery, cognitive ability

Student learning data Learning resources related to knowledge points, learning history

2180 Mobile Netw Appl  (2021) 26:2176–2187



information through the system, and stored in the personal
data model in the form of vectors according to the scores, to
generate the evaluation vectors of knowledge points as the
basis for personalized recommendation [19, 20].

By establishing a matrix to represent relations between the
test exercises and the knowledge points, the students’ answers
are true reflection of the students’ knowledge points [21, 22].
In the previous test paper, for example, the set of knowledge
points K = {K1,⋯,Kn} and the set of test questions T = {T1,
⋯, Tn} form a matrix of test questions-knowledge points. The
row represents the order of test questions in the test, and the
column represents the different knowledge points inves-
tigated. If Ut, k is 1, it means the knowledge point Kn is
investigated, and 0 means no investigation. The pre-test
questions-knowledge point matrix (U1) of a pretest is
established in Table 2.

In Table 2, K1, K2, K3, K4 and K5 respectively represent the
number of knowledge point in the matrix, and T1, T2, T3, T4
and T5 respectively represent the number of test sets. The
above parameters jointly constitute an examination-
knowledge point matrix. The data of students’ evaluation of
the project are collected, and the evaluation matrix Rm × n

based on the student-test project is established. Supposing that
the student set is S = {S1,⋯, Sn}, for the recommendation
system with m students and n test items, the test results of
students are taken as the evaluation criteria. The data score
of students is expressed by m × nmatrix, and the score matrix
R = [rm, n]M ×N can be obtained. In which rm, n represents the
score given by them student to the n-th item.When rm, n is 1, it
means the student answers the question correctly, and when
rm, n is 0, it means the answer is wrong. The scoring matrix of
students’ test questions is shown in Table 3.

In Table 3, S1, S2 and S3 respectively represent the number
of students respectively, and the number of test sets constitute
the student question marking matrix. It can be seen from
Table 3 that if question 1, question 2 and question 3 of S1
are 1, then the answer is correct, it can be understood that
the student S1 has mastered the knowledge content investigat-
ed by question 1, question 2 and question 3. It is helpful for the
adaptive learning recommendation algorithm to be more ac-
curate to collect students’ scoring data on projects and estab-
lish a scoring matrix based on student-test items. In order to
obtain students’ different cognitive level of knowledge points,

the paper combines the test question-knowledge point matrix
and the score matrix of students’ test questions for modeling
analysis. For each student’s mastery of knowledge points,
student characteristic V is established and V(m, n) represents
the score value of knowledge point n in the m-th student of
test question A, as shown in Table 4.

The formula of the matrix of students’ characteristic
ability is:

W ¼ V m;nð Þ
I v

� 100% ð1Þ

where, W represents capability matrix of knowledge
points, V(m, n) represents the inspection value of each
knowledge point, and Iv represents the total amount of
knowledge points to be inspected. The greater the total
numbers of knowledge points mastered by students, the
stronger the ability, while the smaller the number, the
weaker the ability of some knowledge points. Table 5
shows the establishment of the score matrix of students’
knowledge points.

In order to better approach the students’ learning situation,
three pre-test papers with different difficulty are set up.
Through these three levels of papers, students’ mastery of
knowledge points corresponding to each level of learning abil-
ity is obtained. Test paper A, test paper B and test paper C are
divided into simple degree, medium degree and more difficult
degree. The purpose of dividing the test paper into different
difficulty levels is to make a more detailed judgment on stu-
dents’ learning level. After the test and the above series of data
statistics, the scores of each knowledge point of the student’s
Pre-Test A can be obtained. After the students pass the test of
question B and question C with different difficulty levels, the
complete knowledge comment diversity of the student can be
obtained [23, 24]. Supposing that pretest paper A contains X
knowledge points, and the knowledge point set of test paper A
is X = {x1, x2,⋯}; pretest paper B contains Y knowledge
points, and the knowledge point set of test paper B is

Table 2 Sample matrix
of test questions -
knowledge points

K1 K2 K3 K4 K5

T1 1 0 0 1 0

T2 1 0 0 0 1

T3 0 1 1 0 0

T4 0 1 0 1 0

T5 1 0 0 0 1

Table 3 Sample scoring
matrix of students’ test
questions

T1 T2 T3 T4 T5

S1 1 1 0 0 1

S2 0 1 1 0 0

S3 0 1 1 1 1

Table 4 Sample
characteristics of
students

K1 K2 K3 K4 K5

S1 3 0 0 1 2

S2 1 1 1 0 1

S3 2 2 1 1 2
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Y = {y1, y2,⋯}. Pretest paper C contains Z knowledge points,
and the set of knowledge points is Z = {z1, z2,⋯}. Then, the
set of knowledge reviews in the pretest paper of this group is
WJ = X + Y + Z, so the student’s knowledge reviews will be
stored in i = (test _ id, Knowledge point i, Scoring rate i)
with the vector of (X + Y + Z) dimensions, providing
the data base for the analysis of personalized recom-
mendation in the later stage.

It can be seen from Fig. 4 that the test-knowledge point
matrix table, student test score matrix, student feature matrix
and student knowledge point ability score matrix are equally
important in the adaptive learning service recommendation.
On the basis of building the student demand model, this paper
analyzes the recommendation model of learning service re-
sources based on big data.

2.3 Big data-based recommendation model for learn-
ing services

In personalized learning, the system needs to have a deep
understanding of the personality needs of different students,
which is very important for the evaluation of students’ knowl-
edge level, and will directly affect the recommendation of
final resources [25]. This paper proposes an adaptive learning

service recommendation model based on big data mining. On
the basis of building the student demand model above, per-
sonalized recommendation of learning services can be auto-
matically realized according to the access process of learners,
and learners are provided with interested learning services
without intervention. Firstly, a fuzzy clustering algorithm
based on transitive closure is used to cluster the learn-
ing service resources, and weighted association rules are
used to mine the trusted association rules among learn-
ing service resources.

The recommendation model of adaptive learning service
resources based on big data mining is shown in Fig. 5.

2.3.1 Recommended values in clustering methods

First, we need to compute the weights of resource clustering
for the current user session. The learning service resources
accessed by the current user session may not belong to the
same resource category, so it is necessary to count the propor-
tion of learning service resources belonging to different re-
source categories in the current user session as weights. The
percentage of the current user session S accessing the
Learning Resource i belongs to the resource cluster:

R S;Catð Þ ¼ Ai

Zi
ð2Þ

where, Ai is the number of learning resources in the cluster to
which i belongs, and Zi is the total number of accessed learn-
ing resources. Then the recommendation value of learning
resources in clustering algorithm is calculated.

Rec ¼ R S;Catð Þ*∑k∈SSM ð3Þ

In the formula, SM represents the similaritymatrix obtained
from the fuzzy clustering of transitive closure.

2.3.2 Similarity measure of current user session and weighted
association rule

In order to facilitate representation, each weighted association
rule is set as the representation of resource weight pair in this
paper, which is recorded as: r =⟨(p1, p2,…, pk), (qk + 1, qk +
2, qk + t), (w1,w2,…wk + t), δ, α⟩ ∈ R, so active sessions and
association rules are regarded as m-dimensional vectors.
Therefore, given a weighted association rule, the preceding
item rL of the association rule can be expressed as a vector:
rL = {w1,w2,…wi}, where,

wi ¼ weight pi; rLið Þ
0

�
pi∈rL
else

ð4Þ

Table 5 Sample
student’s knowledge
point ability scoring
matrix

W1 W2 W3 W4 W5

S1 100 0 0 50 80

S2 50 60 80 0 50

S3 60 70 90 50 0

25%

25%25%

25%

Matrix of test ques�ons - knowledge points

Scoring matrix of students’ test ques�ons

Characteris�cs of students

Student’s knowledge point ability scoring matrix
Fig. 4 The proportion of each matrix in the adaptive learning service
recommendation list
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The current user session is represented as vector S = {s1, s2,
…si}. If the current user session has visited learning resource
pi, si takes the relevant weight, otherwise, si = 0.

The matching score of the association rule with the current
user session is then calculated. The degree of fit is defined as:

Diss S; sLð Þ ¼ ∑rLi>0
2* w sið Þ−w rLið Þð Þ
w sið Þ þ w rLið Þ

� �2

ð5Þ

Mat S; sLð Þ ¼ 1−
1

4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Diss S; sLð Þ
∑rLi>01

s
ð6Þ

In formula (5) and formula (6),Diss(S, sL) represents the
matching degree of association rule and recommendation al-
gorithm, Mat(S, sL) represents the matching degree of current
session and recommendation algorithm,S represents the
currently active user session and SL represents the pre-
cursor of the weighted association rule,w(si) represents
the adaptive value of association rules, and w(rLi) rep-
r e s en t s ma tch ing va lue o f a s soc i a t i on ru l e s .
Understanding of the formula: Diss(S, sL) is the differ-
ence assessment and has been proved in different exper-
iments, in order for Mat(S, sL) value to be between 0
and 1. It must be normalized (divided by the maximum
difference value, with 1 to subtract). If the value of
Match Score is 1, then it is a perfect match between
the active user and the rule. The similarity measure
depends on the size of the precursor of the association
rule, and the association rule may have several items in
the following part of the precursor, but because the
prediction problem is independent in nature, and the
user will only choose one from the recommended learn-
ing resources, we only use the association rule with a
single item in the latter.

2.3.3 Calculation of recommended values

An online learning resources personalized recommendation
system is designed to recommend users to visit the resources,
each learning resource pi has a corresponding recommenda-
tion value. There are three factors that determine the recom-
mended value: the proportion of learning resources in each
resource category in the current active user session, and the
matching degree of the current active user session and weight-
ed association rule and the weighted confidence of this rule.
Given a weighted association rule and active session S, the
recommended value of the active echo is:

Rec S;X⇒pð Þ ¼ Rec S; pð Þ þM S;Xð Þ*w X⇒Pð Þ ð7Þ

Finally, the top n learning resources with the highest rec-
ommendation values are recommended to users. Compared
with the traditional methods, which require the exact matching
of the active user session and the association rules’ precursors
and the single confidence degree as the recommendation stan-
dard, our improved method uses similarity of the current ses-
sion and association rules and the weighted confidence degree
of association rules as the parameters to determine the recom-
mendation value, which avoids the problem that the active
user session and association rules can not match exactly and
leads to no recommended results, and enhances the reliability
and applicability of results.

3 Experiment and discussion

In order to improve the use of distance learning platform and
the utilization of learning resources, combined with the char-
acteristics of the platform and the user model proposed above,

User session

Maximum frequent

item set

Server log

Generate association rules

Mining frequent itemsets

Weighted association

rule algorithm

Current user session

Recommendation system

Pretreatment / normalization Pass closure

clustering

Clustering of

learning resources

clustering

algorithm

Recommend

to users

Fig. 5 Learning Service
Recommendation Model Based
on Big Data Mining
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the suitability and efficiency of each recommendation method
were comprehensively considered. Finally, the adaptive learn-
ing service recommendation algorithm based on big data is
adopted to meet the personalized learning needs of distance
learners. In order to test the effectiveness and feasibility of the
proposed algorithm, experiments are designed.

Training dataset The input part of learning resource recom-
mendation algorithm is used to get learning resource cluster-
ing and weighted association rules. Test data set in the input
part of WRTC algorithm, resource clustering and association
rules formed by training dataset are used to generate corre-
sponding recommendation resources, and the coverage and
accuracy are calculated.

The evaluation experiment is divided into two parts,
the first part is the training of resource clustering and
association rules, the second part is the evaluation test
of recommended results.

The pros and cons of the recommended algorithms are
u sua l l y mea su r ed by p r ec i s i on and cove r age .
Recommendation accuracy refers to the proportion of correct
recommendations in the total recommendation. Correct rec-
ommendations are the learning resources that are later
accessed by learners in user sessions. By comparing this meth-
odwith literature [6–10], the experiment was carried out under
the MATLAB environment. The running system is Windows
8. The software and hardware environment during the exper-
iment is shown in Table 6.

This experiment uses WS-DREAM data set collected and
published by Zheng et al. [26], which is collected by 150
computer nodes in more than 20 countries, and constitutes
about 1.5 million call records.

Training dataset The input part of learning resource recom-
mendation algorithm is used to get learning resource cluster-
ing and weighted association rules.

Table 7 shows some of service instance information for this
dataset. IP address is the unique address of some data set
information on each computer and other devices. It is the
number that computer nodes use to collect information.

The advantages and disadvantages of recommendation al-
gorithms are usually measured by accuracy, recall and cover-
age. Accuracy refers to the proportion of correct recommen-
dation in the total recommendation. The so-called correct rec-
ommendation refers to the learning resources accessed by
learners in the user session. Recall rate is the ratio of the
number of recommended documents to results of retrieval of
documents in the document library. Coverage is not only an
important indicator to test completion of recommendation al-
gorithm, but also a measure of test usability. Based on user
testing, it determines coverage according to the number of
users covered in recommendation evaluation process com-
pared with remaining users, calculates the algorithm coverage,
and distinguishes whether the algorithm is effective. If there
are no errors or unexpected test results, the coverage is perfect.

3.1 Accuracy

R(p) refers to the resource set recommended by the system to
the user when accessing resource p, and T(p) refers to all
resource sets accessed by the user after resource p in this
session. The calculation formula of recommended accuracy
Pre is as follows:

Pre ¼ T pð Þ∩R pð Þ
R pð Þ ð8Þ

The recommendation accuracy of different adaptive learn-
ing services is shown in Fig. 6.

As can be seen from Fig. 6, accuracy of the method in this
paper is higher than that of the method in literature [6–10]. On
the basis of network learning behavior analysis, the adaptive
learning service recommendation algorithm based on big
data fully respects learning style and learning level of
learning users, and makes use of multiple algorithms
such as artificial neural network and ant colony

Table 6 Software and hardware environment configuration

Name Parameter

CPU Intel (R) Core (TM) i5–4570 CPU

Physical memory 8.00GB

Dominant frequency 3.20GHz

Development tools MyEclipse 10.0

Dependency analysis tool LTP

Relational extraction tool NLTK

Operating System Windows 7 Professional

Table 7 Partial data set
information Service ID Response time/ms Data block size/KB HTTPcode HTTPmessage

8451 2736 582 200 OK

8460 804 14,419 200 OK

8953 20,176 2624 −1 Timeout Exception

8712 719 631 200 OK
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probability recommendation to carry out personalized
learning path recommendation for users.

3.2 Recall rate

Recall rate, is the ratio of the number of recommended docu-
ments to the total number of recommended documents in the
document library. The recall rate is evaluated from the per-
spective of recall rate. The specific formula is as follows:

R ¼ ∑ A αð Þ∪B αð Þð Þ
∑a∈AA αð Þ � 100% ð9Þ

In the formula, A(α) represents the recall quantity of stu-
dent α in the recommendation list, B(α) represents the recall
quantity of the object set finally selected by student α in test
results. Using the above formula, the recall rates of different
methods are calculated. The results of the data compar-
ison between different methods and recall files are
shown in Table 8.

Table 8 shows that in this example experiment, suppose
that there are to join the database of 1000 documents, includ-
ing the method with 388 documents conform to the definition,
system recommendations to the 238 documents, there are 226
meets the requirements, the recall rate was 94.9%, and the
method of literature [6–10] the recall rate is respectively
91.7%, 89.5%, 91.6%, 89.8% and 90.5%, illustrate that the
method recall rate is high and the retrieval system is effective.

3.3 Coverage

Recommendation coverage refers to the proportion of the
number of resources recommended by the system to users
in the total number of resources accessed after the current
user session. Coverage is an important indicator of the
completion of the test algorithm, but also a measure of
the usability of the test. Based on the user’s test, it deter-
mines the coverage size according to the number of users
covered in the evaluation process compared with the re-
maining users, and calculates whether the algorithm cov-
erage resolution algorithm is effective. If there is no error
or unexpected test results, it indicates that the coverage is
good. The calculation formula is as follows:

Cov ¼ T pð Þ∩R pð Þ
T pð Þ ð10Þ

where, R(p) is the recommendation list of adaptive learn-
ing services, and T(p) is the recommendation collection of adap-
tive learning services. Using the above formula to calculate the
coverage of different methods, and the comparison results are as
shown in Fig. 7.

As can be seen from Fig. 7, the coverage rate of the method
in this paper is better than that in literature [6–10]. In the
absence of errors and exceptions, the coverage rate of the
recommended algorithm in this paper is the closest to the ideal
state after comparison, indicating smooth and complete cov-
erage. This is because the method in this paper constructs the
recommendation model of service resources in the process of
adaptive learning service recommendation, and automatically
realizes the personalized recommendation of learning service
according to the access process of learners, without the need
for learners’ intervention, which helps to improve the recom-
mendation coverage rate of learning service to some extent.

In the process of ant colony recommendation, the evalua-
tion information of learning path, the sign-in information of
learning users and the representation information of learning
materials are fully used to evaluate the students’ knowledge
construction and learning ability, which makes the generation
of learning path more accurate and personalized, makes up for
individual differences, thus improves the learning efficiency
and learning quality, and meets the needs of recommendation
accuracy and recall of adaptive learning services.

Fig. 6 Comparison results of accuracy of different methods

Table 8 Comparison of Number of Documents Detected and Recalled by Different Methods

Recall and recommended content The proposed
Method

Literature [6]
method

Literature [7]
method

Literature [8]
method

Literature [9]
method

Literature [10]
method

Documents recommended by the system 226 187 180 174 176 172
Irrelevant documents recommended by the system 12 17 21 16 20 18
Related but not recommended by the system 162 196 199 210 200 206
Irrelevant and not recommended by the system 600 600 600 600 600 600
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4 Conclusions

Due to the continuous increase of massive learning ser-
vice data, it is more and more difficult for students to
extract the information they need from the huge amount
of information. Therefore, an adaptive learning service
recommendation algorithm based on big data is pro-
posed, and the proposed algorithm is verified through
experiments. The results show that:

(1) The algorithm has higher accuracy, coverage rate and recall
rate than the literature method, and has strong reliability.

(2) Through the construction of adaptive learning service recom-
mendation model, the paper gives the answer of how effec-
tive learners’ online learning is. The deep integration of in-
formation technology and education is of great significance
to promote the future educational reform.

(3) Above in personalized recommendation algorithm is
adopted in the process of collaborative filtering recom-
mendation, in future studies, to consider in the algorithm
to join the students’ interest, hobby and other additional
factors such as parameters, accurately and efficiently ex-
tract the keywords from the adaptive learning services
recommendation algorithm, according to the keywords
can be found suitable for student’s study way.
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