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Abstract
The intraindividual process of study dropout, from forming dropout intention to deregistration, is of motivational nature. Yet 
typical studies investigate interindividual differences, which do not inform about intraindividual processes. Our study focused 
on the intraindividual process of forming dropout intention, and applied expectancy-value theory to analyze its motivational 
underpinnings. To expand research, we considered associations of intraindividual deviations in expectancy, intrinsic value, 
attainment value, utility value, and cost to intraindividual deviations in dropout intention. A total of 326 undergraduate stu-
dents of law and mathematics rated motivational variables and dropout intention three times from semester start to the final 
exam period. Multilevel regression analyses revealed that intraindividual changes in intrinsic value, attainment, and cost, 
but not in expectancy and utility, related to intraindividual changes in dropout intention. Further, we considered students’ 
demographics as moderators. Only age moderated the association between intrinsic value and dropout intention. Our results 
stress the crucial role of certain value components, including cost, for emerging dropout intention.
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Internationally, an increasing number of students have been 
deciding to enter higher education every year (UNESCO 
Institute for Statistics [UIS], 2018). Along with this, univer-
sities strive to fulfill their academic and economic mission 
(Larsen et al. 2013) by achieving high retention and gradu-
ation rates (Berger and Lyon 2005). However, the number 
of students who leave the higher education system without 
obtaining a first degree is increasing. Studies report that 
roughly currently about one out of three students are leav-
ing prior to graduation (e.g., Organization for Economic Co-
Operation and Development [OECD] 2018). In the STEM 
disciplines (Science, Technology, Engineering, Mathemat-
ics), the dropout rate is even higher, with estimates of 40 to 

50 percent (Ulriksen et al. 2010). This development chal-
lenges and negatively affects not only the students involved, 
but also institutions of higher education, and society (Bound 
and Turner 2011; Schiefele et al. 2007).

Motivation is a key factor for effective studying, and 
especially academic decision-making (Eccles 2005; Richard-
son et al. 2012). Previous studies have indicated an overall 
decrease in motivation over time (cf. Musu-Gillette et al. 
2015; Scherrer and Preckel 2019). Such a decrease is asso-
ciated with a higher intention to drop out from university 
(cf. Dresel and Grassinger 2013). Most of the contempo-
rary studies were conducted as field research, and addressed 
questions of interindividual differences to explain dropout 
phenomena. For instance, students who valued their stud-
ies significantly less than their fellow students dropped 
out of university more often (Schiefele et al. 2007). These 
findings from the interindividual level, like findings from 
group statistics (e.g., means or correlations) can only be 
transferred to the intraindividual level under restrictive 
conditions (Hamaker 2012; Molenaar 2013). Disregard 
often leads to inaccurate conclusions (Fisher et al. 2018). 
For instance, research on success expectations has found 
that students holding higher success expectation than their 
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fellow students (interindividual level) showed better perfor-
mance (cf. Robbins et al. 2004). However, a closer look at 
the intraindividual level revealed a reverse effect (Vancouver 
and Kendall 2006). As deciding to drop out of university can 
be seen to be an individual process (Heublein et al. 2017), 
studies focusing on the intraindividual associations between 
motivation and dropout intention are informative for helping 
close this research gap.

In the current study, we focused on investigating the 
association of intraindividual changes in motivation from 
the perspective of expectancy-value theory (EVT; cf. 
Eccles et al. 1983; Wigfield et al. 2017) and intraindividual 
changes in dropout intention over the course of one semes-
ter. Thereby, we address current criticism to reestablish and 
deepen the intraindividual perspective on EVT (Kosovich 
et al. 2017; Nagengast et al. 2013). Further, we broaden 
the view, to interindividual demographic variables, which 
possibly influence the strength of the relationship between 
motivation and dropout intention.

Research on Study dropout and study 
dropout intention

Researchers use several terms to describe dropout phe-
nomena (Hovdhaugen 2009). In our study, we define study 
dropout from university in accordance with Tinto (1993) as 
“situations where a student leaves the university study in 
which (s)he has enrolled before having obtained a formal 
degree” (Larsen et al. 2013, p. 5). This includes the change 
of majors, and the permanent leave from the higher educa-
tion system.

Many theoretical models and studies on study dropout 
have not investigated direct dropout behavior (cf. Sosu 
and Pheunpha 2019). Rather, they have focused on the 
probability to drop out. For instance, some studies from 
the field of educational economics and machine learning 
investigated interindividual characteristics, such as age 
and gender, or institutional and economic characteristics 
(see Alban and Mauricio 2019 for a review). These studies, 
as well as studies in the field of psychology (cf. Alarcon 
and Edwards 2013), inform researchers and university 
counseling services about certain groups of students who 
are at risk of dropping out. By addressing time invariant 
interindividual characteristics, such as personality and 
gender (cf. Vinciguerra et al. 2019), studies answer the 
question of whom to address with intervention and coun-
seling services. At the same time, they do not shed light 
on the question of which of the time varying variables, 
such as motivation, are related to study dropout. However, 
this is important to know for intervention or counseling 
services, or if some variables are especially relevant for 
the treatment of certain subgroups.

Models that focus on interindividual differences of time-
varying variables that influence students’ decisions to drop 
out of university dominate the field of research, and last 
to the 1970s. The most prominent model derived from the 
field of sociology is known as the student integration model 
(Cabrera et al. 1993). It applies Durkheim’s (1951) theory 
of suicide to the academic context (Spady 1971; revised by 
Tinto 1975). This model describes study dropout as a process 
in terms of academic and social integration. In line with this 
theory, study dropout is caused by an interplay of individ-
ual characteristics (e.g., family background), commitments 
toward the academic goal and the institution, and the ongo-
ing process of integration. To date, the model has not been 
fully put to test empirically, and findings are rather mixed 
(cf. Braxton et al. 1997; Duque 2014). An alternative model 
from a psychological perspective applied concepts and vari-
ables from the psychological organizational literature (e.g., 
employee turnover) to explain study dropout (Bean 1982). 
This theory is nowadays referred to as the student attrition 
model (Cabrera et al. 1993), stressing the importance of atti-
tudes, the student-environment fit, and external factors, such 
as family support. Dewberry and Jackson (2018) brought up 
a more recent theoretical perspective on study dropout. They 
applied the theory of planned behavior (TPB; Ajzen 1991) 
to study dropout, and stressed the importance of considering 
the psychological perspective of students’ active choice. By 
comparing the predictive value of variables of the TPB to 
variables of the student integration model regarding dropout 
intention, Dewberry and Jackson (2018) found the variables 
of TPB (e.g., students’ attitudes toward courses and success 
expectations) to be more accurate predictors. That indicates 
that variables which target students’ attitudes and motivation 
toward studies are of high relevance for study dropout (Dew-
berry and Jackson 2018). A limitation of these models and 
corresponding findings is that they do not explicitly address 
the intraindividual process itself. Instead, mostly static inter-
individual differences in different subsets of variables were 
the in the focus of analyses.

However, inherent in all of these models is the explicit 
focus on dropout intention as a cognitive representation of 
decision-making, which is the best proxy for subsequent 
dropout behavior (Bean 1982; Mashburn 2000). Thus, 
dropout intention is considered as an early warning sign 
for study dropout (Brandstätter et al. 2006), and is widely 
used in recent studies which investigate dropout phenom-
ena (cf. Bäulke et al. 2018; Suhlmann et al. 2018). Practi-
cally, investigating the formation of dropout intention at 
an early stage enables practitioners to design tailor-made 
counseling services right at the beginning of the decision-
making process.
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A gradual process of forming dropout intention

Framing study dropout in models such as Heckhausen’s 
action phase model (cf. Heckhausen and Gollwitzer 1987; 
Heckhausen and Heckhausen 2018) has considerable poten-
tial to inform about the intraindividual intention formation in 
a finer granularity. Thereby, the motivational nature of inten-
tion formation within the decision-making process becomes 
apparent. The action phase model aims at explaining goal 
engagement and goal pursuit, and consists of four unique 
phases, namely predecisional phase, preactional phase, 
actional phase, and postactional phase. Each phase inherits a 
special kind of mindset or cognitive orientation (Gollwitzer 
1990). In the predecisional phase, individuals engage within 
a deliberate mindset in goal setting and intention formation, 
which is of motivational nature. As a result, they arrive at 
a decision of whether or not to form an intention to pursue 
their goal. In the preactional phase, individuals engage in 
action planning, within an implemental mindset (volitional 
preoccupation; Gollwitzer 1990), focusing on intention 
implementation. In the acting phase, the mindset is still 
volitionally preoccupied (Gollwitzer 1990), so “information 
processing and evaluation are strongly biased in favor of the 
chosen alternative” (Heckhausen and Heckhausen 2018, p. 
7). Lastly, in the postactional phase, individuals focus on 
“evaluating outcomes and consequences of goal striving” 
(Gollwitzer 1990, p. 66), within a deliberate mindset which 
is similar to the mindset of the predecisional phase. Thus 
far, the postactional phase has received limited empirical 
attention compared to the other phases (McCrea and Vann 
2018). As goal-disengagement counteracts the goal-engage-
ment process (Heckhausen and Heckhausen 2018), framing 
the dropout process in the action phase model is beneficial 
for informing about the motivational nature of the phase of 
forming dropout intention, which we focus on.

Previous studies of Brandstätter et al. (2013) investigated 
goal-disengagement and action crisis, and linked study drop-
out explicitly to the action phase model. They pointed out 
that dropout intentions can be considered as an action crisis 
that arises when students are engaged in goal pursuit. The 
action crisis can lead to goal disengagement, and thus study 
dropout. Theoretically, Brandstätter et al. (2013) assumed 
that an action crisis (in terms of an accumulation of per-
ceived difficulties; cf. Carver and Scheier 1990) evokes an 
intrapsychic conflict and leads to reconsidering feasibility 
(cf. expectancy) and desirability (cf. value) of the personal 
goal. Reconsidering whether it is still worth pursuing the 
initial goal can be understood as a gradual process (Ghas-
semi et al. 2017). Due to the action crisis, a decisive mind-
set shift happens from an implemental to a more deliber-
ate mindset (Brandstätter and Schüler 2013). Within the 
deliberate mindset, we assume that intraindividually, a 
new sequence of action phases—beginning with dropout 

intention formation—starts again. As intention formation is 
informed by students’ subjective perceptions of expectancies 
and values (Brandstätter and Schüler 2013; Ghassemi et al. 
2017; Heckhausen and Gollwitzer 1987), applying expec-
tancy-value theory (EVT; cf. Eccles et al. 1983) seems to be 
fruitful for investigating the formation of dropout intention.

The motivational foundation of forming 
dropout intention

The majority of current studies that investigate academic 
decision-making in the educational context refer to the EVT 
of (Eccles et al. 1983; Wigfield et al. 2017). Motivation’s 
multidimensional nature is considered by examining vari-
ous components, such as success expectancy (cf. Bandura 
1986), and four different components of task value (cf. 
Wigfield and Cambria 2010; Wigfield et al. 2017). Success 
expectations resemble students perceived subjective success 
expectation regarding whether they can successfully accom-
plish a task. Value includes perceptions of whether a task 
is pleasant (intrinsic value), important (attainment value), 
or useful (utility value). Fourth and least studied (cf. Flake 
et al. 2015), cost represents a motivational component of 
value in terms of the negative consequences of tasks, such 
as effort, psychological cost, or opportunity cost. Recently, 
Barron and Hulleman (2015) have argued that cost should be 
considered an autonomous motivational component. Beyond 
expectancy and value, cost provides additional information 
about educational outcomes, and negatively predicts aca-
demic choice (Battle and Wigfield 2003; Jiang et al. 2018). 
Irrespective of the ongoing debate, cost might be especially 
helpful for understanding the “barriers when individuals are 
unmotivated” (Barron and Hulleman 2015, p. 18). Despite 
being theoretically separable, the items measuring value 
have often been merged into a combined value scale (cf. 
Jacobs et al. 2002). Most recently, researchers began to dis-
entangle differential contributions of value components on 
academic outcomes (Flake et al. 2015; Gaspard et al. 2015; 
Kosovich et al. 2015; Luttrell et al. 2010). Drawing on this, 
an in-depths analysis of the association between expectancy 
and different components of value (intrinsic, attainment, 
utility, and cost) to the formation of dropout intention seems 
worthwhile.

Associations of expectancy and value 
with academic outcomes and dropout intention 
on an interindividual level

Many studies apply EVT to predict academic outcomes. 
They mainly investigate associations of expectancy (cf. 
Schneider and Preckel 2017) and value (cf. Battle and Wig-
field 2003) to various outcomes, such as performance and 
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academic choice, often neglecting cost (Flake et al. 2015). 
In the existing body of literature, researchers have used dif-
ferent research designs. Besides cross-sectional studies (cf. 
Battle and Wigfield 2003), researchers conducted longitudi-
nal studies that focused on longer periods of time (t > 1 year; 
cf. Musu-Gillette et al. 2015), and micro longitudinal stud-
ies that focused on steeper timely periods, such as over the 
course of one semester (cf. Dresel and Grassinger 2013). 
The finest timely granularity is reached by applying inten-
sive longitudinal designs (e.g., experience sampling method; 
Csikszentmihalyi and Larson 2014; cf. Dietrich et al. 2017) 
to investigate phenomena on the situational level.

Based on the benefits of the complex designs, research-
ers have started to disentangle associations of expectancy 
and value on different levels of consideration. As Eccles 
et al. (1983) developed EVT to explain gender differences 
in science, most studies addressed differences between stu-
dents (interindividual level). On the contrary, studies that 
addressed the perspective of changes within individuals over 
time focused on the intraindividual level.

In general, major findings on the interindividual level 
mainly result from cross-sectional, longitudinal, and micro-
longitudinal studies. Each motivational component provides 
a unique contribution to educational outcomes (cf. Bar-
ron and Hulleman 2015). Usually, expectancy beliefs are 
strongly related to performance outcomes (see Schneider 
and Preckel 2017 for a meta-analysis). In comparison, study 
value is considered a better predictor of academic inten-
tions and decisions (Jiang et al. 2018; Wigfield et al. 2017). 
Empirically, for study dropout intention, differences between 
students in the initial levels of success expectations (Chem-
ers et al. 2001; Multon et al. 1991), study value (Schiefele 
et al. 2007; Perez et al. 2014), and cost (Perez et al. 2014) 
were found to be significant predictors. Expectancy and 
value were found to negatively relate to dropout intention, 
whereas—in line with EVT—expectancy was strongly 
related to other academic outcomes (e.g., performance; cf. 
Perez et al. 2014). Additionally, cost had a positive relation 
to dropout intention (Grays, 2013).

Some studies also investigated a reciprocal interplay of 
motivation and dropout intention. Ghassemi et al. (2017) 
reported a reciprocal relationship between changes of 
appraisals of goal attainability (cf. expectancy) and desir-
ability (cf. value) to an action crisis with regard to studies 
(equated to dropout intention). Students with low expec-
tancy reported a stronger increase in dropout intention. Vice 
versa, higher levels of dropout intention predicted students’ 
downgrading both expectancy and value. This provides first 
evidence for a reciprocal relationship between study-related 
values and dropout intention on the interindividual level.

To date, researchers have gained comprehensive evidence 
regarding the relationship between expectancy, value, and 
dropout intention on the interindividual level. However, 

research should now deepen these findings at the intraindi-
vidual level because findings from the interindividual level 
cannot be easily transferred to the individual level without 
concern for fallacy (Fisher et al. 2018; Hamaker 2012; Mole-
naar 2013). Accordingly, Kosovich et al. (2017) argued to 
reestablish research on EVT on the intraindividual level. 
To enrich intervention approaches and student counseling 
services, it is therefore necessary to focus on the intraindi-
vidual level.

Associations of expectancy and value 
with academic outcomes and dropout intention 
on an intraindividual level

As described above, forming dropout intention occurs within 
a phase in which students intraindividually reevaluate expec-
tancy and value of their studies (cf. Brandstätter and Schüler 
2013). Furthermore, according to Eccles (2005), a students’ 
motivation is likely to be “shaped over time” (Eccles 2005, 
p. 106), and changes within students’ motivation interact 
with dropout intention (Dresel and Grassinger 2013; Ghas-
semi et al. 2017). Notably, only few studies have investigated 
the association between motivation and dropout intention on 
an intraindividual level, and used intraindividual changes in 
motivation explicitly as a predictor of academic outcomes 
with respect to dropout intention. Statistically, researchers 
investigated how deviations from a person’s mean—which 
resemble intraindividual changes over time—are associated 
to deviations in another variable on the intraindividual level.

By mainly using macro longitudinal and micro longitu-
dinal designs, most of the existing studies rather described 
overall longitudinal trends of expectancy and value. In macro 
longitudinal studies, expectancy and value, as well as related 
constructs, decreased (cf. Durik et al. 2006; Jacobs et al. 
2002; Musu-Gillette et al. 2015; Scherrer and Preckel 2019), 
but literature does not provide clear guidance in this down-
ward trend (cf. Grays 2013; Phan 2011). The timely devel-
opment of cost has not been investigated on a broader level 
yet. But for coursework motivation, Grays (2013) reported 
a general trend of increasing cost over the academic career. 
Micro longitudinal studies mirror these trends and revealed 
that students’ motivation changes intraindividually (cf. Kos-
ovich et al. 2017; Perez et al. 2014; Robinson et al. 2019). 
Yet, they found no consistent trend, but rather differences in 
the strength and valence of students’ changes of expectan-
cies and values (cf. Dresel and Grassinger 2013; Kosovich 
et al. 2017; Robinson et al. 2019). For some students, suc-
cess expectation and the overall study value improved, or 
did not change at all. For others, these variables decreased. 
Ambiguity in overall longitudinal trends—indicated by high 
variation across individuals—is presumably due to personal 
characteristics.
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As dropout intention is a phenomenon occurring in 
steeper timely episodes (cf. Heublein et al. 2017), micro 
longitudinal studies are required to investigate the associa-
tion between expectancy, value, and dropout intention on 
an intraindividual level. Therefore, Ghassemi et al. (2017) 
conducted a study over the course of four semesters within 
12 measurement points. They measured expectancy and 
value on a broad level, as well as action crises, which can 
be interpreted as dropout intention. First, they found 36% 
(goal attainability, cf. expectancy), 31.9% (goal desirabil-
ity, cf. value), and 39.4% (action crisis, cf. dropout inten-
tion) of the variance to be on the intraindividual level. In 
another intensive longitudinal study, Vancouver and Ken-
dall (2006) reported comparable estimates of variance on 
the intraindividual level (e.g., 36% for students’ expec-
tancy). Second, analyses of Ghassemi et al. (2017) sup-
ported findings derived from studies on the interindividual 
level, showing that motivation and dropout intention were 
reciprocally interrelated on the intraindividual level. This 
means that deviations from a students’ personal mean of 
expectancy or value were systematically related to deviations 
from the students’ mean of dropout intention. As Ghassemi 
et al. (2017) investigated value on a broad level, leaving 
cost aside, findings on all components of value could be 
informative. Regarding students’ effort as criterion, there is 
evidence from an intensive longitudinal study which took 
expectancy and value (intrinsic, attainment, and utility as 
composite score), and cost on the intraindividual level, into 
account (Dietrich et al. 2017). Dietrich et al. (2017) found 
varying patterns of results, depending on the level. On the 
intraindividual level, expectancy resulted as the strongest 
positive predictor of effort, whereas value had a rather weak, 
but positive, relation to effort. On the interindividual level, 
value was the strongest positive predictor of students’ effort. 
On neither level was cost shown to be a relative contributor 
to effort.

As can be seen, intraindividual findings provide further 
information about the formation of dropout intention. At 
the same time, they indicate systematic variability between 
persons. For example, in line with early works of EVT, there 
could be gender differences. Therefore, researchers should 
investigate possible moderators of the association between 
study motivation and dropout intention.

The influence of students’ characteristics 
on the association between expectancy, value, 
and dropout intention

There might be several variables that are helpful for disen-
tangling heterogeneity within results. Heterogeneity became 
visible in prior works that investigated age and gender dif-
ferences regarding dropout intention. For instance, Heublein 
et al. (2017) reported a lower dropout risk for older students 

and women, whereas Bonaldo and Pereira (2016) found no 
gender differences, but a higher risk of dropout, for older 
students. In most studies, students’ prior achievement—in 
terms of grade point average (GPA)—was consistently used 
as a control variable (cf. Dresel and Grassinger 2013; Perez 
et al. 2014) because students with poorer grades were found 
to have higher dropout intention. Concerning the motiva-
tional reasons, Heublein et al. (2017) discovered that moti-
vation was of higher relevance for early dropouts, and of 
higher importance for study dropout from humanities rather 
than STEM fields.

In sum, a number of variables (namely age, gender, GPA, 
major, and semesters studied) seem worthy to be consid-
ered as moderators in the associations of expectancy and 
value to dropout intention. This would meet the criticism 
that researchers often neglect individual differences in the 
relationship between academic motivation and outcomes, 
such as dropout intention (Rump et al. 2017).

The present study

Prior work suggests the motivational consideration of 
expectancy and value of studies to be the core element in 
the decision-making process, for example, when it comes 
to dropout intention (Brandstätter et al. 2013; Dresel and 
Grassinger 2013; Ghassemi et al. 2017). Yet the typical stud-
ies in the field of dropout phenomena focus on the associa-
tion of expectancy and value on an interindividual level (cf. 
Perez et al. 2014; Schiefele et al. 2007), which may bias the 
effects. Research on study dropout is deficient in empiri-
cal findings reflecting the formation of dropout intention on 
an intraindividual level. Therefore, an in-depth analysis of 
its motivational underpinnings while controlling for inter-
individual differences is required. Due to strong theoretical 
(cf. Brandstätter and Schüler 2013; Kosovich, et al. 2017, 
Nagengast et al. 2013), empirical (cf. Ghassemi et al. 2017), 
and methodological arguments (Fisher et al. 2018), we focus 
on the students’ intraindividual experiences regarding expec-
tancy, value, and dropout intention over the course of one 
semester. Findings could provide fruitful insight for both the 
theoretical development of EVT in terms of a contribution 
to the ongoing discussion on the different components of 
value to academic decision-making, and in terms of gaining 
a deeper insight into the formation of dropout intention on 
an intraindividual level. Further, findings could be of practi-
cal value to student counselors on how to properly address 
dropout phenomena with regard to students’ characteristics.

Consequently, the aim of our study was to provide a thor-
ough and in-depth investigation of intraindividual motiva-
tional processes while forming dropout intention. First, in 
line with works of Ghassemi et al. (2017), we sought to 
replicate and extend findings on expectancy and different 
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components of study value (intrinsic, attainment, utility, and 
cost) and their association to dropout intention. Our first 
research question aims at disentangling the contribution of 
different motivational components to dropout intention on 
the intraindividual level over the course of one semester, and 
can be summarized into the following hypotheses:

Hypothesis 1  Deviations from the individual mean of expec-
tancy are substantially negatively associated with deviations 
from the individual mean of dropout intention.

Hypotheses 2a−d  Deviations from the individual means 
of the positive components of study value (2a intrinsic, 2b 
attainment, 2c utility) are substantially negatively associated 
with deviations from the individual mean of dropout inten-
tion. Deviations from the individual mean of the negative 
component of study value (2d, cost) are substantially posi-
tively associated with deviations from the individual mean 
of dropout intention.

Second, we investigated whether for some students, 
motivation is of higher importance with regard to dropout 
intention than for other students. Thereby, the strength of 
the associations of motivation and dropout intention might 
differ interindividually. Personal characteristics, such as 
age, gender, GPA, major, or semesters studied, could be 
possible moderators for this (cf. Heublein 2014; Heublein 
et al. 2017). For instance, motivation seems to be of higher 
importance for dropout intention of students having poorer 
GPA, enrolled in STEM majors, or being in the first semes-
ters compared with students having higher GPA, studying 
humanities, or being in a higher semester. Due to the ambig-
uous empirical basis, we make an exploratory investigation 
of the effect of age and gender.

Research Questions 3a, b  Do the invariant person char-
acteristics age (3a) and gender (3b)moderate the intrain-
dividual strength of the association between motivation 
(expectancy,intrinsic, attainment, utility and cost) and study 
dropout intention?

Hypothesis 3c–e  The association between motivation and 
dropout intention is presumed to be stronger for students 
with poorer GPA (3c), with a STEM major (3d), and first 
semester students (3e).

Method

Procedure and participants

We conducted a micro longitudinal study with three points 
of measurement over the course of one semester. Prior to 

data collection, the university’s ethics committee eximined 
and approved the study with regard to ethics and data protec-
tion law. The recruitment process took place at the beginning 
of the 2017/2018 fall semester. We approached students dur-
ing their lectures and gave them brief information about the 
study. Interested students voluntarily filled in a contact form 
and shortly afterwards attended an introductory session (T1), 
where they received further information about the study and 
data privacy issues, and obtained and completed a written 
informed consent. Afterwards, they received a link leading 
to the online survey.

The sample consisted of N = 326 (n = 218 female) under-
graduate students of math (n = 101) and law (n = 225). The 
chosen majors have a particularly high dropout prevalence 
in Germany (Heublein 2014). We excluded students from 
the analyses who reported another major (n = 6) or did not 
complete the first questionnaire (n = 4). Student’s mean age 
was 20.50 years (SD = 2.51). At the beginning of the study, 
they had studied for 2.85 (SD = 2.33) semesters. All students 
completed the first online questionnaire at the beginning of 
the semester (T1), 266 answered the second questionnaire in 
the middle of the semester (T2), and 236 finished the third 
questionnaire at the end of the semester (T3). Time lags 
between the measurement points T1 to T3 averaged 6 weeks. 
The dropout rate (28.48% from T1 to T3) was satisfactory. 
To reward students for their effort, they received up to 20€, 
depending on their compliance rate. In this paper, we present 
data that is relevant to the underlying research question.

Time varying variables (intraindividual level)

At all points of measurement, we investigated the time 
varying variables that explicitly focused on students’ 
majors. Unless indicated, the response format for all scales 
was a four-point Likert scale running from 1 (disagree) to 
4 (agree). Higher values in the results section indicate a 
stronger expression of the variable.

Dropout intention

We used five items (e.g., “I often think about changing my 
major or dropping out of university”) developed by Dresel 
and Grassinger (2013) to determine students’ strength of 
intention to either change major or drop out of university. 
Students answered the items on a 7-point Likert-type scale 
(1 = absolutely inapplicable, 7 = absolutely applicable). The 
measure yielded good internal consistency at T1 in our study 
(Cronbach’s α = 0.86).

Motivation

To assess students’ expectancy, we used three items (e.g., 
“I believe that I can be successful in my major”) initially 
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developed by Kosovich et al. (2015), translated into Ger-
man and adapted to the academic context by Fleischer et al. 
(2019). In our study, internal consistency at T1 was satisfac-
tory (Cronbach’s α = 0.74).

Based on our EVT framework, we used 23 items origi-
nally developed by Gaspard et al. (2017) for the school con-
text to ask students about their subjective value of studies. 
We adapted relevant subscales and items to the university 
context. The first subscale is intrinsic value (3 items, e.g., 
“I enjoy dealing with the content in my major”, Cronbach’s 
αT1 = 0.85), the second is attainment value (6 items, e.g., 
“It is important to me to be good at my major”, Cronbach’s 
αT1 = 0.85), the third is utility value of studies for future job 
(4 items, e.g., “The content within my major will benefit me 
later on in my professional life.”, Cronbach’s αT1 = 0.70), 
and the fourth is cost in terms of effort, psychological and 
opportunity cost (10 items, e.g., “I have to give up a lot to 
do well in my major”, Cronbach’s αT1 = 0.87).

Time invariant variables (interindividual level)

At T1, participants reported time invariant sociodemo-
graphic data. Students provided information on their age, 
gender, major, semesters studied, and GPA of their diploma 
(German Abitur), which provides access to higher education. 
The average scores of the German Abitur range from 1.0 
(very good) to 4.0 (sufficient).

Analyses

Longitudinal data—implying that the same participants are 
being surveyed repeatedly—enable researchers to investigate 
complex psychological processes that unfold over time. At 
the same time, the hierarchical data structure (measurement 
points nested in individuals) leads to dependency among the 
measures (Bryk and Raudenbush 1987; Singer and Willett 
2003) and thereby violates assumptions underlying the gen-
eral linear model (GLM). Neglecting the hierarchical struc-
ture can lead to biased results (cf. ecological fallacy; Freed-
man 1999) because associations at the different levels are 
independent, and sometimes of opposite directions (Nezlek 
2011; Vancouver and Kendall 2006). Extending the GLM 
by one level of analysis to hierarchical linear models (HLM; 
Raudenbush and Bryk 2002) accounts for methodological 
and theoretical challenges in the data. Researchers also refer 
to these models as multilevel models (Goldstein 1987), and 
commonly use them in life course sciences (Mund and Nes-
tler 2019) for longitudinal data (Luke 2004). In sociology 
and econometrics, a similar approach—the fixed effects 
regression model—is more widely used (Wooldridge 2010). 
Both statistical approaches share certain formal similari-
ties (e.g., variance decomposition on multiple levels). But 
they also show differences (e.g., with regard to underlying 

assumptions on the normal distribution of the intercept, or 
regarding exogeneity of the residuals that fixed effects mod-
els do not pose; for a further discussion, see Hosoya et al. 
2014). We opted for using multilevel models as only multi-
level models enable researchers to investigate associations 
of intraindividual changes to time varying and time invariant 
predictors, and to consider time as a predictor itself (Singer 
and Willet 2003; Snijders 1996). Thereby, we use time and 
the motivational components as predictors to observations 
of dropout intention on the lowest level (Level 1, intrain-
dividual level) which are nested in individuals on a higher 
level (Level 2, interindividual level). Notably, we will speak 
of levels when it comes to technical details of the models, 
and address effects on the intraindividual level as within-
person effects, and effects on the interindividual level as 
between-person effects.

In general, multilevel models allow us to simultaneously 
investigate different effects which are located at these dif-
ferent levels (Raudenbush and Bryk 2002; Snijders and 
Bosker 1999). On the one hand, multilevel models allow 
us to test for between-person effects (e.g., if student A has 
a higher success expectation than student B, he or she will 
have a lower dropout intention than B). On the other hand, 
the model can inform about within-person effects on which 
we focus in this study (e.g., a student whose expectancy 
deviates negatively from his/her mean over time reports a 
positive deviation from his/her mean in dropout intention 
at the same time). Moreover, it is possible to investigate 
cross-level interactions (e.g., does the relative strength of 
the association between success expectation and dropout 
intention depend on person characteristics such as gender?).

We tested several models in our multilevel analyses. To 
start with, by computing the null model (Model 0), we deter-
mined the intra-class correlation (ICC; Cohen et al. 2014) 
of our criterion. The ICC shows the proportion of variance 
for the criterion found on the between level in relation to the 
overall variance of the criterion, and thus indicates whether 
multilevel analyses are warranted (Cohen et al. 2014).

Then, we conducted random intercept and random slope 
models, allowing all individuals to differ in their initial lev-
els (intercepts) and strength of the associations between pre-
dictor and outcome (slopes). Including intercept and slope 
as random coefficients is quite common in multilevel mod-
eling, and discussed as a strength of the models, because 
it accounts for variation within and between individuals 
(Nezlek et al. 2006). In the first two random intercept and 
random slope models, we only focused on within-person 
associations. Equivalent to testing hypotheses in GLM, we 
chose to test the effect of all Level-1 predictors (time and 
motivational components) on deviations in dropout inten-
tion in a series. In the first model (Model 1), we only used 
time as a predictor for longitudinal changes in dropout inten-
tion (because the slope resembles the overall longitudinal 
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development; cf. Singer and Willett 2003). In the second 
model (Model 2), we further investigated the within effect 
of deviations in the different motivational components over 
time on deviations in dropout intention (Hypotheses 1 and 
2a–d), thereby controlling for time as a predictor. Given the 
case that the slopes for the associations between motivation 
and dropout intention could turn out to vary significantly 
between the persons in Model 2, we planned to investigate 
a third model as well. By this Model 3, we wanted to test 
whether time-invariant characteristics (age, gender, GPA, 
major, and semesters studied) explain significant variance in 
these slopes. Hence, by introducing cross-level interactions 
(cf. Luke 2004) for all significantly varying slopes to Model 
3, we investigated Research Questions 3a, b and Hypothesis 
3c–e simultaneously.

In all of our multilevel models, our Level 1 predictor time 
(coded as 0 = T1, 1 = T2, 2 = T3) has not been centered, so 
the intercept resembles the starting value of dropout inten-
tion at T1. Concerning the other Level 1 predictors of expec-
tancy and study value, we applied group mean centering, 
as suggested by Enders and Tofighi (2007). The predictor 
variables on Level 2 were age, GPA, and semesters studied, 
which were grand-mean centered continuous variables, as 
well as gender (coded as 0 = female, 1 = male), and major 
(codes as 0 = laws, 1 = math).

Referring to recent simulation studies on sample size, 
the limiting factor in a two-level multilevel analysis is the 
group-level sample size (Level 2), which is more impor-
tant than the total sample size (Level 1; cf. Maas and Hox 
2005). To obtain unbiased estimates, Maas and Hox (2005) 
define a group size > 50 as acceptable. Our sample size on 
Level 2 was n = 326 and therefore clearly above the sufficient 
size for multilevel analyses. To maximize the possibility of 
finding cross-level interactions, we drew on previous works 
and tested the cross-level interaction effects at a significance 
level of p < 0.10 (Snijders and Bosker 1999; Yeo and Neal 
2008). We tested all other effects at p < 0.05. With regard 
to effect sizes, currently there is no consensus in multilevel 
modeling (Kreft and de Leeuw 1998; Nezlek 2011). We 
applied multilevel analysis using Mplus 8.3. (Muthén and 
Muthén 1998–2017) using the robust maximum likelihood 

estimator. Missing data was imputed via the full informa-
tion maximum likelihood (FIML) approach (Enders 2010), 
which is favored above other missing data strategies (e.g., 
listwise deletion; Schafer and Graham 2002) and imple-
mented as default (Muthén and Muthén 1998–2017).

Results

Panel mortality

First, we considered the attrition of participants from the 
current study and its possible associations to our variables of 
interest. Out of the total sample (N = 326), n = 225, students 
completed all questionnaires at all measurement times (T1 to 
T3), n = 54 answered only two questionnaires (either T1 and 
T2 or T1 and T3), and at least n = 49 students answered only 
at T1. In total, N = 828 observations on Level 1 were nested 
in n = 326 individuals on Level 2. A one-way ANOVA 
revealed no significant mean differences between the initial 
sample at T1 and those who left the current study at T2 or 
T3 regarding dropout intention, F(2, 325) = 0.59, p = 0.56, 
expectancy, F(2, 325) = 0.71, p = 0.49, intrinsic value, F(2, 
325) = 0.05, p = 0.95, attainment value F(2, 325) = 0.1.18, 
p = 0.31, utility value F(2, 325) = 2.98, p = 0.05, and study 
cost, F(2, 325) = 0.12, p = 0.89. As a result, we decided to 
use all available data.

Descriptive and preliminary results

Table 1 reports descriptive statistics (means and standard 
deviations) for all variables of interest at all measurement 
points. The mean of dropout intention was below the scale 
mean but with a high standard deviation. The mean of expec-
tancy and the positive components of study value were situ-
ated above the scale mean, whereas study cost matched the 
scale mean at T1. All variables showed a general tendency 
of change in their means over time. Dropout intention and 
cost of studies increased over the course of the semester, 
expectancy, intrinsic value, attainment value, and utility 
value decreased.

Table 1   Descriptive statistics of 
all variables at all measurement 
times

The scale of dropout intention ranges from 1–7, all others from 1–4

Measure T1 T2 T3

M SD M SD M SD

Dropout intention 2.15 1.33 2.37 1.46 2.52 1.62
Expectancy 3.26 0.54 3.22 0.58 3.20 0.61
Intrinsic value 3.29 0.60 3.22 0.62 3.16 0.65
Attainment value 3.53 0.51 3.42 0.53 3.28 0.62
Utility value 3.08 0.56 2.99 0.62 2.99 0.65
Cost 2.48 0.57 2.59 0.59 2.68 0.60
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We present the intercorrelations at the interindividual 
level in Table 2. At all times, the correlations of dropout 
intention to expectancy and intrinsic, attainment, and utility 
value were negative, whereas the correlations between drop-
out intention and cost were positive. Expectancy showed a 
midsized correlation to dropout intention. The four compo-
nents of value differed in the strength of correlation. Intrin-
sic value and cost highly correlated with dropout intention, 
while attainment value showed midsized, and utility value 
small to midsized correlations. Gender and GPA substan-
tially correlated with dropout intention at T1 (see Table 3). 
Both correlations were small (Cohen 1988) and indicated 
that female students had a higher dropout intention. Poorer 
GPA (indicated by higher values on the GPA) related to a 
higher dropout intention. At T3, we found small negative 
correlations of dropout intention with age and semesters 
studied, and small positive correlations with GPA.

Intraindividual associations of expectancy, value, 
and dropout intention

First of all, by computing Model 0 (null model), we investi-
gated the ICC for study dropout. We found 61% of the vari-
ance in dropout intention was between persons, consequently 
39% of all variance was within persons. Literature suggests 
applying multilevel models for ICCs > 5% of variance on 
Level 2 (Cohen et al. 2014). Therefore, multilevel analyses 
were warranted in our case.

In a second step, we computed Model 1—a random inter-
cept and random slope model with time as a Level 1 pre-
dictor for longitudinal changes in study dropout intention. 
As can be seen from Table 4, time significantly predicted 
dropout intention (B1 = 0.20, SE = 0.05, p < 0.001), indicat-
ing an increase of dropout intention from the beginning of 
the semester until the final exam phase.

In a third step, to test Hypotheses 1a–e, we simultane-
ously included expectancy and all components of value as 
further Level 1 predictors in Model 2. Thus, we disentangled 
the association of each component of motivation by analyz-
ing whether intraindividual changes in expectancy, intrinsic 
value, attainment value, utility value, and cost were related 
to intraindividual changes in study dropout intention over the 
course of one semester. Due to group mean centering, every 
student varied around his or her own mean over time. A 
regression coefficient of B > 0 indicates a positive relation-
ship between deviations in the predictor and deviations in 
dropout intention. For example, an increase above the per-
sons mean on the predictor is associated with an increase in 
study dropout intention. B < 0 indicates a negative relation-
ship, and B = 0 indicates that there is no association between 
deviations in the predictor and deviations in the criterion.

The results concerning Model 2 showed that deviations in 
intrinsic value (B3 = − 0.33, SE = 0.13, p = 0.007), attainment 

value (B4 = − 0.30, SE = 0.13, p = 0.02), and study cost 
(B6 = 0.67, SE = 0.11, p < 0.001) were significantly associated 
with deviations in dropout intention. As expected in Hypoth-
esis 2a (intrinsic value) and 2b (attainment value), we found a 
countervailing pattern. For cost (Hypothesis 2e), we found a 
proportional pattern because positive deviations in costs came 
along with positive deviations in dropout intention. Contrary to 
the results in Model 1, the effect of time on dropout intention 
vanished (B1 = 0.03, SE = 0.04, p = 0.45), when the motiva-
tional predictors were entered in the model. We also found 
no significant associations between deviations in expectancy 
(B2 = − 0.02, SE = 0.12, p = 0.87) and utility value (B5 = 0.20, 
SE = 0.12, p = 0.09) with deviations in dropout intention within 
students.

Interindividual differences in associations 
of motivation to dropout intention

Model 2 also allowed conclusions concerning interindividual 
differences in the association of deviations (slopes) in the dif-
ferent motivational components and deviations in dropout 
intention. Considering the significance of variations in the 
slopes, we found that the slope of expectancy yielded no sig-
nificant variation across persons (Var = 0.15, p = 0.55). For 
intrinsic value, the overall slope varied substantially between 
persons (Var = 0.39, p = 0.04). The slope of attainment value 
showed no substantial variation across persons (Var = 0.30, 
p = 0.41) and the same was true for the slope of utility value 
(Var = 0.60, p = 0.07). Cost showed substantial variation 
between persons (Var = 0.54, p = 0.03).

To further investigate whether our proposed demographic 
variables (age, gender, GPA, major, semesters studied) can 
explain the variance in the slopes of deviations in intrinsic 
value or cost with deviations in dropout intentions, we tested 
Model 3. Therefore, we entered cross-level interaction effects 
of the Level 2 variables age (3a), gender (3b), GPA (3c), stu-
dents’ major (3d), and the semesters studied (3e) with the 
Level 1 slopes of intrinsic value and cost into Model 3. Of all 
moderators, gender, GPA, major, and semesters studied could 
not explain variation in the slopes between motivation and 
dropout intention (see Table 4). Only age was found to signifi-
cantly influence the relationship between intrinsic value and 
dropout intention (B7 = 0.06, SE = 0.03, p = 0.04). Thereby, age 
reduces the negative relationship between intrinsic value and 
dropout intention. In other words, the effect of intrinsic value 
is stronger for younger students.

Discussion

Low study motivation is considered as one of the most 
important predictors of study dropout (cf. Dresel and 
Grassinger 2013; Heublein 2014; Jiang et al. 2018). To date, 
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Table 3   Intercorrelations of 
all time invariant variables 
with dropout intention at all 
measurement times

*p < .05

Measure 1 2 3 4 5 6 7 8

1. Age – .16* .12* .13*  .52* − .00 − .08 − .16*
2. Gender (0 = female) – − .06* .26* .09 − .12* − .09 − .01
3. GPA – − .11* .04 .21* .06 .18*
4. Major (0 = laws) – .11* .03 .11 .12
5. Semester – .06 − .09 − .16*
6. Dropout intention T1 – .66* .54*
7. Dropout intention T2 – .70*
8. Dropout intention T3 –

Table 4   Estimates from 
multilevel models 0 to 3

*p < .05

Model 0 Model 1 Model 2 Model 3

Estimate SE Estimate SE Estimate SE Estimate SE

Fixed effects (b)
Intercept 2.32* 0.07 2.16* 0.07 2.30* 0.08 2.30* 0.08
Time 0.20* 0.05  0.03 0.04  0.03 0.04
Expectancy − 0.02 0.12 − 0.01 0.12
Intrinsic value − 0.33* 0.12 – –
Attainment value − 0.30* 0.13 − 0.30* 0.13
Utility value 0.20 0.12 0.21 0.12
Cost 0.67* 0.11 – –
Random effects
Level 1 (variances)
Residual 0.83* 0.09 0.57* 0.07 0.31* 0.06 0.32* 0.06
Level 2 (variances)
Intercept 1.33* 0.16 1.21* 0.18 1.52* 0.19 1.51* 0.16
Slope time 0.22* 0.07 0.06 0.05 0.06 0.04
Slope expectancy 0.15 0.25 0.06 0.47
Slope intrinsic value 0.39* 0.19 – − 
Slope attainment value 0.30 0.37 0.25 0.36
Slope utility value 0.60 0.33 0.55 0.36
Slope cost 0.54* 0.25 – –
Residual intrinsic value 0.36 0.23
Residual cost 0.63 0.38
Cross-level interaction
Intrinsic value × age 0.06* 0.03
Intrinsic value × gender 0.01 0.25
Intrinsic value × GPA 0.06 0.14
Intrinsic value × major 0.05 0.27
Intrinsic value × semester 0.02 0.05
Cost × age − 0.01 0.03
Cost × gender − 0.18 0.23
Cost × GPA − 0.20 0.31
Cost × major − 0.36 0.25
Cost × semester − 0.03 0.04
Intra-class correlation 0.61
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micro longitudinal studies on the intraindividual association 
of motivation to forming dropout intention are sparse. To 
help close this research gap, our study took an EVT per-
spective (cf. Eccles et al. 1983) and primarily targeted the 
associations of expectancy and value (intrinsic, attainment, 
utility, and cost) to dropout intention over the course of 
one semester on an intraindividual level. As existing works 
report substantial heterogeneity in findings referring to drop-
out intention, we considered students’ demographics (age, 
gender, GPA, major, semesters’ studied) as possible modera-
tors to the strength of the association between motivation 
and dropout intention.

First of all, preliminary analyses revealed that 39% of 
variance in dropout intention are on the intraindividual level 
(changes in a persons’ mean within a person over time), 
suggesting that 61% of the total variance can be explained 
by group effects. In our data, a group resembles a single per-
son (between-person level) because measurement occasions 
(within-person level) are clustered in individuals. Our find-
ings are comparable to findings of Ghassemi et al. (2017), 
who found 39.4% of variance in dropout intention on the 
intraindividual level.

We applied different multilevel models to account for the 
hierarchical structure in our data, and to investigate the dif-
ferential relations of time varying motivational components 
and their interaction with time-invariant demographics with 
dropout intention. By using a random intercept and random 
slope model, we found time to be positively and substantially 
related to dropout intention (Model 1). From the beginning 
to the end of the semester, dropout intention increased in 
our sample, consistent with findings of a macro longitudinal 
study of Heublein et al. (2017). By simultaneously integrat-
ing expectancy and value (intrinsic, attainment, utility, and 
cost) to another random intercept and random slope model 
(Model 2), we found deviations in dropout intention were 
significantly related to deviations in intrinsic value, attain-
ment value, and cost, supporting Hypothesis 1b, c, and e. 
Specifically, a decrease in intrinsic and attainment value was 
associated with an increase in dropout intention, whereas an 
increase in cost was intraindividually related to an increase 
in dropout intention. The significant effect of time on drop-
out intention disappeared. Contrary to our assumptions, we 
found no effect for expectancy and utility value, thus we find 
no empirical support for Hypotheses 1a and2d.

Our findings correspond to studies on the interindividual 
(Battle and Wigfield 2003; Dresel and Grassinger 2013) and 
intraindividual level (Ghassemi et al. 2017). In line with 
EVT, we found that values are more strongly related to aca-
demic choice compared to expectancy (cf. Jiang et al. 2018; 
Wigfield and Cambria 2010; Wigfield et al. 2017). How-
ever, with regard to the strong bivariate relationship between 
expectancy and value, our results might reflect that once the 
different components of value are entered to predict dropout 

intention, expectancy has no predictive power beyond the 
components of value. In future studies, the interaction-terms 
between expectancy and value could be addressed, which 
prove worthwhile for performance outcomes (cf. Meyer et al. 
2019).

Interestingly, intrinsic value, attainment value, and 
cost were the significant predictors of dropout intention. 
Researchers have often highlighted the role of intrinsic 
value for different outcomes (cf. Richardson et al. 2012). 
Attainment value also played a central role for study suc-
cess (Robbins et al. 2004). Cost also showed a substantial 
relation to dropout intention, which fits well into findings 
from the interindividual level (cf. Battle and Wigfield 2003; 
Grays 2013; Jiang et al. 2018), underlining the importance of 
including measures of cost into future studies on the intrain-
dividual level. As a side note, with regard to the ongoing 
debate of whether cost is a separate component or a sub-
component of value, Wigfield et al. (2017, p. 125) state “cost 
should be considered an influence on values rather than 
an aspect of values”. Further studies are needed to reveal 
insights into the relationship between the positive compo-
nents of value and cost. It would be worthwhile to investigate 
the interplay of value and cost in terms of buffering effects. 
In doing so, it seems fruitful to further address the role of 
cost in the dropout process in future research more precisely 
regarding the presumed components of cost, namely effort, 
psychological cost and opportunity cost (Eccles et al. 1983; 
Wigfield et al. 2017).

Contrary to expectations, changes in perceived utility 
value—though often targeted in trainings and interventions 
to foster academic outcomes and participation in the STEM 
field (cf. Rosenzweig and Wigfield 2016; Rosenzweig et al. 
2020)—did not relate to changes in dropout intention. This 
result is in line with the results of Rump et al. (2017), who 
found the weakest effect for extrinsic motivation to dropout 
intention (compared to a strong effect of intrinsic motiva-
tion). It is noteworthy to stress that we found only a slight 
mean level change in utility value on a descriptive level from 
T1 to T2. Thus, there was only low variance in utility value, 
which might explain our non-significant finding. As sug-
gested by Kosovich et al. (2017), utility value is potentially 
less explicit in students’ perceptions, and might therefore be 
a more stable attitude.

Another, more general consideration targets the relation 
between predictor and criterion. In our multilevel regres-
sion models, we considered changes in motivation as pre-
dictors of changes in dropout intention. Research on goal-
disengagement (Brandstätter et al. 2013; Heckhausen and 
Heckhausen 2018) has suggested the opposite direction of 
effects. Brandstätter and Schüler (2013) presumed an adap-
tive mechanism of deliberately devaluating the initial goal, 
thereby dropout intention would affect motivation in order to 
maintain well-being (Brandstätter and Schüler 2013). Thus, 
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a decrease in study value could be due to an intraindividual 
change in dropout intention. Ghassemi et al. (2017) tested 
this relationship and found evidence of a reciprocal rela-
tionship between a composite score of value and dropout 
intention. Future research could empirically test whether this 
presumption holds true for each component of value.

Our results also inform about substantial interindividual 
variation in the slopes of motivation and dropout intention 
(see Model 2). We were interested in investigating whether 
students’ demographics could explain variance in the slopes 
of motivation and dropout intention (Hypothesis 3a–e). 
Since only the slopes of intrinsic value and cost varied sub-
stantially between persons, we further investigated cross-
level interactions for age, gender, GPA, major, and semesters 
studied as demographic Level 2 variables. Among all pos-
sible moderators, only age accounted for interindividual dif-
ferences in the association between intrinsic value and drop-
out intention. We found that the effect of intrinsic value was 
stronger for younger students. This is in line with a similar 
study of Rump et al. (2017), who reported especially young 
students’ decision to drop out to be strongly influenced by 
intrinsic motivation. To disentangle interindividual variation 
in the relationship between cost and dropout intention, future 
studies should consider further moderators (e.g., support 
of family and friends, health). Additionally, future studies 
could broaden the scope to interaction effects between the 
initial values (intercepts) of motivation and dropout inten-
tion on the between-person level.

In sum, our study offers insights into the differential 
contributions of each of the value components to dropout 
intention. Students were able to differentiate between dif-
ferent components of value, contrary to findings of Battle 
and Wigfield (2003), and Perez et al. (2014). When students 
(intraindividually) perceive studying is less fun (intrinsic 
value), less important (attainment value), and too costly, 
they are more prone to drop out. Based on these differenti-
ated findings, we recommend directing counseling services 
toward these motivational components. However, although 
study dropout often has negative connotations (with regard 
to society and institutions of higher education), students’ 
subjective evaluation of their dropout might be different. 
For some students, study dropout can be functional (Pas-
carella and Terenzini 1980) in terms of an adaptive goal shift 
because the adherence to unattainable goals is associated 
with negative consequences for well-being (Wrosch et al. 
2003).  Future research should find out in which cases coun-
selors should address certain components of motivation and 
recommend continuing studies—in contrast to cases where 
dropping out of university is advisable.

With regard to the intraindividual changes which occur 
over time, new research questions have arisen concerning the 
causes which lead to intraindividual changes in study moti-
vation over the course of one semester. Initial evidence has 

indicated that unfulfilled expectations and unfulfilled study 
values are associated with a decline in expectations and study 
values (Grassinger 2018). Another reason could be due to 
the institutional or instructional features of students’ lectures 
or courses, which could lead to the perception of increasing 
cost. When confronted with disappointment or increasing cost, 
motivation regulation (Miele and Scholer 2018) could be an 
element that mediates change in student dropout intention. 
Research on motivational regulation revealed its beneficial 
effect on student performance and well-being, as well as its 
mediating role in predicting study dropout (Bäulke et al. 2018; 
Grunschel et al. 2016). A more thorough understanding of the 
motivation regulation process could aid the work of student 
counselors.

Limitations

Theoretically, there is a difference between the intention to 
drop out of university and the intention to change majors (Hov-
dhaugen 2009). Dropout students differ from students who 
change majors in terms of interests and beliefs in their own 
abilities (Multrus et al. 2005). We admit that we did not dif-
ferentiate between the intention to drop out of university and 
the intention to change majors because we were interested in 
any intentions related to dropping out of math and law studies. 
Therefore, it did not matter to us whether students were about 
to quit university completely or select another major. Thus, if 
only leaving a particular major is of interest, this distinction 
would not have to be made.

Further, framing the dropout process in the action phase 
model and describing it in terms of a gradual sequence of 
states (from first thoughts to final deregistration) is a first 
approximation to provide a theoretical framework for the 
process itself. Hence, it requires a more profound theoretic 
rationale to explain the process in detail, which would have 
gone beyond the scope of our study. An instrument to diagnose 
the current state in the dropout process would be beneficial 
for the field to reveal in which phases motivation has the most 
significant impact.

Another limitation concerns the number of measurement 
points. It would be insightful to analyze data from a fourth 
measurement point at the beginning of the next semester to 
track the effect of term breaks on dropout intention and moti-
vation. Presumably, students recover from the exhausting 
semester during their vacation, and return with fresh motiva-
tion and strengths to face a new semester, where the same 
process, as illustrated in our data, might resume.
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Conclusion

Study dropout from university is a common politically and 
socially relevant phenomenon—for students, university, and 
society. Yet the typical studies on dropout intention focus on 
interindividual differences, may bias the effects, and do not 
inform about the intraindividual process. The results of this 
study conceptually enrich existing research by uncovering 
the dynamic process in terms of its motivational background 
and the different contributions of expectancy, and all com-
ponents of value (intrinsic, attainment, utility value, as well 
as cost; cf. Eccles et al. 1983), to forming dropout intention. 
Further, we showed that students’ demographics mostly do 
not affect the association between motivation and dropout 
intention (except for the moderating effect of age on the 
association between intrinsic value and dropout intention). 
In sum, our study sheds light on this phenomenon from a 
multidimensional and dynamic perspective. Intraindividu-
ally, intrinsic and attainment value, as well as cost, substan-
tially relate to increasing dropout intention over the course 
of one semester at university. When studying seems to entail 
more pain than gain, students are prone to drop out.
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