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Abstract  This paper presents a framework to understand the impact of scientific 
knowledge on the policy-making process, focusing on the conceptual impact. We 
note the continuing dissatisfaction with the quality and effects of science-policy 
interactions in both theory and practice. We critique the current literature’s empha-
sis on the efforts of scientists to generate policy impact, because it neglects the role 
of ‘user’ policymaking organisations. The framework offered in the paper develops 
an argument about the essential role of institutional conditions of policy ‘users’ for 
scientific knowledge to achieve impact. The framework is informed by the reflexive 
institutionalist and the neo-institutionalist theoretical approaches. Its main contribu-
tion is in outlining the intra- and inter-organisational conditions of policymaking 
organisations, along with personal characteristics of individual policy officials that 
influence the likelihood of scientific knowledge to generate conceptual impact. We 
also offer an operationalisation of the framework. The wider relevance of the paper 
is in moving the focus from the activities of scientists and the incentive structure in 
scientific organisations to the policy user side.
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Introduction

How can science have an impact on policymaking? This question has been with us 
since the institutionalised public funding of research began and has sparked a wide-
ranging discussion with a variety of perspectives and approaches to conceptualise 
and measure the impact of science (Caplan 1979; Weiss 1979; Borgenschneider 
and Corbett 2010; Bozeman and Sarewitz 2011; Matt et al. 2017). We contribute to 
this debate by developing a concept that focuses on conditions on the side of scien-
tific knowledge users. This was motivated by the four observations described below 
regarding the impact of science1 on policymaking.

First, despite a long history of looking at science – policy relationships and the 
use of scientific expertise and evidence in policymaking, there is still dissatisfaction 
with how and the extent to which science actually informs policy, especially scien-
tific research from academia (Almeida and Báscolo 2006; Kenny et al. 2017). Sec-
ond, science, technology and innovation policies are increasingly being formulated 
to address global challenges and societal missions (Weber and Rohracher 2012; 
Mazzucato 2018; European Commission 2018). Since the Second World War, sci-
ence has always included an element of mission orientation. The last decade, at least 
in Europe, has seen a broadening of this approach in science funding, often framed 
in the language of crisis, response urgency and severity of the challenges (Boon and 
Edler 2018; Kuhlmann and Rip 2018). As one consequence, science’s impact on 
policy and on society has come to the fore again as a major justification of scientific 
activity.

Third, there is an increasing demand for scientists to produce impactful knowl-
edge (Kessler and Glasgow 2011; Brownson et al. 2006). Many research councils, 
such as the UK Research and Innovation Council, the US National Science Foun-
dation, and the European Framework Programmes, now explicitly ask for engage-
ment strategies in funding applications. In performance-based funding systems, such 
as the UK Research Excellence Framework, the explicit demonstration of impact is 
becoming increasingly important for the assessment of organisations (Hicks 2012), 
and the scientists working within them (Wilkinson 2017). This places the onus of 
generating impact on scientists: to choose the right topics, develop engagement 
strategies, and trace the impact their research has on society. Fourth, a persisting 
idea in policymaking is that objective evidence can be produced based on rigorous 
approaches, translated into layman language, and then used by policy actors to co-
determine decisions (Parsons 2002; Sanderson 2009; Mthiyane and Breckon 2020). 
The more convincing the evidence and its translation, the more likely it will influ-
ence the policymaking process. The ’quality’ of the evidence and the associated 
expert advice determine the impact.

We believe a change of perspective is needed to balance our understanding of 
how science can generate policy impact. If science’s impact on policymaking is 
considered insufficient, and at the same time, more scientific support is needed to 

1  In the European tradition, the term scientists includes social scientists as well unless otherwise indi-
cated.
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tackle urgent challenges, we suggest a complementary perspective of the science-
policy relationship. We develop a novel conceptual framework to shift the per-
spective towards the users of science in the policymaking arena. This framework 
suggests that how ‘user’ organisations search for and absorb scientific knowledge 
co-determines its impact as much as the circumstances in which it was produced, 
and the engagement efforts of scientists. In particular, the framework conceptualises 
the conditions that influence the ability and willingness of policymakers to access 
and use scientific research. We focus on the conditions that influence the likelihood 
of scientific knowledge to create conceptual impact. This occurs if a change can be 
observed in policymakers’ thinking about the nature of policy problems, their under-
lying causalities, and possible solutions (Amara et al. 2004). Despite many excellent 
political science and STS contributions on the role of science in achieving policy 
change (Sabatier 1988; Smith 2013a; Jäger and Ferguson 1993), conceptual impact 
remains an overlooked element of this literature, because it is not always evident in 
final policy outcomes.

Scientific knowledge, encompassing scientific evidence and ideas, is our primary 
subject of interest. Science is a specific knowledge production enterprise associ-
ated with particular goals and norms (Merton 1973). The term ‘scientific evidence’ 
differs from ‘research evidence’, which is a related, but broader concept. The term 
‘evidence’ is broader still and signifies any facts or information used to make deci-
sions (Nutley et al. 2007). In the next sections, we will also use the terms ‘research 
evidence’ and ‘research impact’ only when discussing the literature that used a 
broader scope and did not distinguish science specifically. However, in developing 
the framework, we focused primarily on the conditions shaping scientific knowledge 
uptake within the specific relationship between the domains of policy and science.

We grounded the framework on political science approaches that focus on sense-
making and interpreting as a major dimension of the policymaking process and 
employed reflexive (Edler 2003) or discursive (Schmidt 2008, 2010, 2012, 2002) 
institutionalism. This conceptualises policy change as primarily ideational, the result 
of actors deliberating about, and reflecting on issue framing, policy problems and 
policy options. This approach does not neglect power, politics, or polity. However, 
its epistemological and ontological stance enables us to focus on knowledge-driven 
cognitive and normative dynamics. We also stress that policymaking takes place 
in organisations. To understand how organisational context influences scientific 
knowledge uptake, we draw on Scott (2014) to operationalise the conditions affect-
ing the ideational process. We acknowledge that the meaning of (scientific) ideas 
and knowledge changes during the different - stylised - stages of the policy process 
(Howlett 2009).

Although applying the framework on its own will not fully explain the mecha-
nisms and limitations of using scientific knowledge in the policymaking process, 
it contributes to the literature by complementing, rather than replacing, existing 
approaches. Its shift in focus enables us to better understand and systematically 
address (i) the role of the user side and (ii) the often overlooked conceptual impact 
of research.

The paper is structured as follows. In Section 2, we review the literature on the 
impact of research on policy in order to substantiate the lack of attention to the user 
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side and conceptual impact. Section 3 defines the notion of conceptual impact. Sec-
tion 4 reviews reflexive (discursive) institutional theory and lays the foundation for 
the framework. Section  5 describes the framework and its components. Section  6 
discusses the merits of the framework and concludes the paper.

A Supply Bias of Impact Studies

As the increasingly widespread use of accountability tools in science governance 
places the onus of creating, tracking and reporting impacts on researchers, there is 
a need to refocus on the users of research in policymaking. Various approaches to 
evaluating research and their effects on science and scientists are widely debated 
(Donovan 2011; Penfield et  al. 2013; Thomas et  al. 2020; de Rijcke et  al. 2016; 
Watermeyer 2016). Typically, instruments cover both scientific excellence and soci-
etal impact (Bornmann 2013; Martin 2011). In many countries, one consequence of 
performance-based research evaluation has been the requirement for the scientists 
to demonstrate their research impacts to justify continued funding. Following this 
rationale, multiple analytical frameworks have suggested practical ways of monitor-
ing, assessing and reporting the impact of research. We review key milestones in 
this literature, in order to highlight the role of research users and the value of this 
additional perspective.

Early approaches used classical input-output-outcome-impact models, and attrib-
uted impacts to funded research by identifying the activity, a concrete project or 
even a programme that led to the impact and the scale of the impact. Currently, the-
ory-based evaluation approaches have largely replaced such linear view. The most 
influential models include the payback framework of Donovan and Hannay (2011) 
for health research, and the public value framework of Bozeman and Sarewitz 
(2011). They share a common weakness in that they aim to identify concrete and 
short-term impacts and outcomes. Critics noted that the impact of science is a long-
term process that may not always be clearly identifiable and attributable to particular 
projects. Some impacts from certain types of research are easier to capture, while 
others are hardly identifiable or much harder to trace (Muhonen et al. 2020).

Separately, the scholarship contributed to an understanding of how scientists can 
achieve better societal impacts. Improving the delivery of information and ensur-
ing the salience (timeliness), credibility (weight of scientific claims) and legitimacy 
(the proper process of bringing the information into the policy domain) of scientific 
knowledge prove to be among the most important factors (Cash et al. 2003; Nutley 
et  al. 2007). Authors also offer strategies to improve impact, e.g. facilitating use-
ful interactions, co-creation, adopting proper knowledge translation strategies, etc. 
(Broström and McKelvey 2017; Weichselgartner and Kasperson 2010; Armstrong 
et al. 2013; van der Arend 2014). Typically, research on the impact of science offers 
ways for scientists to improve the format and delivery of their research and only 
laterally concerns the demand side (Sarewitz and Pielke 2007). It also downplays 
policy outcomes that are not attributable to concrete scientific projects and therefore 
not usable in research impact assessment.
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The SIAMPI (Spaapen and van Drooge 2011) and ASIRPA (Joly et al. 2015) 
approaches are two significant developments that have attempted to address these 
shortcomings. Both emphasise the importance of interaction between science 
and society, challenge the simple linear models of research impact and reject 
attribution in favour of understanding the contribution of research to a broader 
societal effect. Both stress the non-linear, multi-stakeholder and often long-term 
processes of impact and seek to portray the pathways to impact using case stud-
ies. In SIAMPI, the notion of “productive interactions” (Spaapen and van Drooge 
2011; De Jong et al. 2014) refers to direct and indirect interactions of scientists 
with non-scientist audiences, and labels them “productive” if either side changes 
their actions. The early interactions between researchers and “users” can point to 
where policy impact may occur regardless of whether it actually does. ASIRPA 
produced a replicable case study-based method to trace the long-term contribu-
tion of research of a government laboratory. More theoretically grounded than 
SIAMPI, it examined the roles of intermediaries and networks in societal impact, 
which was, unsurprisingly, frequently mediated through policy change.

The common gap in the frameworks reviewed so far is that they are not con-
cerned with understanding the organisational conditions for impact on the user 
side. Instead, they look at the individual actors, interactions, and pathways. How-
ever, organisational conditions could play a very significant role in policy. Policy 
development is a complex process that is driven by values and interests as much 
as by evidence and research (Hall 1993). Policymakers operate within the con-
straints of policy development cycles (Kingdon 1984), but are also influenced by 
the dominant discourse in their organisational environment and their own precon-
ceptions of valuable knowledge (Amara et al. 2004). Organisational environments 
influence the sense-making of individual policymakers. Health research, for 
example, has a strong evidence-based practice mandate (Hanney and González-
Block 2009), while a scientific basis is much less common in other policy areas. 
The ability of scientists to influence policy development is moderated by these 
various factors.

Research utilisation is one strand that has explicitly considered the organisational 
dimension. These studies, predominantly of policy and healthcare, use specialised 
survey tools to examine research use practices in public settings. They have identi-
fied three groups of factors that influence research use by public officials: organisa-
tional factors, individual preferences, and barriers. Organisational factors, such as 
the availability of knowledge brokers, sufficient resources, and a favourable organ-
isational culture, are positively associated with research use (Lomas 2007; Crona 
and Parker 2011; Belkhodja 2014). Individual traits, such as background and social 
capital, are equally important; for example, public officials with advanced degrees 
or work experience in academia are more likely to use research (Jennings and Hall 
2012; Ouimet et al. 2010). Public officials vary in their openness to research from 
different sources and use different types of research in different ways, e.g. instru-
mentally, symbolically, and conceptually (Amara et  al. 2004; Jbilou et  al. 2007). 
Finally, certain barriers obstruct research use: ideological differences, differences in 
risk perception, lack of contact to and different time frames for knowledge demand 
and supply (Almeida and Bascolo 2006).
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Research use evidence in the utilisation literature provides a solid foundation to 
analyse the conditions for research impact. We suggest that the factors influencing the 
impact process are related to the factors that influence research use. Analysing policy 
organisations’ institutional and organisational conditions in detail can conceptualise 
the missing link in our understanding of how scientific knowledge can achieve lasting 
impact on policy.

Conceptual Impact

Having established why we focus on the organisational conditions on the user side, we 
now explain our focus on conceptual impact. The impact of science is typically defined 
as a change in the thinking or behaviour of societal actors (Hessels and Lente 2010; 
Spaapen and van Drooge 2011). The established typologies usually categorise impacts 
into those affecting cognition (conceptual), those that aid decision-making (instrumen-
tal) and those selected to support pre-existing opinions (symbolic) (Amara et al. 2004; 
Estabrooks 1999; Landry et al. 2003; Thompson et al. 2007; Weiss 1979). Conceptual 
impact has been a victim of assessment frameworks that overemphasise the traceable, 
attributable outcomes of research. Studies have focused mainly on instrumental impact, 
because only a change in action can be reliably monitored and assessed (Thompson 
et al. 2007). Identifying and assessing a change in thinking is much harder than spot-
ting changes in behaviour and decision-making. In order to discern conceptual impact, 
studies need to question actors directly. However, even the actors themselves are not 
always able to pinpoint how they are using research (Kanneman and Tversky 2000 in 
Contandriopoulos et al. 2010).

Further, in policy settings, changes in a person’s thinking (e.g. conceptual impact) 
do not always manifest in changes in political action, especially in policymaking, where 
outcomes are determined by many actors and a wide range of motivations (Oliver et al. 
2014; Smith 2013a). Therefore, little is known about the determinants and conditions 
of the conceptual impact of science. This is a major shortcoming given how important 
conceptual impact is. If scientific research generates conceptual impact, it can shift the 
scope of issues that are considered relevant, the appropriate means to address them, 
the important stakeholders to consult and the sources of knowledge (Estabrooks 1999). 
Conceptual impact also influences the long-term ‘knowledge creep’, whereby policy-
makers are sensitised to important issues and informed about emerging policy prob-
lems (Weiss 1982; Weible et al. 2010).

Understanding the conditions for conceptual impact means considering a cognitive 
dimension: how policymakers think and which factors influence their reflections on 
the nature of policy problems. We based our conceptualisation on reflexive/discursive 
institutionalism.
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Theoretical Foundations

Reflexive (Edler 2003) or discursive institutionalism (Schmidt 2008, 2010, 2012, 
2002) is a political science approach that captures cognitive and normative dimen-
sions that influence the process through which scientific knowledge generates impact 
on policymaking. The epistemological and ontological approach of discursive insti-
tutionalism underpins our framework.

Reflexive/Discursive Institutionalism

In traditional neo-institutional analysis, change is thought to be brought about 
through rational calculation in given incentive structures and fixed preferences 
(rational choice institutionalism), changes in contextual settings over time within 
historical paths (historical institutionalism) or through evolutionary change in all-
encompassing social norms (sociological institutionalism). These three institutional-
ist approaches build upon specific ontological understandings of what determines 
change and can be applied to specific empirical cases. However, they all neglect 
individual and organisational sense-making, a major underlying property of deci-
sion-making. This refers to the gathering of credible information and data and theo-
retical concepts to make sense of them.

Reflexive institutionalism was developed to address this sense-making and its 
role in policy change. It asserts that what actors define as problems, what they con-
sider possible solutions, and how they see their interests are open to change. Thus, 
change comes about as a result of cognitive processes based on thinking about ideas 
(Béland and Cox 2010). Ideas can change interest perceptions, alter existing insti-
tutional paths and overcome boundaries set by pervasive social norms. Beliefs can 
"provide the recipes, guidelines, and maps for political action and serve to jus-
tify policies and programs by speaking to their interest-based logic and necessity" 
(Schmidt 2008: 306). This approach is anchored in a broader ideational movement 
in the social sciences that discusses the role of ideas in understanding the policy 
process (Blyth 1997; Fischer and Gottweis 2012; Seeleib‐Kaiser and Fleckenstein 
2007; Béland and Cox 2010). Most of these authors agree that there are different 
types of ideas with varying degrees of influence on policymaking (Beland 2005). A 
common approach and the most appropriate for our purpose is to distinguish three 
levels of ideas: ideas concerning the nature of a problem, the nature of the solution, 
and ideas that shape the overall ‘public philosophy’ (Heclo 1986), i.e. the public’s 
understanding of the role of government vis-à-vis certain issues.

Vivien Schmidt elaborated the ideational institutional approach and coined the 
term ‘discursive institutionalism’, which emphasises the importance of both the sub-
stantive content (e.g. scientific evidence) and the interactive process (Schmidt 2017: 
5) to capture the influence of ideas on policy change (Schmidt 2008: 303). Schmidt’s 
distinction between coordinative and communicative discourse is especially impor-
tant for our context. Both kinds of discourse provide different channels for scientific 
ideas to be transported, transformed and absorbed (Schmidt 2008). Coordinative 
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discourse evolves within the policymaking process to establish the necessary level 
of consensus. Discourse participants comprise all the actors involved in the crea-
tion, elaboration and justification of policy ideas. This discourse includes techni-
cal experts and is shaped by epistemic communities (Haas 2009) arranged around 
shared bodies of knowledge. As these communities adhere to certain basic episte-
mological and ontological truths, they influence the likelihood with which new ideas 
are transmitted and accepted.2 Epistemic communities are cross-organisational, link-
ing academia, think-tanks and policymaking bodies. However, ideational broker-
age may still be required (Parsons 2002: 174). Epistemic communities can support 
‘advocacy coalitions’ (Sabatier 1988), which combine material interests and norma-
tive beliefs to pro-actively influence policy decisions.

Communicative discourse connects the political sphere and the general public. It 
serves to legitimise political decisions or trigger policy change through public pres-
sure. Important intervening factors here are the formal institutional context, the pol-
ity, and the political culture. The two discourse types interact in many ways. Coor-
dinative discourse, fed also by scientific arguments, links to the public narrative and 
vice versa. The power of the epistemic community within coordinative discourse 
may add legitimacy when engaging with the general public (Edler 2003). Con-
versely, communicative discourse may exert normative power, against which cogni-
tive beliefs in coordinative discourse cannot persist (Schmidt 2002).

Discursive institutionalism provides an entry point to understanding the existing 
- and changeable - institutional conditions in policy organisations that interact with, 
absorb and transform scientific knowledge. It considers the ability of actors to make 
sense of ideational content. Organisational systems of meaning and understanding, 
often referred to as background knowledge, act as an ideational filter and interpre-
tative device. Organisations (and the individuals within them) employ these back-
ground ideational abilities when encountering new ideas. These abilities influence 
the extent to which these new ideas exert conceptual influence within policymak-
ing organisations (Schmidt 2008). Extending the discursive institutionalist theoris-
ing to consider the extent and ways in which the institutional context can act as an 
intervening variable for the impact of (scientific) ideas on policy. For our framework 
to conceptualise the impact of scientific knowledge on policymaking, we conclude 
that:

(1)	 We use established approaches to understand policy change as a result of idea-
tional processes

(2)	 Ideas should be distinguished on three levels (broader "Zeitgeist", problem defi-
nition, solutions), each with their own specific implication for policy change

(3)	 We need to understand the origin of ideas as well as how they evolve in order to 
understand their conceptual effects on policymaking organisations

2  Haas developed this model in the context of international organisations and focused on the agency of 
epistemic communities and their interest in promoting certain ideas. However, the basic proposition, the 
cross-organisational epistemic community as a transmission belt for (scientific) ideas, remains an impor-
tant element of a framework for how scientific ideas influence policymaking.
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(4)	 We can distinguish different kinds of ideational discourses with their own logics
(5)	 We need to consider the (pre-)existing and co-evolving institutional and idea-

tional conditions in policymaking organisations to understand how external ideas 
influence them.

Three Elements of Institutions

We now turn to what we see as a major gap in the discursive institutionalist 
approach: its elaboration of background ideational abilities is too limited to under-
stand how institutional conditions within policymaking organisations affect par-
ticipants in the ideational discourse. We suggest that an organisation’s background 
ideational abilities can be analytically accessed by distinguishing three elements 
of institutions: regulative, socio-normative and cognitive, as suggested by Richard 
Scott (2014). These elements encompass both structures and processes and can be 
implicit or explicit. They emerge from sustained social interaction, and are interde-
pendent and interwoven in practice.

Regulative institutional elements are established by instructions that influence 
human behaviour via a system of sanctions and rewards. These can be legal pre-
scriptions or formal rules. In organisations, regulative elements encompass formal 
authority structures, incentives, bonuses, promotions, and also penalties and fines. 
Within policymaking, formal and legal policy development processes rest on the 
regulative institutional pillar, for example, the requirement to use the best available 
evidence when developing policy.

Normative institutional elements reflect shared expectations and social obliga-
tions regarding behaviour in certain circumstances. Encompassing values and roles, 
normative elements explain how actors interpret social context in order to take an 
‘appropriate’ course of action to achieve their goals (March and Olsen 2011). These 
common frames of reference allow actors to navigate social life by anticipating the 
behaviour of others. In our context, normative elements influence policymakers’ 
notions about what research is considered robust and reliable.

Cognitive institutional elements encompass meanings attached to social action, 
symbols, identities, causal connections, and scripts. They are taken for granted, 
rarely contested and sometimes not rationalised. They make up the ‘natural order’ 
in which actors operate, and its ‘constitutive rules’ (Searle 1969), creating shared 
frames of meaning in social life. Cognitive processes influence policymakers’ sense 
of trust when they see research presented in a familiar way, or using familiar epis-
temic devices.

We can now combine the theoretical foundations. Discursive institutional-
ism offers a conceptualisation of the policy development process as an ideational 
deliberation between the actors engaged in coordinative discourse (Schmidt 2008). 
The mechanisms through which actors develop and/or change their ideas about 
the nature of problems, the solution space and the overall role of governance are 
captured by the notion of background ideational ability. Organisational systems of 
meaning, consisting of cognitive, normative and regulative elements, influence poli-
cymakers’ ability and willingness to be influenced by new ideas. The three elements 
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of institutions not only explain how organisational environment affects cognitive 
dynamics, but can also explain how ideas already present in organisations can move 
closer or further away from their ‘deep core’ (Sabatier 1988) background philoso-
phies. Regulative, normative and cognitive legitimacy mechanisms influence how 
ideas are observed, filtered and made sense of by actors (Cashmore and Wejs 2014). 
Some ideas are considered credible, while others do not pass institutional filters.

The next section applies the ideational institutionalist approach to explain the 
conceptual impact of science on policymaking. While conceptual impact necessar-
ily implies change on at least one of the three ideational levels, scientific ideas that 
enter policy organisations may not align with all three intuitional elements, which 
will affect how policymakers interact with them. Our conceptual framework cap-
tures the conditions influencing these dynamics in a structured way.

Conceptual Framework

Institutional Conditions and Ideation in Policymaking

The framework documents the institutional conditions in policymaking organisa-
tions that influence the conceptual dimensions of the policy development process. 
It consists of three major components: the properties of scientific knowledge, the 
organisational and institutional conditions, and the types of impact. These mutually 
influence one another (Fig.  1). The framework is informed by discursive institu-
tionalist research that emphasises the role of ideas in policymaking (see above) and 
organisational institutionalist research that theorises about the various institutional 
elements that affect knowledge transfer, acquisition, and absorption (see above).

Component one, scientific knowledge, includes research results and underlying 
scientific ideas. The characteristics of scientific knowledge and the pathways via 
which it reaches policymakers affect its uptake. Non-codified knowledge transfer, 

Scien�fic 
Knowledge 

(Evidence and 
Ideas)

Condi�ons
Impact

Intra-organisa�onal

• Ins�tu�onal Condi�ons

• Personal Characteris�cs

Inter-organisa�onal

• Processes, objects, and 
spaces that facilitate 
knowledge exchange

Conceptual

Instrumental

Symbolic

Fig. 1   Institutional conditions influencing the impact of scientific knowledge on policy - expanded 
framework ( source: authors)
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e.g. via personal communication, is more likely to influence policymakers conceptu-
ally (Molas-Gallart and Tang 2011). The reputation of the authors and organisations 
producing the research (Olmos-Peñuela et al. 2014), whether there is contestation or 
consensus in the scientific community (Shackley and Wynne 1996), and the social 
context surrounding the research process (Kessler and Glasgow 2011; Stirling 2007) 
are also significant. These aspects are largely beyond this paper’s scope, since our 
focus is on conditions on the user side.

Component three, the impact of science, uses the conventional typology distin-
guishing impact into conceptual, instrumental, and symbolic (see Section “Con-
ceptual Impact”). Although our framework focuses on identifying the conditions 
for conceptual impact, the three types are interrelated. The impact pathway itself is 
rarely linear and rarely results in just one type of impact (Joly et al. 2015).

The framework’s main contribution is its focus on component two, the institu-
tional conditions of policy ‘user’ organisations that influence the process through 
which scientific knowledge has impact on policy. These conditions are presented in 
Table  1 and coded as follows. Institutional conditions within policy organisations 
are termed ‘intra-organisational conditions’ (I). The broader conditions of institu-
tional fields they are embedded in are termed ‘inter-organisational conditions’ (II). 
These are essential to understand the flow and co-development of scientific knowl-
edge between organisations. For both types, we differentiate between regulative (R), 
normative (N) and cognitive (C) institutional elements. The framework also recog-
nises individuals as ‘thinking’ agents capable of reflecting about new ideas and evi-
dence (P). The conditions influence the background ideational abilities of scientific 
knowledge users. The next sections substantiate and further qualify the framework 
components.

Intra‑Organisational Conditions

Intra-organisational conditions encompass institutional structures and processes 
within policy user organisations, such as guidelines, values, management structures 
and practices of knowledge acquisition. We distinguish between regulative elements 
that describe formal instructions for the use of research, normative elements relating 
to organisational values and strategy, and cognitive elements that cover aspects such 
as organisational philosophy, assumptions, habits and scripts. Interrelated in prac-
tice, these elements exert different kinds of influence on how the organisation deals 
with scientific knowledge.

Regulative elements provide extrinsic motivation for policymakers to engage 
with science. If there is a mandate to consult research when developing new policies 
(IR3), policymakers are compelled to seek it. Exposure to research then increases 
the likelihood that policymakers engage with it, opening up opportunities for 
impact. Overall, the capacity to support engagement by allocating resources, setting 
up infrastructure and creating dedicated staff roles is widely recognised as the foun-
dation for the effective use of science in policy (Olmos-Peñuela et al. 2014).

Formally established research units, and horizontal and vertical communi-
cation channels (IR1) reinforced by a monitoring and incentives system (IR4) 
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constitute essential research infrastructure to support decision-making (Nutley 
et al. 2007; Makkar et al. 2015). Scientific research is more likely be used if the 
use processes are clearly defined (Armstrong et al. 2013). Organisations that for-
mally structure their research utilisation, e.g. by setting up in-house analytical 
units, knowledge brokers or scientifc advisers, use research more effectively than 
those that do not (Topp et al. 2018; Belkhodja 2014). This infrastructure requires 
sufficient funding and specialised intangible resources (IR2), including staff who 
can both understand complex science and communicate it effectively to non-spe-
cialists (Holmes and Clark 2008).

Formal structures can only be effective if they are acknowledged as necessary, 
appropriate and legitimate, which highlights the role of normative institutional 
conditions (Weiss et al. 2008). Policymakers’ attitudes will be influenced by the 
general perception of research in their work area, how and to what extent it is 
used by others in similar positions (IN1). Policymakers in environments with 
organisational culture (IN2) that is receptive to new ideas and approaches will be 
more likely to consider multiple different types of knowledge (Hammami et  al. 
2013). Openness and exploration of new knowledge sources (March 1991) are 
organisational values that may prompt policymakers to look for evidence beyond 
familiar sources. Notions of appropriateness and best practices are diffused 
within the organisation via knowledge communities (IN3): groups of like-minded 
employees, who organise themselves around thematic topics. These communi-
ties can boost the value assigned to research, legitimise and normalise the use of 
scientific knowledge across different organisational units and levels of authority 
(Currie and Suhomlinova 2006). They also contribute to learning to use scien-
tific research effectively in their specific organisational setting (Andereggen et al. 
2013).

Cognitive institutional elements provide the shared ideational foundation 
to these activities and processes. For instance, organisational philosophy (IC1) 
underpins the reasons for the organisation’s existence, its fundamental worldview. 
Policymaking is made sense of against the backdrop of these ‘deep core’ ideas. If 
scientific knowledge does not align with the organisation’s dominant worldview, 
this can obstruct knowledge absorption. Research will not be considered relevant 
or legitimate (Boswell and Hampshire 2017; Rein and Schön 1993). Conversely, 
organisations with more than one worldview are more open to diverse kinds of 
knowledge.

Cognitive institutional elements also encompass micro-level behaviour: scripts, 
routines and assumptions (IC2). Using research is habitual to a large extent (van 
der Arend 2014) and influenced by stereotypes and cultural norms (Brownson et al. 
2009). Policymakers may favour certain types of knowledge, methods, and ways of 
communicating, which shape the possibilities for certain kinds of scientific knowl-
edge to enter policy processes. For example, economic reasoning is pervasive in pol-
icy and underpinned by the institutional logics of quantification prevalent in broader 
society (Espeland and Stevens 2008). Economic and statistics research are therefore 
likely to be considered seriously in many policy organisations, because they operate 
with the same style of reasoning, and employ familiar symbols and instruments that 
policymakers prefer to use as evidence (Hirschman and Berman 2014).
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Inter‑organisational Conditions

Inter-organisational conditions are shaped by the relationships between organisa-
tions in science and policy domains. Inter-organisational interactions may match 
and validate the policy organisation’s structures and processes as legal, appropriate 
or true or highlight contradictions (Seo and Creed 2002). Regulative inter-organisa-
tional conditions are primarily formally defined channels and tools for knowledge 
exchange. Normative and cognitive conditions explain how mutual understanding is 
developed at science-policy interfaces.

Regulative conditions encompass institutional structures for the production and 
evaluation of knowledge and formal knowledge transfer channels between science 
and policy (IIR1). Overall, the intensity of linkages has been directly associated 
with policymakers’ propensity to engage with scientific research (Belkhodja 2014). 
The scale and scope of steering (IIR2) is also a significant factor; the ’gap’ between 
research and policy is often seen as the rationale for intervention to improve knowl-
edge exchange (Brownson et  al. 2006; Avey and Desch 2014). Funders routinely 
incorporate societal impact considerations into ex-ante and ex-post project evalua-
tions to steer researchers’ behaviour (Wallace and Rafols 2015; Meyer 2011). Efforts 
are also made to identify the most effective ways of incorporating research evidence 
into policy (Grimshaw et al. 2012; Green and Glasgow 2006; Brownson and Jones 
2009; Sanderson 2002; Head 2016). These discussions have pushed policy organisa-
tions to put knowledge exchange on their agendas and led to rich experimentation 
concerning the modes and formats of science-policy knowledge transfer (Bremer 
and Meisch 2017; Knight and Lyall 2013).

Normative institutional elements explain how shared notions develop about which 
knowledge is considered credible (Cash et  al. 2003). Scientific research is usually 
too abstract and technically complex to be used directly in policymaking and needs 
to be adapted by boundary-spanning actors (Sarkki 2017; Reinecke 2015). Norma-
tive elements underpin the appropriate format for the boundary object (IIN1) and 
how to organise the boundary spanning process (Hoppe et al. 2013; Turnhout et al. 
2007). These perceptions emerge in cross-organisational knowledge networks (IIN2) 
of scientists and policymakers, who act together to advocate their preferred policy 
issues and solutions (McCright and Dunlap 2010; van der Sluijs et al. 1998; Smith 
2013b; Edler and James 2015). These stakeholders may interact in dedicated meet-
ing places as a community of practice (Amin and Roberts 2008).

One example is how usable knowledge is developed. Usable knowledge is con-
textual: it is scientific knowledge that can be absorbed and applied in policy without 
further translation - a boundary object shaped by the expectations of both scien-
tists and policymakers about each other’s work via negotiation and expectation man-
agement (Stilgoe et  al. 2013). In healthcare, for instance, researchers have argued 
that systematic reviews constitute better usable knowledge than individual research 
results, because they aggregate the outcomes of many standardised empirical studies 
and have high external validity (Green and Glasgow 2006; Grimshaw et al. 2012). 
Healthcare policymakers are correspondingly keener to use systematic reviews than 
practitioners in other domains (Bedard and Ouimet 2017). However, such commonly 
accepted boundary objects can also lock out research not attributed the appropriate 
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level of legitimacy. Leach and Scoones (2013) use the case of zoonotic disease mod-
els to demonstrate that certain scientific models are "co-constructed with particular 
policy narratives about the disease problem" (15). As these models were the out-
come of mutual knowledge development and exchange among networks of research 
and policy organisations, it was easier for them to gain traction when policymakers 
had to deal with a disease outbreak. Alternatives were only considered once these 
models were no longer able to provide reliable predictions.

Cognitive inter-organisational conditions primarily reflect the importance of the 
compatibility of background ideas in science and policymaking organisations (IIC1). 
Dominant public philosophies determine the way issues are framed, arguments 
built and solutions selected. If scientific knowledge was produced within a different 
public philosophy than the one policymaking organisation operates it, policy offi-
cials will be unable to use research due to basic, irreconcilable differences in world 
views that hamper meaningful mutual understanding (Lindvall 2009). For example, 
Schmidt (2016) argues that industrialised countries have been unable to deal with 
recent economic crises, because neoliberalism, the dominant background philoso-
phy, limits the breadth of analysis and variety of instruments ‘imaginable’ in eco-
nomic policy. Scientists and policymaking organisations share a neo-liberal majority 
view, and heterodox scientific organisations with competing views are unable to get 
throughthe neo-liberal filter. Carstensen and Matthijs (2018) observe that disputes 
leading to policy change tend to happen within paradigms, not between them, as the 
result of a stream of individual decisions that gradually alter the dominant paradigm. 
Therefore, scientific ideas which deviate from existing thinking in policymaking can 
be influential as long as they are compatible with the dominant public philosophy 
and the existing policy architecture.

Cognitive institutional conditions further include elements that evolve into knowl-
edge translation scripts over time (Kuruvilla et al. 2006). The discursive proximity 
(IIC2) between domains affects the extent to which they can conceptually influence 
each other. For example, policymakers are more likely to consider evidence written 
in a familiar language (Upham and Dendler 2015), presented in a familiar format 
through a trusted, expected channel. These cognitive differences between what poli-
cymakers are comfortable with and what researchers are able to provide are cited as 
a key barrier to impact (Weichselgartner and Kasperson 2010).

Individuals in Organisations

Although institutional conditions influence policymakers’ background ideational 
abilities, individuals also have agency to consider scientific knowledge indepen-
dently during the policy development process. From the discursive institutional-
ist standpoint, individual reflection and subsequent collective deliberation are two 
key components of policy change. We distinguish three personal characteristics 
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of policymakers that affect the extent to which they are influenced by scientific 
knowledge3.

First, policymakers with advanced degrees and/or work experience in research 
(IP1) are much more likely to be conceptually influenced by science (Amara et al. 
2004). They are more exposed to scientific knowledge in in their networks, are more 
inclined to trust the standards of scientific knowledge production, and can bridge the 
cognitive and cultural gap between ideas in science and policy. Second, policymak-
ers with the technical skills to read and appraise scientific research (IP2) are more 
likely to understand its core ideas and assumptions and engage with it on deeper 
ideational levels. Third, policymakers’ individual attitudes (IP3) towards science, its 
value and role in the policy development process determine their willingness to seek 
out and use relevant research (Jbilou et al. 2007). Here, it is important to consider 
differences between policy areas that often require S&T evidence (e.g. healthcare), 
those that primarily use data as evidence, and those with hotly contested topics 
where policymakers need to engage in value-based debates.

Institutional Inter‑dependencies

So far, we have described the three institutional dimensions at the organisational and 
individual level in relative isolation. However, in "most empirically observed institu-
tional forms, we observe not one, single element at work, but varying combinations 
of elements" (Scott 2008: 62). This means that "if pillars are aligned, the strength 
of their combined forces can be formidable" (ibid). In other words, the degree of 
alignment determines the way and extent to which they influence organisational and 
individual behaviour. The number of possible combinations of elements in all three 
pillars is endless and how pillars align is an empirical question, but our framework 
enables us to recognise the inter-dependencies of institutional dimensions.

The ability, willingness and readiness to understand the nature of scientific 
knowledge, interpret its outcome and assign credibility not only depend on "rig-
orous" scientific approaches and appropriate dissemination activities. They also 
depend on the interplay of regulative, cognitive and normative conditions within 
policymaking organisations and between policy and research organisations. Con-
ceptual impact will be limited no matter how strong the scientific evidence or how 
clearly it is communicated, if institutional conditions that enable impact are missing. 
The lack of material resources, such as access to scientific publications, or of time 
to identify relevant research can inhibit policymakers’ engagement with scientific 
knowledge, even if there are strong normative demands to use such knowledge in 
policy.

Time is another relevant factor when discussing institutional dimensions. Institutions 
are persistent structures, but the durability of the different institutional elements varies. 
Cognitive elements in particular form over a period of time as ideas gradually sediment 

3  Naturally, the characteristics and attitudes of individual scientists are also important in generating 
impactful research (see D’Este et al. 2018). However, the focus here is on individuals in policymaking 
organisations.
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to the ‘deep core’ of organisations and become the taken-for-granted and unarticulated 
(Eleveld 2016). The difference in depth between the institutional pillars becomes appar-
ent if the organisation undergoes change. Regulative changes, such as new investments 
and instructions or the recruitment of skilled staff, can be made relatively quickly, but it 
will take (often a significant amount of) time for change to occur at deeper levels.

Institutional Conditions in the Policy Process

Finally, we acknowledge that the potential impact science has on policy will change 
throughout the policy process. Our concept follows the well established, simplified and 
stylised multi-stage model of the policy process (Lasswell 1956). Policy analysts inter-
ested in the role of knowledge and evidence (Strassheim 2018; Perl 2020) have used 
this model to highlight the different needs of policymakers for external knowledge and 
evidence in the "political capacity" concept.

Table 2 indicates the need for knowledge and information during different stages of 
the policymaking process and how the need for scientific knowledge changes. In early 
stages, broad knowledge is needed to support agenda-setting. This is where issues are 
legitimised and constructed as problems (Perl 2020), and where ideas, including exter-
nal scientific ideas and knowledge, most strongly conceptually influence the policy pro-
cess (Fischer and Forrester 1993; Sabatier 1988). In principle, the defintion and fram-
ing of the policy issue at hand is open and the policy formulation process benefits from 
alternative analyses. Thus, the intra-organisational and inter-organisational conditions 
need to enable access to diverse sources of knowledge, and policymakers must have 
sufficient absorptive capacity to make sense of different scientific data and to interpret 
issues. Further, the normative expectation in an organisation needs to encourage using 
diverse scientific knowledge as an important source in the initial framing of an issue.

In later stages of policy development, more standardised capabilities and techniques 
are needed to support implementation and policy learning. The interface to external 
knowledge sources is thus narrower, focused on technical support, and the absorptive 
capacity of policymakers may be more specialised. The need for broader knowledge 
opens up again at the evaluation stage, where reflection is needed on the achievements 
and shortcomings of the previous policy cycle.

Howlett (2009) claims that the failure to cope with the knowledge challenges at the 
different stages of policy development stems from poor capabilities and systems to use 
of knowledge and can be improved through better knowledge management. We concur, 
but stress that in order to do so we need to start with better analysis of the conditions 
that influence the use of external knowledge at those different stages.

Contributions and Policy Implications

Our framework focuses on the institutional conditions in ‘user’ organisations that 
influence the conceptual impact of scientific knowledge. While we recognise that 
the actual policy development process is dynamic, messy and complex, there is a 
need to rebalance the recent excessive emphasis on the roles, activities and efforts 
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of scientists by refocusing on organisational filters on the user side. The framework 
combines a discursive institutionalist understanding of the nature and mechanisms of 
ideational dynamics in policymaking with organisational institutionalist approaches 
to capture absorptive conditions within and between organisations. Combined with 
characteristics of reflexive individual policymakers, these are the elements required 
to understand the nature and extent of conceptual impact.

To the best of our knowledge, this perspective, and the finely grained differentia-
tion of the ideational and institutional dimensions is the first attempt to spotlight the 
conceptual impact of science on policy. Early in the paper, we criticised that previ-
ous research honed in on the observable uses and impacts of science, and tended 
to neglect the less-observable pathways, activities and conditions for conceptual 
impact. If we accept that how policymakers interpret the world and define solutions 
is a critical dimension in the policymaking process, we also must acknowledge the 
importance of the ideational dimension. We employed a reflexive institutionalist lens 
to make sense of how ideas exert influence. It helps us to understand when and how 
scientific ideas and evidence influence perceptions of the nature of problems and 
possible solutions, i.e. when conceptual impact occurs. We also recognise that the 
discourse, through which scientific knowledge enters policy spaces, and the condi-
tions under which it is processed are also critical for the impact of science on policy.

The framework is not intended to substitute the existing literature, but to extend 
and enrich it. The framework outlines the micro-foundations for understanding 
mechanisms of the use of scientific knowledge in policy via a multi-dimensional 
and inter-linked conceptualisation of the user conditions. It enables what Sarewitz 
and Pielke (2007) called a "demand-side assessment" (12): a structured analysis of 
the conditions and behaviours on the side of scientific research ‘users’. The third 
column in Table 2 points towards the framework’s operationalisation. We suggest 
a case study methodology for empirical research. Additionally, research utilisation 
surveys could be helpful to analyse the conceptual use of research.

Table 2.   Scientific knowledge challenges and needs during the policy process.

Source: based on Howlett (2009), Strassheim (2018), modified by the authors

Policy stage Common Knowledge Challenge Knowledge need and entry point

Agenda setting Need and legitimacy for public action 
and its direction. Unclear or excessive 
policy goals

Understanding the nature of an issue 
and its formulation as a policy 
problem

Policy formulation Investigate causes and probable effects 
of policy alternatives to deal with 
"wicked" problems

Sufficient insights into causation 
mechanisms and alternative solu-
tions

Decision-making Failing to anticipate adverse or unin-
tended policy consequences

Cost-benefit and risk assessment of 
different policy options.

Policy implementation Overcoming lack of funding, principal-
agent problems, oversight failures etc.

Monitoring and inspection systems, 
learning support

Policy evaluation Appropriate learning, functional moni-
toring and feedback

Adequate measurement and reflec-
tion techniques
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We conclude the paper by returning to a key initial observation in the introduc-
tion. The current calls for mission orientation across the OECD imply that science, 
technology and innovation policy can help find solutions to societal problems. How-
ever, there is widespread agreement that different policy areas need to be aligned to 
accomplish this. This means that problem framings and the policies to develop solu-
tions need to be underpinned by evidence that can be understood and acknowledged 
by diverse organisational actors. This goes beyond traditional policy coordination. It 
is, in a very fundamental sense, a question of inter-organisational ideational align-
ment and co-evolution.

Defining a mission that spans multiple policy areas, such as "plastic-free oceans", 
"carbon-free cities", or "automated driving" requires sound scientific underpinning. 
Applying our framework, it means a "coordinative discourse" for policymaking that 
considers the pre-existing, historically path-dependent ideational backgrounds of 
diverse policy organisations. Their ideational alignment that enables science to have 
an impact on the overall mission needs careful consideration. Certain bodies of evi-
dence or even basic scientific ideas may be compatible with the background of one 
key ministry, but incompatible with another. Similarly, there will almost inevitably 
be different opinions about the extent to which scientific knowledge can be used to 
define the problem, as rationale for policy intervention, and to define criteria for 
assessment.

Our perspective suggests it is imperative to be aware of the critical dimensions 
within and between organisations when mobilising science for missions, from fram-
ing the mission to identifying problems and envisaging solutions. Inter-organisa-
tional conflicts in the pursuit of missions may be much less a result of traditional 
power games than problems with ideational interaction and alignment. Accomplish-
ing complex missions will not work without support from science. Policy organisa-
tions must inspect their own conditions for the uptake of scientific knowledge if they 
want science to play its role effectively. For academics seeking to understand the 
impact of science on policy, it means opening up to ideational approaches.
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