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Abstract
Scientific understanding is a fundamental goal of science. However, there is cur-
rently no good way to measure the scientific understanding of agents, whether these 
be humans or Artificial Intelligence systems. Without a clear benchmark, it is chal-
lenging to evaluate and compare different levels of scientific understanding. In this 
paper, we propose a framework to create a benchmark for scientific understanding, 
utilizing tools from philosophy of science. We adopt a behavioral conception of 
understanding, according to which genuine understanding should be recognized as 
an ability to perform certain tasks. We extend this notion of scientific understanding 
by considering a set of questions that gauge different levels of scientific understand-
ing, covering information retrieval, the capability to arrange information to produce 
an explanation, and the ability to infer how things would be different under dif-
ferent circumstances. We suggest building a Scientific Understanding Benchmark 
(SUB), formed by a set of these tests, allowing for the evaluation and comparison 
of scientific understanding. Benchmarking plays a crucial role in establishing trust, 
ensuring quality control, and providing a basis for performance evaluation. By 
aligning machine and human scientific understanding we can improve their utility, 
ultimately advancing scientific understanding and helping to discover new insights 
within machines.

Keywords Benchmarking · Scientific understanding · Scientific Understanding 
Benchmark · Explanation · Counterfactual inference

1 Introduction

This paper presents a framework for measuring scientific understanding in agents, 
including humans, machine learning models, and model-augmented humans (Clark 
& Chalmers, 1998; Kuorikoski & Ylikoski, 2015). Current benchmarks in Machine 
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Learning measure a variety of capabilities (Thiyagalingam et al., 2022; Li & Zhan, 
2022). For example, the Winograd Schema Challenge (WSC) (Levesque et al., 2012) 
and the General Language Understanding Evaluation (GLUE) (Wang et al., 2018) 
measure linguistic understanding, while BIGBench (Srivastava et al., 2022) measures 
proficiency at several tasks such as simple logic problems or guessing a chess move. 
However, despite their need and importance, there are currently no benchmarks that 
measure the degree of scientific understanding. To address this gap, we provide defi-
nitions of scientific understanding, a framework for how it can be measured, and we 
discuss potential use cases such as discovering new insights within machines.

The main aim of this paper is to provide a philosophical framework for bench-
marking and measuring the scientific understanding of various agents1, including 
Large Language Models (Vaswani et al., 2017; Brown et al., 2020) and Question 
Answering Machines (Allam & Haggag, 2012). Although our focus is on scientific 
understanding in the natural sciences (e.g., physics), we anticipate that our frame-
work can be applied to other scientific disciplines as well. We break with the tradi-
tional view (Dellsén, 2020; Wilkenfeld, 2013; Searle, 1980; Johnson-Laird, 2010; 
Nersessian, 1992) by arguing that understanding should be conceptualized in terms 
of abilities rather than internal mechanics (Marcus, 2018; Chollet, 2017) or repre-
sentations (Tamir & Shech, 2023; Wilkenfeld, 2013). Specifically, we contend that 
scientific understanding is a skill-based capability that relies on an agent’s ability 
to perform specific actions, rather than a subjective mental state. This perspective 
separates the subjective ‘feeling’ of understanding from genuine understanding, indi-
cating that psychological states are neither sufficient nor necessary to establish under-
standing (Rozenblit & Keil, 2002). Following De Regt (2017), we start from the 
idea that scientific understanding involves the ability to provide explanations within 
a theoretical framework that is intelligible to the agent, which includes the abilities 
to derive qualitative results, answer questions, solve problems properly, and extend 
knowledge to other domains or levels of abstraction. We argue that various degrees 
of scientific understanding can be measured by measuring different levels of ability, 
such as having access to relevant information, the ability to provide explanations, 
and the ability to establish counterfactual inferences. These different levels can be 
quantitatively evaluated using what-, why-, and w-questions (see Sect. 4).

Our framework enables creating specific tests, which can be used for benchmark-
ing models, measuring student understanding, and evaluating teaching abilities, or 
training a machine learning model. We provide guidelines for researchers, including 
different testing interfaces. We then propose the creation of a benchmark for scientific 
understanding. This benchmark is an important first step towards assessing machine 
understanding, where aligning machine understanding with human understanding 
can help in research tasks, such as hypothesis creation and information retrieval and 
summarization.

It should be noted that the tests stemming from our framework differ significantly 
from the Turing Test (Turing, 1950; Oppy & Dowe, 2021). Their focus is not on 

1 By agents we mean actors who behave according to some set of (partially) internally generated rules. 
(partial) Autonomy, interactivity, and adaptability suffice for ascribing agency to an entity (intentionality 
or freedom are not required) (Jackson & Williams, 2021).
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evaluating whether machines possess general intelligence but rather on measuring 
the degree of scientific understanding that any agent may have. The score one obtains 
in scientific understanding has no meaning as to whether an agent has AGI status 
or other abilities beyond scientific understanding. Similarly, passing the Turing Test 
does not necessarily mean an agent would score high on the scientific understanding 
test or vice versa.

We compare our framework to a recently proposed student-teacher interaction as a 
test of scientific understanding in machines (Krenn et al., 2022) and show how incor-
porating elements of our framework could improve this test and offer a quantifiable 
measure of transfer of understanding between agents. While their approach to testing 
focuses on evaluating new understanding, our framework is intended to work towards 
testing existing understanding as well as new understanding, where new understand-
ing might involve increasing the understanding of phenomena (e.g., by providing 
deeper explanations) or discovering new phenomena. Finally, we discuss the abilities 
and limitations of our framework considering popular LLM implementations.

In sum, our paper makes the following contributions to the current debates on the 
role of AI and understanding in science:

 ● An analysis of scientific understanding as an ability, that should be measured in 
terms of behavioral competence (i.e., actions).

 ● A framework that provides a basis for developing tests to measure scientific un-
derstanding both in human and artificial agents. The framework can be used for 
benchmarking models, assessing student understanding, and training machine 
learning models.

 ● Guidelines for implementing tests to measure the scientific understanding of 
Large Language Models (LLMs) together with a call for scientific communi-
ties to systematically engage in benchmarking question-answering machines, to 
foster specific developments such as testing new scientific understanding (i.e., 
discovery of new insights unknown to humankind) within machines.

 ● A discussion on how to test whether a machine has transferred scientific under-
standing to another agent, building on a recently proposed account.

2 Scientific Understanding as an Ability: The Behavioral Conception 
of Understanding

Scientific understanding is traditionally viewed as an internal mental state or rep-
resentation possessed by an agent, typically a human scientist (Baumberger et al., 
2017; Grimm, 2021). This conception of understanding focuses on its subjective 
and internal aspects, from mental representations to the “feeling” of understanding, 
rather than the observable aspects of the agent’s abilities and actions. Philosophers 
who criticize the idea that machines might be capable of scientific understanding 
often base their criticisms on this ‘internalist’ view of understanding. Floridi (2023), 
for example, supports his skepticism about the capacity of Large Language Mod-
els (LLMs) to achieve any degree of understanding with the claim that they do not 
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reason or resemble the cognitive processes present in animal or human brains. Fol-
lowing this line of thought, critics of LLMs often argue that agents must have the 
same underlying mechanisms as humans to understand. We submit, however, that 
this argument does not hold water, as it is unclear why understanding could not be 
realizable through different mechanisms. Moreover, human understanding is rarely 
assessed by means of inspecting underlying mechanisms, but rather via observation 
of (the results of) behavioral actions, such as answering questions in an exam or per-
forming certain exercises.

We propose a re-evaluation of scientific understanding, arguing that it can and 
should be assessed on the basis of an agent’s ability to perform certain tasks, rather 
than on the underlying mechanisms involved in those tasks. This implies that artifi-
cial agents, including Large Language Models (LLMs), should not be dismissed out 
of hand as being incapable of scientific understanding, simply because they allegedly 
“guess the next word” or are “stochastic parrots” (Bender et al., 2021).

The traditional conception of understanding is rooted in a supposed analogy 
between understanding and knowledge, where knowledge is taken to be justified true 
belief. Understanding is then assumed to be either a specific type of knowledge (a 
“species of knowledge”, as Grimm, 2016 claims) or a kind of belief that is in some 
sense analogous to knowledge (see Baumberger et al., 2017, for an overview). How-
ever, this conception has been challenged in recent work by epistemologists and phi-
losophers of science (Elgin, 2017; Potochnik, 2017; De Regt, 2017). Thus, De Regt 
(2023) observes that there are at least three problems for the thesis that understanding 
resembles knowledge. First, while knowledge presupposes truth (the so-called fac-
tivity requirement), understanding does not seem to be factive. The reason is that if 
understanding were factive, it cannot be had with idealized models and false theories, 
which would imply that much of past and present science fails to yield understanding. 
Second, criteria for scientific understanding vary strongly with the historical and dis-
ciplinary context, a fact that is hard to reconcile with the conception of understanding 
as a species of knowledge. Third, it seems intuitively clear that higher forms of sci-
entific understanding require something more than mere knowledge: merely knowing 
facts about a particular phenomenon does not yet amount to understanding why that 
phenomenon occurs. Taken together, these three points lead to the suggestion that 
the crucial ingredient of understanding is not some kind of mental representation 
but something else that can in fact be directly observed: the skill, or ability, to use 
relevant knowledge. In particular, as we will argue below in Sect. 3, understanding 
involves the skill to construct explanations and use them in the right way. Whether or 
not (or to which degree) an agent possesses such skills can be observed and evaluated 
via testing procedures.2 These considerations suggest that scientific understanding 
is, or at least involves, an ability that can and should be assessed via observation 
of an agent’s behavior. The assumption that understanding requires specific mental 
representations, internal architecture, consciousness, or other similar factors, appears 

2  To be sure, knowledge possession can also be tested, but note that this never involves direct observation 
of the mental representation (belief) that knowledge allegedly consists in, but rather observation of an abil-
ity, for example the ability to answer questions correctly.
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to be unsupported and indeed unfruitful when it comes to measuring the degree of 
understanding in an agent.

We maintain that the evaluation of understanding in any agent, including artificial 
ones like LLMs, should follow the same principles used to assess human scientific 
understanding — that is, it should be based on their abilities to perform relevant 
tasks. Incidentally, we are not the only ones who relate understanding to an ability 
(see Krenn et al., 2022; Tamir & Shech, 2023). For example, Tamir and Shech (2023) 
have argued that practical abilities (such as reliable and robust task performance) can 
be seen as key factors indicative of understanding in the context of deep learning. 
While we think this is a good start, we argue that a more comprehensive and rigor-
ous evaluation of understanding as an ability is needed. Below, in Sects. 3–5, we will 
outline how this can be achieved.

A behavioral conception of scientific understanding, that defines understanding 
in terms of abilities to perform certain tasks, has several advantages. First of all, it 
is a deflationary approach to understanding that requires less ontological baggage 
than the traditional view. Moreover, and more importantly, it aligns better with how 
we think about and apply the notion of understanding in many real-life contexts, 
for example, when gauging other people’s understanding. The behavioral concep-
tion emphasizes the epistemic and practical reliability of knowledge, highlighting 
its effectiveness in achieving specific objectives. This approach avoids the enigmatic 
nature of internal mental states and enables a straightforward metric, aligning with 
the trajectory of scientific progress, which often hinges on the development of prac-
tical applications and technologies which are publicly accessible and accountable.

Given that we have argued that understanding should be interpreted in terms of 
capabilities and behaviors, the question now arises as to which capabilities matter for 
scientific understanding. Here we adopt an ‘empirical’ approach: look at scientific 
practice for guidance on which abilities are exercised. Since scientific understanding 
is typically interpreted as explanatory understanding, we argue that tests for under-
standing should target the most common forms of abilities related to the construction 
and use of scientific explanations. These include, first of all, the ability to utilize the 
right ingredients for explanation formation (which we argue can be measured through 
what-questions, as explained in next section); next, the ability to build explanations 
(which we argue can be measured with why-questions); and finally, being able to 
use these explanations to generate counterfactual inferences (which we argue can be 
measured with w-questions).

In the next section we elaborate our framework for scientific understanding, after 
which, in Sects. 4 and 5, we detail a possible way to apply said framework towards 
creating tests.

3 A Framework for Scientific Understanding

Our starting point is De Regt’s (2017) account of scientific understanding, on which 
understanding a phenomenon boils down to having an adequate explanation of the 
phenomenon within the right theoretical scaffolding. The formal criterion is the fol-
lowing (2017, p.92) (Criterion for Understanding a Phenomenon):
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CUP: A phenomenon P is understood scientifically if and only if there is an 
explanation of P that is based on an intelligible theory T and conforms to the 
basic epistemic values of empirical adequacy and internal consistency.

Note that the use of a biconditional indicates that this is a necessary and sufficient 
condition. The explanation must be based on an intelligible theory. A test for intel-
ligibility can described by the following criterion (2017, p.102):

CIT1: A scientific theory T (in one or more of its representations) is intelligible 
for scientists (in context C) if they can recognize qualitatively characteristic 
consequences of T without performing exact calculations.

In this case, the condition is sufficient but not necessary. This is also why there is a 
subscript 1 in CIT1, since there might be other criteria for intelligibility. CIT1 holds 
primarily for theories with a mathematical formulation, such as in physics. For other 
types of theories, other conditions might hold. The key aspect of this condition is the 
ability to derive (qualitative) consequences.

To elaborate this conception of scientific understanding, we modify the defini-
tion by shifting the focus from the phenomenon being understood to the condi-
tions required for an agent to understand. We develop these conditions into having 
access to information, having explanatory abilities (since they might not coincide), 
and reformulate the ability to recognize qualitatively characteristic consequences in 
terms of counterfactual inferences. Moreover, we refine the definition by emphasiz-
ing the importance of measuring understanding instead of relying on strict necessary 
and sufficient conditions. Doing so acknowledges that understanding is not a binary 
affair but rather a matter of degree. A graded notion of understanding allows for the 
recognition of varying levels of capabilities and has been argued for across the litera-
ture (Baumberger, 2019; Kelp, 2015). This approach enables a more nuanced evalu-
ation of agents’ progression, firstly because it is more granular, secondly, because it 
enables to draw comparisons between agents.

These extensions result in the following general framework for an agent’s sci-
entific understanding (Agent-Understands-Phenomenon):

AUP: The degree to which agent A scientifically understands phenomenon P 
can be determined by assessing the extent to which (i) A has a sufficiently com-
plete representation of P; (ii) A can generate internally consistent and empiri-
cally adequate explanations of P; (iii) A can establish a broad range of relevant, 
correct counterfactual inferences regarding P.

AUP is our framework for establishing the degree of scientific understanding of a 
phenomenon (by an agent). This framework can be instantiated in different ways 
(e.g., there might be several ways of establishing whether A has a sufficiently com-
plete representation of P). One implementation would be AUP1:

AUP1(i-iii) can be measured, given a certain context (series of prompts) via 
what-, why, and w-questions respectively.
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These questions are prompt specific, where the context (i.e.,. initial prompting to pro-
vide necessary information) and the ordering of questions makes a difference. This 
feature makes the application AUP1 dynamic.

The first level (‘i’) of AUP requires having access to sufficient relevant informa-
tion about P. This access involves the capacity to retrieve information from relevant 
sources (such as memories, encodings/embeddings, databases, or the internet). We 
argue that this can be measured by the ability to provide correct answers to ‘what-
questions’ (see Sect. 4.1).

The second level (‘ii’) refers to the capability of arranging information to produce 
an explanation of P. The ability to generate a well-constructed explanation surpasses 
simple information retrieval, requiring a deeper level of understanding (Woodward 
& Ross, 2021). We argue that the ability to provide explanations can be evaluated 
through answers to why-questions (see Sect. 4.2).

The third level (‘iii’) is the ability to infer how P would have been (or would 
be) different under different circumstances; namely, the ability to draw counterfac-
tual inferences. This ability requires being able to properly use a (good) explanation 
(Woodward, 2003; Hitchcock & Woodward, 2003; Weslake, 2010). We argue that 
this ability can be measured via answers to w-questions (see Sect. 4.3). Answers to 
w-questions require more than simply having an explanation, they require having a 
good explanation and knowing how to use it (e.g., knowing when the explanation is 
applicable, what the boundary conditions are, etc.). W-questions assess competency 
at establishing counterfactual inferences concerning a phenomenon and can be linked 
to an agents’ breadth and depth of understanding (Kuorikoski & Ylikoski, 2015).

These three levels capture a broad spectrum of capabilities, but more importantly, 
enable pinpointing where an agent stands in their journey towards greater under-
standing. It might be objected3 that an ability to answer w-questions is sufficient for 
understanding. However, if we only accept answers to w-questions as proxies for 
understanding, we might lose important information. While if one is able to answer 
w-questions, one should also be able to answer why-questions, the reverse does not 
follow: one might be able to answer certain why-questions, or certain what-questions, 
and not be capable of answering counterfactual questions. We argue that in such cases 
there may still be understanding (albeit in a less sophisticated form). These forms of 
understanding become particularly important when trying to benchmark how close 
certain agents might be to reaching counterfactual understanding. If we simply ignore 
the ability to answer said questions, all we could say is that any agent that cannot 
reason counterfactually has no understanding.

4 Test Questions

4.1 What-questions

What-questions ask for descriptive knowledge about an object or phenomenon (Bel-
nap & Steel, 1976; Cross & Roelofsen, 2022). Answering such questions requires 

3  We thank an anonymous reviewer for alerting us to this objection.
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having access to information, whether from memory or external sources (books, 
servers, etc.). What-questions can ask for values, dimensions, or names, among other 
things. For example, what is the charge of the electron? The ability to answer what-
questions correctly is a necessary but not a sufficient condition for higher levels of 
understanding, as it only involves the retrieval of information and not the ability to 
use said information for higher-level tasks (see section above).

4.2 Why-Questions (Explanation-Seeking Questions)

Answering why-questions (Cross, 1991; Bromberger, 1966; Hempel & Oppenheim, 
1948) which inquire about facts or phenomena requires providing an explanation. 
It is for this reason that answering them correctly is highly indicative of scientific 
understanding. Why-questions can be divided into (at least) three types:

1. Questions of singular facts: ‘Why is it the case that A?’ (‘Why is charge 
conserved?’).

2. Contrastive questions (van Fraassen, 1980): ‘Why A rather than B’ (‘Why did 
Patient A rather than Patient B get better with treatment T?’, ‘Why did Patient P 
get better using treatment A rather than treatment B?’).

3. Resemblance questions(Weber & Lefevere, 2017): ‘Why do A and B share C’ 
(‘Why do both hedgehogs and bears hibernate?’).

Answering why-questions requires articulating information in a way that is sensi-
tive to context and explanatory aims (van Fraassen, 1980). Using a variety of why-
questions with answers not easily found (e.g., by choosing different foils or contrast 
classes in the case of contrastive explanations) can help ensure an explanatory ability 
that is not simply due to memorization or accessing the internet.

4.3 W-questions (Counterfactual Inferences)

W-questions refer to what-if-things-had-been-different questions (Woodward, 2003) 
and what-would-happen-if questions (Weber et al., 2019). These questions explore 
alternative scenarios and potential outcomes based on a hypothetical change in cir-
cumstances. Answers to what-if-things-had-been-different questions enable us to 
see what the outcome of some state of affairs would have been if initial conditions 
had been different. Answers to what-would-happen-if questions can be thought of 
as a prediction that involves some sort of manipulation or intervention on a system 
(Weber et al., 2019).

Answering these two types of questions can be thought of as backward-looking 
and forward-looking counterfactual inferences (Barman & van Eck, 2021). In both 
cases, answering these questions involves postulating hypothetical scenarios about 
what would occur under a specific set of circumstances. It is this feature that we are 
interested in, since the ability to adequately derive these scenarios requires under-
standing. Similarly, there is a strong link between the quality of an explanation and 
the counterfactual inferences it affords (Woodward, 2003; Ylikoski & Kuorikoski, 
2010; Barman, 2022). We therefore contend that the range of counterfactual infer-
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ences an agent can articulate is strongly related to the level of understanding (Kuo-
rikoski & Ylikoski, 2015). Counterfactual inferences can be more or less general, 
where one can distinguish between parameterized and exogenous variable counter-
factual inferences (Pearl, 2009; Halpern, 2016). Parameterized counterfactual infer-
ences involve changing specific variables within a model, such as “What would 
happen to the period of this spring-mass system if we changed the spring constant?“. 
Exogenous variable counterfactual inferences involve changing external variables 
that impact the system, such as “What would happen to this spring-mass system if 
the spring breaks?“.

5 From a General Framework to Specific Tests

In this section we discuss how to operationalize the framework described in the pre-
vious section into concrete tests to measure scientific understanding. Understanding 
can be of a concrete phenomenon (e.g., a pendulum of 5 m length, 2 kg weight, etc.) 
or of a general phenomenon (e.g., pendulums in general). Tests can be devised for 
both specific and general phenomena, and the level of generality can be increased 
by asking higher-level w-questions, such as those related to changing exogenous 
variables.

5.1 How to Score an Agent?

The level of scientific understanding of an agent can be thought of as a gradient 
between complete lack of understanding to an ever-increasing level (See Fig. 1). The 
agent’s score would depend on the number of correct answers, with varying weights 
assigned to different questions. This test can provide a specific score for the scientific 
understanding of an agent or compare two agents. We can establish different thresh-
olds depending on the context.

Each individual test should contain a sufficiently diverse and representative set of 
questions that can capture enough details of the properties, attributes, and elements 
of the phenomenon. This implies that question generation should be conducted by 
the experts of each community. We provide some guidelines for this below. In some 
cases, it could be possible to train language models to produce questions as well 
(Perez et al., 2022; Du et al., 2017; Rao & Daumé III, 2018).

Fig. 1 Scientific understanding can be categorized into various levels based on the number of questions 
answered. An agent possessing the ability to answer all the questions posed by scientific communi-
ties, including those for which we do not yet have answers, indicates a higher level of (new) scientific 
understanding
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5.2 Guidelines for Testing

There is a need for guidelines to establish a standardized and reliable approach to 
testing which ensures accurate and consistent results. In developing a comprehensive 
and reliable test for AI agents, it is crucial to define the test scope and purpose, ensur-
ing it is tailored to the agent and includes a variety of difficulty levels. To achieve 
consistent, repeatable scoring, diverse question formats should be employed, with 
multiple testing instances conducted for robust evaluation. Crafting comprehensive, 
varied, and representative questions is essential, using concise and unambiguous lan-
guage to prevent confusion. To maintain test integrity, limit answer accessibility on 
the internet and other public repositories. Finally, centralized storage of tests for easy 
review, enabling them to serve as part of the SUB benchmark that we will introduce 
below. Additional guidelines for good testing and evaluation can also be implemented 
(Mintzes et al., 2005; Schleicher, 1999; Franzen, 2010; Brookhart, 2013).

It is important to note that this test should be conducted through an interface, 
which may need to be tailored for certain agents. Traditional testing methods such as 
multiple-choice tests can be used for humans and model-augmented humans, while 
an interface that allows for context encoding and some form of chat-like interface 
(e.g., ChatGPT4) is needed for LLMs.

5.3 The Scientific Understanding Benchmark (SUB)

After describing our framework for testing understanding, we would in addition like 
to propose two things that, while not the main objective of this paper, are nonetheless 
fundamental for its proper implementation. First, a call to communities to create tests 
for scientific understanding to benchmark different AI models. Benchmarking plays a 
crucial role in establishing trust in the reliability of models, ensuring quality control, 
and providing a basis for performance evaluation. Given the current situation in AI 
it is thereby of high societal relevance. Second, the bringing together of tests devel-
oped by different communities into a broad benchmark, which we call the Scientific 
Understanding Benchmark (SUB). This should be an open project supervised by an 
independent community of experts that, among other criteria, sets high standards for 
scientific correctness.

We firmly believe that the SUB will have a positive impact on the usefulness, con-
fidence, and controllability of AI in scientific research and expect it to advance sci-
entific understanding, facilitate stakeholder alignment, and enable new discoveries.

6 Scientific Understanding Transfer

Krenn et al. (2022) closely follow an earlier version of de Regt’s (2017) account, 
namely, de Regt and Dieks (2005). Based on CIT (see the section on Scientific 
Understanding) they formulate a parallel condition replacing the scientist(s) with an 
AI. Subsequently, they add an additional condition, according to which ‘An AI gained 

4 https://openai.com/blog/chatgpt.
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scientific understanding if it can transfer its understanding to a human expert’ (2022, 
p. 767). They then combine these two conditions into a test, which they describe as 
follows (Ibidem):

A human (the student) interacts with a teacher, either a human or an artificial 
scientist. The teacher’s goal is to explain a scientific theory and its qualitative, 
characteristic consequences to the student. Another human (the referee) tests 
both the student and the teacher independently. If the referee cannot distinguish 
between the qualities of their non-trivial explanations in various contexts, we 
argue that the teacher has scientific understanding.

While promising, this approach may have a few issues. First, it equates teaching abil-
ities with understanding, which is problematic if the student is simply a bad learner 
(despite the teacher’s understanding). Second, the referee determines understanding 
by comparing the qualities of explanations. If both teacher and student lack under-
standing (whether because they simply lack explanations or because their explana-
tions are incorrect), their explanations may be indistinguishable (by being equally 
wrong). According to the test, we should conclude the teacher has understanding. 
Third, the test is difficult to implement in practice due to vague parameters, such 
as the referee’s inability to distinguish between non-trivial explanations in different 
contexts. The quality of explanations depends on explanatory aims and the variety 
of contexts is unclear, leading to different results depending on the chosen referee.

Despite its limitations, we think Krenn et al.‘s test is valuable, and we propose a 
reformulation of it using our framework. Instead of relying on a referee, we propose 
to measure the student’s score before and after interacting with a teacher to demon-
strate an increase in scientific understanding (by the student). Additionally, we can 
test the teacher’s understanding separately to distinguish between the teacher’s own 
understanding and their ability to transfer that understanding to the student. We then 
suggest the reformulated test for scientific understanding transfer:

The student takes an initial test, interacts with the teacher, and then takes a 
second test. While the second test should cover the same material or aspects, it 
should contain different questions to ensure the validity of the test. The extent 
to which the student’s score increases on the second test is an indication of the 
teacher’s ability to effectively phenomenon P to the student.

We view this reformulation as an improvement because it enables measuring the 
increase of scientific understanding in agents. This becomes particularly important 
when AI has developed new knowledge that needs to be conveyed to humans who 
lack that understanding. The reformulated test can be helpful in important cases 
where AI has developed new knowledge that needs to be conveyed to humans.
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7 Applications, Limitations, and New Scientific Understanding

The usefulness of AI models, such as Large Language Models, in scientific contexts 
like hypothesis generation and information retrieval relies on aligning their scientific 
understanding with humans. The proposed framework for assessing and directing 
scientific understanding in AI agents has the potential to enhance the usefulness of 
AI models in scientific contexts. For instance, it can compare the performance of dif-
ferent AI agents in answering questions, as well as highlighting their strengths and 
limitations. Additionally, it can also aid in educational programs. By helping select 
relevant AI tools, this framework could be a valuable resource for students, serving 
as a pedagogical aid. Some AI models are already capable of performing above the 
level of a college student who has completed one semester of physics (West, 2023), 
highlighting the potential of these models as a valuable resource for students and 
researchers alike in the near future.

However, there are still open questions and challenges that need to be addressed. 
Establishing a threshold to determine sufficient understanding for an agent can prove 
to be complex, particularly when there may not be a consensus on the appropriate cri-
teria. Similarly, in some testing modalities, experts might not always be available to 
check what the correct answer is, and for some questions we simply do not yet know 
the answer. However, this could open the possibility for new avenues of research, as 
asking these questions to QAMs might in some cases provide interesting answers that 
can trigger new avenues for research and stimulate hypothesis generation (Bubeck 
et al., 2023). In such a case, if the agent is capable of answering questions for which 
humans do not have an answer yet, it may possess new scientific understanding.

To evaluate this new scientific understanding, a community can define w-ques-
tions whose answers are not yet known, similar to conjectures in mathematics that 
can be expected to be solved soon (Ganesalingam & Gowers, 2017), where AI can 
tentatively provide unverified answers5. These lists of w-questions can measure prog-
ress in gaining new scientific knowledge and test forms of new scientific understand-
ing. It is important to determine whether current LLMs/QAMs have new scientific 
understanding by asking questions where we might not know the answer. One can 
then employ our framework to act as a retroactive new scientific understanding test 
once these discoveries are confirmed or denied. This approach can encourage discov-
ery and stimulate further research.

Finally, choosing the right prompt (Reynolds & McDonell, 2021)(e.g., what con-
text needs to be provided for each question) and evaluating vague outputs can be 
challenging. The Reinforcement Learning (Sutton & Barto, 2018) used to fine tune 
certain models (optimizing for user experience) may steer in the direction of vague 
or incorrect answers which are detrimental to scientific research (Perez et al., 2022). 
Addressing this issue may require AI models specifically designed for scientific aims, 
which could involve adjusting the training set (Taylor et al., 2022) or prioritizing 
scientific understanding during training or fine tuning. Creating AI models tailored 
to scientific understanding has the potential to transform how we approach scientific 
exploration.

5 https://ai.facebook.com/blog/ai-math-theorem-proving/.
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8 Conclusion

This paper presents a philosophical framework for creating tests that assess agents’ 
scientific understanding. It provides discussions and guidelines for communities to 
create their own scientific understanding tests, stressing their importance. The poten-
tial impact of this framework is multifold, as it can enhance the usefulness of AI, 
assess possible new scientific understanding encoded in machines, and aid in educa-
tional programs.

Future research directions include refining the methodology for creating tests and 
the concrete elaboration of tests which will form part of the benchmark for scientific 
understanding. Ultimately, scientific understanding tests are necessary to analyze, 
control, and harness the potential of AI in the context of scientific research.
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