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Abstract
Norms have been widely enacted in human and agent societies to regulate individ-
uals’ actions. However, although legislators may have ethics in mind when estab-
lishing norms, moral values are only sometimes explicitly considered. This paper 
advances the state of the art by providing a method for selecting the norms to 
enact within a society that best aligns with the moral values of such a society. Our 
approach to aligning norms and values is grounded in the ethics literature. Specifi-
cally, from the literature’s study of the relations between norms, actions, and val-
ues, we formally define how actions and values relate through the so-called value 
judgment function and how norms and values relate through the so-called norm pro-
motion function. We show that both functions provide the means to compute value 
alignment for a set of norms. Moreover, we detail how to cast our decision-making 
problem as an optimisation problem: finding the norms that maximise value align-
ment. We also show how to solve our problem using off-the-shelf optimisation tools. 
Finally, we illustrate our approach with a specific case study on the European Value 
Study.
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1 Introduction

Norms have been extensively established in human societies to regulate socie-
ties. Some norms take a legal stance (Nadelmann, 1990), whereas others con-
sider their social dimension (Bicchieri, 2005). Norms can be applied to many 
contexts—such as, e.g., security in organisations (Yazdanmehr & Wang, 2016; 
Grimes & Marquardson, 2019) or common resource allocation (Sethi & Somana-
than, 1996)—as well as to facilitate decision support (Meinard & Cailloux, 2020; 
Keller & Savarimuthu, 2017). Alternative societies, such as those formed by soft-
ware agents (i.e., Multi-Agent Systems), also use norms as coordination mecha-
nisms (Fitoussi & Tennenholtz, 2000; Savarimuthu et  al., 2013; Campos et  al., 
2013; Morales et  al., 2018), and research findings in this area can be naturally 
extrapolated to a variety of societies.

When regulating societies –be they human or multi-agent– it is essential to 
acknowledge that actions carry ethical implications. Along with the Machine Eth-
ics literature (Anderson & Anderson, 2011; Tolmeijer et  al., 2021; Bostrom & 
Yudkowsky, 2011; Svegliato et al., 2021), there are different initiatives consider-
ing these ethical implications and advocating for beneficial and trustworthy Arti-
ficial Intelligence (Russell et  al., 2015; Chatila et  al., 2021). For instance, the 
European Commission has proposed both Ethics Guidelines for Trustworthy AI 
(European Comission, 2019) and the Artificial Intelligence Act (European Comis-
sion, 2023) Additionally, the IEEE Global Initiative on Ethics of Autonomous 
and Intelligent Systems (IEEE Standards Association, 2016), with a committee 
devoted to “Embedding Values into Autonomous Intelligent Systems”, consid-
ers moral values as a first-class criterion. Along this line, in this paper, we take 
the stance of normative sociotechnical systems (Singh, 2014) and advocate for 
constraining individuals’ behaviour by selecting the norms to enact in a society 
(/sociotechnical system) that are value-aligned. By following this approach, we 
adopt the perspective of a policy maker (/system designer). Therefore, comput-
ing the value alignment of norms appears as a challenging problem that we must 
address to assist the policymaker.

Value alignment in autonomous systems has often been addressed from a Rein-
forcement Learning perspective (Abel et al., 2016; Noothigattu et al., 2019; Rod-
riguez-Soto et al., 2020). In particular, Inverse Reinforcement Learning (Abbeel 
& Ng, 2004; Hadfield-Menell et al., 2016) was proposed for learning values by 
observing human behaviour. Alternatively, some Multi-Agent Systems litera-
ture also covers the ethical dimensions of norms . The usual approach is to con-
sider the existence of a value system composed of moral values and a relation-
ship between norms and values, the so-called promotion and demotion functions 
(Bench-Capon & Atkinson, 2009; Atkinson et al., 2006; Luo et al., 2017; Lopez-
Sanchez et  al., 2017; Serramia et  al., 2018). These functions express whether a 
given norm promotes or demotes a given value and, eventually, the degree of pro-
motion or demotion. Thus, a norm promotion function encodes the value align-
ment of each norm. Hence, it can be further employed to compute the value align-
ment of a normative system (i.e., the set of norms to enact in a society (Serramia 
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et  al., 2018)). Although norm promotion functions are often used , their math-
ematical formalisation is typically overlooked, hindering their usage in comput-
ing value alignment. As an exception, we highlight the proposal in Sierra et  al. 
(2019). Sierra et  al. consider values as preferences over states of the world to, 
later on, assess the value alignment of a norm in terms of the preference increase 
for those state transitions affected by the norm.

To tackle the computation of value alignment for norms, we can resort to exist-
ing literature. Both Sociology and Psychology have long studied human values, 
how they shape behaviour, as well as their relative importance across individuals 
and societies. Different value models have been proposed and compared (Cheng 
& Fleischmann, 2010), rendering Schwartz’s value model (Schwartz, 2012) as the 
most comprehensive one (Hanel et al., 2018). Additionally, the ethics literature has 
specifically studied the relationship between norms and values.

Indeed, in ethics, typically, a norm is considered to promote a moral value 
depending on how it regulates an action and how this action is considered concerning 
the moral value (Urmson, 1958; Hansson & Hendricks, 2018). Therefore, the ethics 
literature counts on the means to set the foundations for a mathematical definition of 
such promotion function and, ultimately, of value alignment for a norm system. It is 
worth noticing that henceforth we use the terms moral and ethical interchangeably 
(without differentiation) as it is common practice in the Philosophy literature 
(Frankena, 1973; Audi, 1999; Fieser & Dowden, 2020).

Against this background, we provide tools for a decision-maker to compute the 
norm system –out of a set of candidate norms– that best aligns with a given value 
system.

As Fig. 1 shows, this computation process is decomposed into two main steps: 
firstly, we compute the value alignment of all candidate norms; and secondly, we 
apply an optimisation process that chooses the subset of norms that are most value-
aligned (i.e., the value-aligned norm system). Based on the ethics and AI literature 
(Dignum, 2017), we propose a mathematical methodology for the value alignment 
computation that is based on the formal definition of a norm promotion function, 
which computes the value alignment of a norm system; and a value judgement func-
tion, which characterises values and formalises their relationship to actions.

The paper is structured as follows. Section  2 delves into the literature to learn 
how norms and values relate.

Subsequently, Sect. 3 studies the fundamental relationships between norms and 
characterises norm systems. From these basic concepts, Sect. 4 introduces the math-
ematical definitions of the so-called value judgement function and of value system. 

Fig. 1  The value-aligned norm system engineering process
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Then, Sect.  5 specifies norm promotion functions, which characterise how norms 
promote moral values. Thereafter, Sect. 6 defines the problem of computing value-
aligned norm systems, and Sect. 7 describes how we solve this problem with opti-
misation techniques. Next, Sect. 8 illustrates our method in the context of the Euro-
pean Values Study (EVS, 2021) . Finally, Sect. 9 provides related work, and Sect. 10 
draws conclusions and sets paths to future research.

2  Analysing the Relationship Between Norms and Values

The relationship between the norms enacted in a society and the values that this 
society is aligned with is one of the main research subjects in ethics (Hansson, 
2001; McNamara, 2011). Within ethics, moral values (also called ethical 
principles) express the moral objectives worth striving for van de Poel & Royakkers 
(2011,  p.72)1. Examples of human values2 include fairness, respect, freedom, 
security, and prosperity (Cheng & Fleischmann, 2010). Every ethical theory 
considers one or more moral values that should guide our behaviour (Cooper, 1993). 
From these considered values, an ethical theory can prescribe a series of norms as 
means to realise them van de Poel & Royakkers (2011, Sect. 3.4–3.6).

Moreover, since norms regulate actions, we need to judge actions ethically to 
determine which norms to prescribe. Therefore, it is argued in Cointe et al. (2016); 
Cooper (1993); Hansson and Hendricks (2018) that the central theme that unites 
norms and values is the moral consideration (judgement) of actions. Specifically, 
an action can be judged as either good or bad to perform (or skip) for a given moral 
value (Chisholm, 1963). This relationship between norms and values being influ-
enced by actions implies that if a society considers an action to be good to perform 
from the standpoint of a given moral value, then any norm permitting or obligating 
such an action would be considered a norm that promotes that value (Cooper, 1993; 
Hansson & Hendricks, 2018). Contrarily, a norm prohibiting the same action would 
demote that moral value. Classically, a norm is considered to promote a moral value 
depending on how it regulates an action and how this action is considered concern-
ing the moral value (Urmson, 1958; Hansson & Hendricks, 2018): (i) Obligation (if 
the action is good to perform and bad to skip); (ii) Permission (if the action is good 
to perform); (iii) Prohibition (if the action is good to skip and bad to perform).

It is clear then that to assess the value alignment of a norm system; we must con-
sider not only the relationship between norms and values but also the ethical dimen-
sion of the actions being regulated. Figure 2 depicts the relationships that we have 
identified between norms, values, and actions: (i) Norms regulate actions; (ii) Moral 
values judge actions; and (iii) Norms promote/demote moral values. Figure 2 offers 

1 Moral values are often very high ideals that can seldom be achieved perfectly, though this does not 
preclude us from pursuing them.
2 As previously mentioned in the introduction, Sociology and Psychology have also extensively studied 
human values, which are often defined as abstract ideals that guide people’s behaviour (Schwartz, 2012) 
or idealized standards with an “ought” character (Maio, 2016).
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a very similar structure to the diagrams in Cooper (1993); Hansson and Hendricks 
(2018), showing a relationship between values, norms, and actions.

Formalising these relationships (regulation, judgement, and promotion/demotion) 
will provide the foundations for a mathematical definition of value alignment for 
a norm system. Thus, action regulations are formalised in Sect. 3.2, action judge-
ments are formalised in Sect. 4, and finally, value promotion is formalised in Sect. 5. 
Based on that, we will introduce our notion of value alignment for a norm system in 
Sect. 6.

3  Formalising Actions, Norms, and Norm Systems

In this section, we focus on formalising the notions of action domain, the actions to 
regulate, and normative domain, the norm space to consider to compose a norm sys-
tem. Furthermore, we characterise the desirable features of the norm system result-
ing from the norm engineering process outlined in Fig. 1.

Figure 2 shows that norms and actions are related through the regulation relation. 
We formalise the normative domain based on a given action domain. Thus its norms 
will regulate the actions in the action domain.

3.1  The Action Domain

We consider a finite set of available actions A that an agent can perform. An agent 
can perform an action in A provided that the conditions of the state of the world 
uphold. To encode the state of the world, we consider a propositional language L 
(with propositions in P and the logical operator “and”). Thus, we refer to a context 
of an action as a subset of the propositions of the language 𝜑 ⊆ P describing the 
conditions that must hold for the actions to be feasible. Propositions in a context are 
connected with and semantics, and hence they must all hold.

The norms we consider in this paper will aim at regulating actions considering 
the context wherein they can be undertaken. This will define the so-called action 
domain for norms:

Definition 1 (Action domain) An action domain is a set � ⊆ P(P) × A of pairs so 
that each action is related to the set of propositions that make the action feasible.

Fig. 2  Relationship between 
norms, values and actions
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Example 1 To illustrate the concepts that we introduce in this paper, we use a 
running example of the public civility game (Rodriguez-Soto et  al., 2020). This 
game considers agents navigating between two points. The agents may encounter 
garbage blocking their way and have to decide how to deal with it ( kick it out of the 
way or clean it by carrying it to a bin) considering the implications this may have. 
Thus, in this scenario, we consider a propositional language L with propositions 
P = {see_garbage , garbage_in_front} and actions A = {kick , clean} . Then, we 
define an action domain � = {kg, cg, ca} , where:

• kg = ({garbage_in_front}, kick) corresponds to the action of kicking the garbage 
out of the way if the agent finds garbage in front.

• cg = ({garbage_in_front}, clean) represents the action of cleaning the garbage if 
the agent finds garbage in front.

• ca = ({see_garbage}, clean) is the action of cleaning all garbage that the agent 
can see (both if it blocks its way or not).

3.2  The Normative Domain

We use norms to regulate the actions that must, should, or must not be performed. 
Here our notion of norm is based on a simplification of the one in Morales et  al. 
(2015). Our notion of norm establishes obligations, permissions, and/or prohibitions 
(Meyer & Wieringa, 1993) of agent’s actions. Formally:

Definition 2 (Norm) Given an action domain � ⊆ P(P) × A , a norm is a pair 
⟨�, �(a)⟩ , where: (i) (�, a) ∈ � , with a being an action and � the precondition that 
must hold for a to be feasible; and (ii) � ∈ {Obl,Per,Prh} is a deontic operator.

Example 2 From the action domain in Example  1, we consider the following 
candidate norms:

• Per(kg) = ⟨{garbage_in_front},Per(kick)⟩ . The norm permitting to kick garbage 
out of the agent’s way.

• Obl(cg) = ⟨{garbage_in_front},Obl(clean)⟩ . The norm obliging agents to clean 
garbage in their way

• Obl(ca) = ⟨{see_garbage},Obl(clean)⟩ . The norm obliging agents to clean all 
garbage they see.

We rely on the decision maker to provide candidate norms to consider for reg-
ulation, namely, the space of norms to explore when looking for a norm system. 
We assume that norms at hand are considered beneficial (for example, because 
they align with the decision-maker’s goal). We aim to select the best norms out 
of these candidate norms. Furthermore, as argued in Serramia et al. (2018), their 
relations must also be factored in when selecting norms for regulation. Norm 
relations have been previously studied in the literature. Thus, for example, Grossi 
and Dignum (2005) studies the relationship between abstract and concrete norms, 
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whereas (Kollingbaum et al., 2006; Vasconcelos et al., 2009) focus on norm con-
flicts —and solve them based on first-order unification and constraint solving 
techniques. Here, we borrow the exclusivity and generalisation norm relations 
already identified in Serramia et al. (2018). Informally, two norms are mutually 
exclusive when they are incompatible; and a norm is more general than another 
one when it subsumes its regulation (has broader regulation scope).

Let N denote a non-empty set of norms. On the one hand, the exclusivity rela-
tion is an irreflexive, and symmetric binary relation ℜi ⊆ N × N . If (ni, nj) ∈ ℜi 
we say that ni, nj are incompatible or mutually exclusive. On the other hand, the 
generalisation relation is an irreflexive, antisymmetric, and transitive binary rela-
tion ℜg ⊆ N × N . If (ni, nj) ∈ ℜg , we say that ni is generalised by nj (i.e., it is 
more specific than nj).

Once formalised norms and their relations, we define the structure that encodes 
them, characterising the norm space of a decision maker.

Definition 3 (Normative domain) A normative domain is a tuple ⟨�,N,ℜ⟩ such 
that: � is an action domain; N is a set of candidate norms regulating actions in � ; 
and ℜ = {ℜi,ℜg} is a set of norm relations over N.

Example 3 We build an example of a normative domain (see Fig. 3) with the action 
domain in Example 1 and the set of candidate norms in Example 2.

3.3  Characterising Norm Systems

The goal of the process depicted in Fig. 1 is to obtain a norm system. We will 
refer to any subset of the norms in a normative domain as a norm system. Since 
norm systems are just subsets of candidate norms, a norm system can contain 
incompatible norms or redundant norms (due to exclusivity or generalisation 
relationships). Thus, following (Serramia et al., 2018), when selecting norms, we 
require that the resulting norm system is sound, meaning that it does not contain 
incompatible nor redundant norms.

Fig. 3  Example of a normative 
domain for the public civility 
game
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Definition 4 (Sound norm system) Given a normative domain ⟨�,N,ℜ⟩ , we say that 
a norm system Ω ⊆ N is sound iff for each ni, nj ∈ Ω , (ni, nj) ∉ ℜi , and nj is not a 
successor3 of ni ( nj ∉ S(ni) ) or vice versa ( ni ∉ S(nj)).

Example 4 Considering the normative domain of Fig.  3, only the norm systems 
with a single norm ({Per(kg)} , {Obl(cg)} , and {Obl(ca)}) are sound. Notice, for 
instance, that {Per(kg),Obl(cg)} is not sound because norms are exclusive, and 
{Obl(ca),Obl(cg)} is neither sound because, since Obl(ca) generalises Obl(cg), they 
are redundant.

To be more precise, the goal of the process in Fig. 1 is to yield a particular type 
of sound norm system, namely one that is aligned with the moral values specified by 
the decision maker.

4  Value‑Based Judgement of Actions

As introduced in Sect.  2, ethics is the branch of philosophy that reflects on what 
is moral4, right, or good (Frankena, 1973; Audi, 1999; van de Poel & Royakkers, 
2011). The philosophical discipline of ethics is eminently practical because we do 
not want to know what is good or bad out of mere curiosity but because we want to 
know what we ought to do Cooper (1993); Wallach and Allen (2008). To guide us 
in that matter, the field of normative ethics prescribes the correct action to do in any 
given situation [40]. Of course, we can only provide guidelines on how to do good 
if we first define what is good, to begin with. That, and other foundational problems, 
are the subject of the field of metaethics, which attempts to clarify the ethical meth-
odology and terminology (Beauchamp & Childress, 2009).

Within ethics, moral values (also called ethical principles) bridge normative 
ethics and metaethics. In the AI literature, values are seen as criteria5 to discern 
which actions are right from wrong (Charisi et al., 2017; Dignum, 2017). Examples 
of values include justice, happiness, and autonomy. We formally characterise moral 
values following these informal definitions. As shown in Fig. 2, values and actions 
are related. Specifically, a value judges the extent to which actions’ performance (or 
non-performance) is beneficial or detrimental. Thus, we formally characterise moral 
values through their judgement of actions as follows.

Definition 5 (Moral value) We characterise a moral value through a pair of value 
judgement functions v = ⟨�+

v
, �−

v
⟩ . Given a set of actions � , each of these functions 

takes an action and returns its evaluation �+
v
, �−

v
∶ � → [−1, 1] . Function �+

v
 

4 Morality here refers to the codes of conduct that, given some conditions, would be adopted by all 
rational people (Gert & Gert, 2020).
5 Notice that here criteria can be assimilated to ethical principle.

3 Formally, the successors of n are S(n) = {n�, (n�, n) ∈ ℜg} ∪ {n�,∃n1,… , nr s.t. 
(n�, n1), (n1, n2),…(nr , n) ∈ ℜg}
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evaluates the praiseworthiness of performing the action, while �−
v
(a) evaluates the 

praiseworthiness of not performing the action6. These evaluations are real numbers 
in the interval [−1, 1] : a positive number stands for moral value promotion, whereas 
a negative one stands for demotion. We require that an action cannot be praiseworthy 
(or blameworthy) both to perform and to skip concerning the same moral value. 
Thus, for a moral value to be well-defined, its value judgement functions have to 
satisfy the following:

Value judgement functions allow us to quantify the moral praiseworthiness of 
performing/skipping actions. Note that the condition in Equation 1 dictates that if an 
action is praiseworthy to perform, it must be either blameworthy or neutral to skip. 
Similarly, if the action is blameworthy to perform, it must be praiseworthy or neu-
tral to skip. Overall, these value judgement functions within our characterisation of 
moral values allow us to adhere to previous literature (Charisi et al., 2017; Dignum, 
2017) and use moral values as criteria for discerning right (praiseworthiness) from 
wrong (blameworthiness). Values can thus be considered as being more general than 
norms, as values are abstract criteria that judge actions. In contrast, norms regulate 
actions within specific contexts through a fixed syntax that uses particular deontic 
operators.

Example 5 We judge the actions of the action domain in Example 1 with respect to 
two values: civility Civ = ⟨�+

civ
, �−

civ
⟩ ; and timeliness7 Tim = ⟨�+

tim
, �−

tim
⟩ . In terms of 

civility, the action of cleaning garbage is highly praiseworthy to perform, but neutral 
to skip since the garbage is not the agent’s property. In terms of timeliness though, 
the action is slightly blameworthy to perform as it will take time to clean and 
slightly praiseworthy to skip. Thus, the judgement functions of both moral values for 
the action cg may, for instance, be as follows:

The judgements for action ca will be similar to those of cg but more extreme, since 
this action applies to all garbage, not only to the one in front of the agents. Thus:

Regarding civility, kicking the garbage aside is blameworthy to perform and praise-
worthy to skip as it could spill rubbish everywhere, block other agent’s path or even 
harm them. On the other hand, kicking the garbage aside saves time because it rap-
idly frees the agent’s path towards the target. Thus, this action is highly praiseworthy 

(1)�+
v
(a) ⋅ �−

v
(a) ≤ 0,∀a ∈ A

�+
civ
(cg) = 0.8 �−

civ
(cg) = 0 �+

tim
(cg) = −0.5 �−

tim
(cg) = 0.5

�+
civ
(ca) = 1 �−

civ
(ca) = 0 �+

tim
(ca) = −1 �−

tim
(ca) = 1

6 Note that, �+
v
(a) and �−

v
(a) are independent so �−

v
(a) is not necessarily equal to −�+

v
(a).

7 Timeliness can be assimilated into the moral value of achievement, defined by Schwartz (2012) as 
being related to competence and personal success.
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to perform and highly blameworthy to skip in terms of timeliness. Therefore, the 
judgement functions for kg could be defined as:

Ethical reasoning typically involves not a single moral value but multiple moral 
values and value preferences (Bench-Capon & Atkinson, 2009; Luo et al., 2017; Ser-
ramia et al., 2018) conforming to a value system. Value systems can be individual or 
shared by a society. Although values could be socially agreed/negotiated (Aydoğan 
et al., 2021) or computationally aggregated (Lera-Leri et al., 2022), i n this work, 
we assume that we know the society’s value system in order to select norms accord-
ingly. Recall that in Fig.  1 we considered a value system as one of the two main 
inputs of our value-aligned norm system engineering process. As depicted in Fig. 2, 
values judge actions via their judgement functions. As these value judgement func-
tions characterise moral values, they also implicitly constitute an integral part of the 
value system, which is explicitly composed of the values and their preferences.

Definition 6 (Value system) A value system is a tuple ⟨V ,⪰⟩ , where: V stands for 
a non-empty set of moral values, and ⪰ is a ranking8 over the moral values in V. If 
v ⪰ v� we say that v is more preferred than v′ , and if also v� ⪰ v we say that v and v′ 
are indifferently preferred, and note it as v ∼ v�.

Notice that, unlike our value system, the definitions in Bench-Capon and Atkin-
son (2009) and Serramia et al. (2018) do not consider the link between values and 
actions. Moreover, although (Luo et al., 2017) considers the relation between actions 
and values, it does not quantify it. Furthermore, in terms of the ordering structure 
used, we favour rankings as they are more flexible than the total orders used in Luo 
et al. (2017) and Bench-Capon and Atkinson (2009), though they are stricter than 
the partial order used in Serramia et  al. (2018). We do so because partial orders 
would require us to make arbitrary assumptions when values are unrelated (in the 
order).

Example 6 The values of civility and timeliness, V = {Civ,Tim} , together with the 
ranking Civ ⪰ Tim , constitute a value system.

5  Promotion of Moral Values Through Norms

Once established the relation between actions and values, as well as our formal defi-
nition of value system, we now focus on the relation between norms and values. 
Recall the relationships depicted in Fig. 2. There, norms promote values: we capture 

�+
civ
(kg) = −1 �−

civ
(kg) = 1 �+

tim
(kg) = 1 �−

tim
(kg) = −1

8 In particular, a ranking is irreflexive, transitive, and total. Note that, by being irreflexive and transitive, 
this relation disallows the existence of cycles over preferences: ∄v1,… , vk , s.t. v1 ⪰ ⋯ ⪰ vk ⪰ v1 and 
v1 ≁ ⋯ ≁ vk ≁ v1.
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this relationship by means of the so-called norm promotion function. Specifically, 
this norm promotion function evaluates how much each norm promotes each value, 
considering the norm’s deontic operator and the praiseworthiness of its regulated 
action. In this section, we first characterise the properties the norm promotion func-
tion ought to satisfy and then propose one.

5.1  Characterising Norm Promotion

We require that a norm promotion function satisfies the following essential 
properties:

Deontic and judgement dependency The promotion function only depends on the 
deontic operator of the norm and the value judgement of its regulated action for 
the value.
Deontic coherence Norms that regulate the same action but have different deontic 
operators should have coherent promotions. In particular

– If permitting an action promotes (demotes) a value, obligating the same 
action must also promote (demote) that value.

– If prohibiting a norm promotes (demotes) a value, obliging or permitting it 
must demote (promote) that value.

Coherence (or correlation) with value judgements Norm promotion and value 
judgement must be aligned. This property is divided into three cases:
Neutrality If an action is neutral to a value, norms regulating the action should 
also be neutral to the value.
Praiseworthiness pursuit If an action is praiseworthy to a value, permitting or 
obliging the action should promote the value while prohibiting the action should 
demote the value.
Blameworthiness avoidance If an action is blameworthy to a value, permitting or 
obliging the action should demote the value while prohibiting the action should 
promote the value. Notice also that, in this case, it is worse to oblige the action 
than to permit it.

Formally, we include these requirements in the promotion function definition:

Definition 7 (Promotion function) Let ⟨�,N,ℜ⟩ be a normative domain 
with candidate norms N over the actions in � , ⟨V ,⪰⟩ a value system, and 
� ∶ V × N → [−1, 1] , a function over pairs of values and norms. We say that � is 
a promotion function (and therefore �(v, n) ∈ [−1, 1] is the degree of promotion/
demotion of n to v) if it satisfies the following properties:

Deontic and judgement dependency Suppose n = ⟨�, �(a)⟩ , � is a piecewise func-
tion depending on the deontic operator (we note �� the promotion function for 
each of the deontic operator cases). 



772 M. Serramia et al.

1 3

Deontic coherence

– �(v, ⟨�,Per(a)⟩) ⋅ �(v, ⟨�,Obl(a)⟩) ≥ 0.
– �(v, ⟨�,Obl(a)⟩) ⋅ �(v, ⟨�,Prh(a)⟩) ≤ 0.
– �(v, ⟨�,Per(a)⟩) ⋅ �(v, ⟨�,Prh(a)⟩) ≤ 0.

Neutrality Suppose n = ⟨�, �(a)⟩ , then �+
v
(a) = �−

v
(a) = 0 ⇒ �(v, n) = 0.

Praiseworthiness pursuit If 𝛼+
v
(a) > 0:

– �(v, ⟨�,Per(a)⟩) ≥ 0

– �(v, ⟨�,Obl(a)⟩) ≥ 0

– �(v, ⟨�,Prh(a)⟩) ≤ 0

Blameworthiness avoidance If 𝛼+
v
(a) < 0:

– �(v, ⟨�,Per(a)⟩) ≤ 0

– �(v, ⟨�,Obl(a)⟩) ≤ 0

– �(v, ⟨�,Prh(a)⟩) ≥ 0

– �(v, ⟨�,Per(a)⟩) ≥ �(v, ⟨�,Obl(a)⟩)

5.2  Defining a Norm Promotion Function

Considering the characterisation of the family of norm promotion functions in 
Definition  7, this work proposes a linear norm promotion function. The ration-
ale behind its design is that obligations will promote the value proportionally 
(increasing linearly) to the praiseworthiness to perform—and blameworthiness 
to skip—their regulated action. Conversely, the more blameworthy a regulated 
action is to perform – and praiseworthy to skip – the more a prohibition norm will 
promote the corresponding value.

Finally, the promotion of permissions must be between that of obligations 
and that of prohibitions while having the same sign as that of obligations (due to 
deontic coherence). Therefore, we assess the promotion of permitting an action 
as a fraction � of the promotion of obliging it. Although establishing this fraction 
remains a task of the decision-maker, it is worth noticing that � values close to 1 
will favour the selection of permission norms. In contrast, � values close to 0 will 
favour obligations. Thus, we define the linear promotion function as follows:

Definition 8 (Linear promotion function) Given a normative domain with a set 
of candidate norms N over the actions in � and a value v with value judgement 
functions �+

v
 and �−

v
 , we define �lin ∶ V × N → [−1, 1] , such that for a value v ∈ V  

and a norm n = �(a) ∈ N:

�(v, n) =

⎧
⎪⎨⎪⎩

�Obl(�+
v
(a), �−

v
(a)) if � = Obl,

�Per(�+
v
(a), �−

v
(a)) if � = Per,

�Prh(�+
v
(a), �−

v
(a)) if � = Prh,
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where � ∈ [0, 1] . Note that � ranges from � = 0 , meaning that permissions always 
have 0 promotion (thus, they are disregarded), to � = 1 , meaning that permissions 
have the same promotion as obligations.

Figure 4 shows an example of the linear promotion function �lin for an action that 
is totally praiseworthy to perform ( �+

v
(a) = 1 ) and � = 0.5 . The x-axis represents the 

range of possible blameworthiness of skipping the action �−
v
(a) and goes from -1 in 

the left to 0 in the right (being a praiseworthy action, positive values of �−
v
(a) cannot 

be considered due to Eq. 1). The three lines represent the promotion degrees (in the 
y-axis from -1 to 1) for the three possible norms regulating the action: obligation, 
permission, and prohibition. Note that since the action is praiseworthy, prohibiting 
it always results in a negative promotion, while permitting or obliging it always 
implies a positive promotion. In particular, obliging this praiseworthy action always 
has greater promotion value than permitting it independently of how blameworthy it 
is to skip.

In addition to the 2D representation of the linear norm promotion function �lin in 
Fig. 4, we can further inspect �lin in the 3D space. We do so in Fig. 5 , which depicts 
Obligations, Permissions, and Prohibitions for � = 0.5.

In each of these cases, �lin is a two-variable function depending on possible 
different values of �+

v
(a) and �−

v
(a) . Because of the definition of the moral value’s 

(2)�lin(v, n) =

⎧
⎪⎨⎪⎩

�+
v
(a)−�−

v
(a)

2
if � = Obl,

� ⋅
�+
v
(a)−�−

v
(a)

2
if � = Per,

−�+
v
(a)+�−

v
(a)

2
if � = Prh,

Fig. 4  Linear promotion function �
lin

 for a wholly praiseworthy action �+
v
(a) = 1 and � = 0.5
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judgement functions (see Eq.  1), the promotion function is only defined when 
value judgements are of opposite sign or zero, thus �+

v
(a) ⋅ �−

v
(a) ≤ 0 must hold.

The surface in Fig. 5a represents the promotion function for obligations. It is 
a plane that is positive for actions praiseworthy to perform and blameworthy to 
skip, 𝛼+

v
(a) > 0 and 𝛼−

v
(a) < 0 . On the other hand, the plane is negative for actions 

blameworthy to perform and praiseworthy to skip, 𝛼+
v
(a) < 0 and 𝛼−

v
(a) > 0 . Note 

that in particular, given a value v and a norm n = Obl(a):

• if �+
v
(a) = 1 and �−

v
(a) = −1 , then it has a maximum promotion, �lin(v, n) = 1;

• if �+
v
(a) = −1 and �−

v
(a) = 1 , then it has a maximum negative promotion (or 

demotion), �lin(v, n) = −1 ; and
• if �+

v
(a) = 0 and �−

v
(a) = 0 , then it is neutral to the value, �lin(v, n) = 0.

On the other hand, the surface in Fig.  5c represents the promotion degrees for 
prohibitions. Note that the promotion takes the opposite value than the promo-
tion function does for obligations. Thus, given n = Prh(a) , n� = Obl(a) , then 
�lin(v, n) = −�lin(v, n

�).
Finally, the surface in Fig.  5b represents the promotion function for 

permissions. Notice that the formula of this surface is the same as the one for 
obligations but scaled by � ∈ [0, 1] (in this case � = 0.5 ). Thus, the promotion 
degree for a permission will be lower than for an obligation when 𝛼+

v
(a) > 0 and 

𝛼−
v
(a) < 0 , whereas it will be larger when 𝛼+

v
(a) < 0 and 𝛼−

v
(a) > 0 , as shown in 

the combined plot of all cases in Fig. 5d. Note that � marks the upper bound of 
the promotion function when evaluating permissions (and −� the lower bound), 
that is, ∀n = ⟨Per(a)⟩ ∈ N , �lin(v, n) ∈ [−�, �] . Therefore, a smaller � must be 
used in cases where the decision-maker prefers enforcing norms (obligations and 
prohibitions). In comparison, a larger � must be used if the decision-maker wants 
to set larger promotion degrees for permissions.

Fig. 5  Plots of each of the cases of the linear promotion function using � = 0.5 . All axis represent values 
in [−1, 1] . The arrow on all axis marks point 1.
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6  Computing the Value‑Alignment of a Norm System

At this point, we are ready to pose our central problem formally. Given a set of 
candidate norms and a value system, recall that our goal, as outlined in Fig. 1, is 
to compute the most value-aligned sound norm system.

6.1  Computing Value Alignment

To reason about norm systems based on moral value preferences, we must be able 
to compare them in terms of the moral values that they promote. The fundamental 
principle that we adopt for this is: the more preferred the moral values promoted 
by a norm system and the higher the promotion degree, the more value-aligned 
the norm system. Thus, a decision maker will opt for sound norm systems that 
promote the most preferred moral values, and hence are more aligned with the 
value system on hand.

Let ⟨�,N,ℜ⟩ be a normative domain. In order to quantitatively compute the 
value alignment of a norm system (out of the candidate norms N) with a value sys-
tem VS = ⟨V ,⪰⟩ , we will proceed as follows. First, we obtain the relevance of each 
moral value in VS from the value ranking ⪰ . The relevance of a value is a numeri-
cal utility to encompass how preferred the value is (see the following paragraph). 
Second, we compute the value alignment of any norm system using the norm pro-
motion of its norms to the values and the relevance of the promoted values.

To compute quantitative preferences over the moral values in VS, we define a 
relevance function r ∶ V → ℝ that translates the qualitative preferences expressed 
by ⪰ to value relevance. Specifically, we require that, for v, v� ∈ V  , if v is more 
preferred than v′ , then its relevance r(v) must be greater than r(v�) . Following the 
same reasoning, if v and v′ are indifferently preferred, they have equal relevance 
r(v) = r(v�) . Ultimately, by setting a relevance for each moral value, we can com-
pare all the moral values in V.

There is no universal relevance function. Nonetheless, this function should at 
least satisfy two conditions. Consider the value equivalence classes in V∕ ∼ and 
their quotient order ≻ . First, a relevance function must assign the same relevance 
to all values in each equivalence class � ∈ V∕ ∼ . Second, the more preferred the 
equivalence class, the more relevance their values have. With these two condi-
tions in mind, we define an example relevance function. Say that v is a value in 
equivalence class � . Then, we compute the relevance of v as:

Example 7 The values in the value system of Example 6 would have the following 
relevance (applying Equation 3): r(Tim) = 1 and r(Civ) = r(Tim) + 1 = 2.

(3)r(v) = r(𝜂) =
∑
𝜂≻𝜂�

r(𝜂�) + 1
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By using value relevance, we can calculate the value alignment of a norm 
system by aggregating the relevance of the moral values each norm it promotes/
demotes, being the relevance of each moral value weighted by the degree of 
promotion/demotion from the norm to the moral value. Formally:

Definition 9 (Value alignment score) Given a norm system Ω ⊆ N , a value system 
VS = ⟨V ,⪰⟩ , and a promotion function � , we define the value alignment score of Ω 
with respect to VS as:

The following example illustrates how to compute the value alignment score of 
some norm systems in our running example.

Example 8 Following our running example, we now calculate how the promotion/
demotion of the candidate norms towards the values using the promotion function 
�lin from Definition 8 (in this example, we consider � = 1 because we do not favour 
obligations over permissions):

We now assess the value alignment score of the sound norm systems in Example 4 
and the values’ relevance of Example 7:

6.2  Problem Formalisation

In Sect. 6.1 we learned how to compute the value alignment score of a norm system in 
terms of the values it promotes. Now we are ready to define the so-called value-aligned 
norm system selection problem as an optimisation problem as follows:

Problem  1 (Value-aligned norm system selection problem (VANS)) Given a 
normative domain ⟨�,N,ℜ⟩ , a value system ⟨V ,⪰⟩ , and a promotion function � , the 
value-aligned norm system selection problem is that of finding a sound norm system 
Ω ⊆ N maximising value alignment. This amounts to solving:

(4)va(Ω) =
∑
n∈Ω

∑
v∈V

�(v, n) ⋅ r(v)

�(Civ,Obl(cg)) = 0.4 �(Tim,Obl(cg)) = −0.5

�(Civ,Obl(ca)) = 0.5 �(Tim,Obl(ca)) = −1

�(Civ,Per(kg)) = −1 �(Tim,Per(kg)) = 1

va({Obl(cg)}) = 0.3 va({Obl(ca)}) = 0 va({Per(kg)}) = −1

(5)max
Ω⊆N

(
va(Ω)

)
s.t. Ω is sound.
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7  Computing Value‑Aligned Norm Systems with Optimisation 
Techniques

Notice that solving the VANS problem amounts to solving the optimisation prob-
lem in equation  5. Next, we show how to solve such optimisation problem as 
a binary integer program. A binary integer program (BIP) (Lieberman & Hillier, 
2005) encodes an optimisation problem in which the decision variables take values 
in {0, 1} . A VANS problem can be encoded as a BIP where each decision variable 
represents a norm. Thus, we would have the binary decision variables {x1,… , x|N|}
9, where each xi encodes the decision on whether a norm ni ∈ N is selected (taking 
value 1) or not (taking value 0). Thus, the VANS problem can be solved by the fol-
lowing binary integer program:

Subject to the following constraints:

• Incompatibility constraints prevent that two incompatible norms are jointly 
selected as part of a norm system. Thus, the following constraints must hold: 

• Generalisation constraints ensure that two redundant norms (one generalising 
the other) cannot be simultaneously selected, namely: 

The BIP encoding the VANS problem requires |N| binary decision variables; and 
|ℜi| + |ℜg| pairwise constraints (Equations 7 and 8);

Notice that the specification above corresponds to a maximization problem whose 
constraints are all inequalities. Hence, it is in standard form, and it can be solved 
with state-of-the-art solvers such as CPLEX (IBM, 1988) or Gurobi (GurobiOptimi-
zation, 2010).

Example 9 Considering the normative domain of Example  3, the value system in 
Example 6, and the value alignment scores of Example 8. The optimisation function 
to solve the running example would be:

where variable xn ∈ {1, 0} represents norm n. The constraints to consider in this 
case are: xPer(kg) + xObl(ca) ≤ 1 , xPer(kg) + xObl(cg) ≤ 1 , and xObl(cg) + xObl(ca) ≤ 1 . In this 
case, the solution is {Obl(cg)}.

(6)max
xi∈{0,1}

|N|∑
i=1

xi ⋅ va({ni})

(7)xi + xj ≤ 1 for each (ni, nj) ∈ ℜi.

(8)xi + xj ≤ 1 for each (ni, nj) ∈ ℜg.

0.3 ⋅ xObl(cg) + 0 ⋅ xObl(ca) − xPer(kg)

9 We assume N to be finite.
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In Serramia (2021), we provide the implementation of an algorithm for encoding 
a VANS problem into a BIP and solve it subsequently.

8  Empirical Analysis

The purpose of the analysis in this section is to introduce a potential application 
employing actual-world data to illustrate how decisions on regulations vary depend-
ing on the value system at hand.

8.1  The European Value Study

The European Value Study (EVS) (EVS, 2021) is a large-scale survey research pro-
gramme on the values of European citizens. Starting in 1981, EVS collects data 
every nine years from up to 47 European countries/regions, and since 2017, it has 
collaborated with the World Value Survey (WVS, 2021). EVS provides free-of-
charge accessible data to foster the study of the variety of positions and trends that 
citizens from different countries have regarding fundamental values such as well-
being, solidarity, or democracy. These values are grouped within six main topics 
(life, family, work, religion, politics, and society). Historically, EVS researchers 
aimed at “ exploring the moral and social values underlying European social and 
political institutions and governing conduct.”

Here, we aim to illustrate how the findings on values gathered from these surveys 
can be used to guide the legislation of specific aspects within a country. Thus, we 
advocate for establishing regulations that reflect the value preferences of the citi-
zens. As a proof of concept, we focus on two values and norms in the context of 
three different European countries. In particular, we exploit the data from Study 
(2017) to analyse the relative preferences between the moral values of permissive-
ness (Knill et al., 2015) ( vper ) and religion (or religiosity (Molteni et al., 2021), vrel 
) to envisage a situation where policy-makers decide on the regulation of the actions 
of adoption (adp) by homosexual couples and divorcing (div) when justified10.

Thus, a policy-maker may consider as candidate norms those norms permitting 
(Per) and prohibiting (Prh) such actions11:

10 Notice that along the lines of Hanel et  al. (2018), these specific values of religion (Molteni et  al., 
2021) and permissiveness (Knill et  al., 2015) can be related to those of tradition and tolerance from 
Schwartz’s revised model of values (Schwartz et al., 2012). They are more specific since tradition also 
includes cultural and family traditions, and tolerance is described as “acceptance and understanding of 
those who are different from oneself.” Thus, we choose them to fit EVS’s data better. In fact, one may 
even think that secularism seems a better alternative to permissiveness when comparing it to religion. 
However, we argue that permissiveness (Knill et  al., 2015) is better suited, as it is specifically related 
to sexual freedom (Wikipedia, 2021), and the data from EVS we use relates to homosexual couples and 
divorce.
11 Considering the norm definition in Definition 2, we exclude the norms obliging these actions (i.e., 
� = Obl ) as they do not seem prima-facie reasonable candidate norms. Moreover, this example is by no 
means complete, so we assume there will be other norms in place such as those allowing heterosexual 
couples to adopt.
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• nPer(adp) = ⟨{homosexual_couple},Per(adoption)⟩,
• nPrh(adp) = ⟨{homosexual_couple},Prh(adoption)⟩,
• nPer(div) = ⟨{justified},Per(divorce)⟩,
• nPrh(div) = ⟨{justified},Prh(divorce)⟩

Moreover, norms permitting and prohibiting the same action are incompatible: 
ℜi = {(nPer(adp), nPrh(adp)), (nPer(div), nPrh(div))}.

8.2  Building Value Systems from Data and Deciding on Regulations

Citizens from different countries may have different notions of the moral values 
under consideration (i.e., permissiveness and religion ). We aim to compare the data 
gathered by the 2017 EVS surveys (Study, 2017) in three distinct European countries 
(Sweden, Albania, and the Czech Republic) to infer alternative value systems and 
illustrate how these would affect the selection of different regulations. We follow a 
three-step process for each country. First, to define each value system (see Definition 
6), we specify the values’ relative importance and corresponding relevance. Second, 
we characterise moral values by defining their value judgement functions. Third, we 
choose a value-aligned sound norm system for each country. In what follows, we 
further detail these steps and analyse the differences in the resulting regulations.

First, we resort to the EVS question “Q1F: How important is religion in your 
life?” to gather information about each country. Since respondents can choose 
between four12 answers on a scale ranging from “Very important” to “Not at 
all important”, we partition answers into two sets: those for which religion is 
important and those for which it is not. Columns “rel.” and “not rel”. in Table 1 
detail this partition in terms of the total number of answers (and, in parentheses, 
their corresponding percentage) obtained for each country. Then, by assuming 
that those respondents in the partition that awarded importance to religion are, in 
fact, religious, we can infer that they would favour the ranking vrel ⪰ vper , where 
religion is preferred over permissiveness13. Conversely, the non-religious partition 

Table 1  Comparison of the 
value preferences of the 
Swedish, Albanian, and Czech 
populations

The “rel.” column shows the number of religious citizens (i.e., those 
that consider religion important or very important), whereas the “not 
rel.” column counts non-religious ones (i.e., those that consider it to 
be not important or not important at all)

Country rel. ( r(vrel)) not rel. ( r(vper)) value ranking

Sweden 371 (0.31) 818 (0.69) vper ⪰ vrel

Albania 1029 (0.72) 400 (0.28) vrel ⪰ vper

Czech Republic 374 (0.22) 1361 (0.78) vper ⪰ vrel

12 We omit “don’t know” and “no answer” options for the sake of simplicity.
13 A thorough discussion over how these specific values and assumptions are chosen is out of the scope 
of this paper, where we simply use them to illustrate the overall application of our proposal (so, the 
general method would still apply if some of these assumptions required any modification).
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would favour vper ⪰ vrel . Thus, the larger partition sets the value preferences of 
a country, as shown in the fourth column of Table  1, where most Swedish and 
Czech citizens prefer permissiveness over religion. In contrast, most Albanian 
have the opposite value preference.

As for value relevance, although Sect.  6.1 provides a general method for 
computing it, we can be more fine-grained here since we can also use the relative 
weight of each partition to infer the relevance of the values at hand. In this manner, 
we consider the relevance of the religion value ( r(vrel) ) to be the percentage of 
religious participants (again, second column in Table  1) and analogously, the 
relevance of vper to be the percentage of non-religious participants (third column 
in Table 1).

Fig. 6  Distribution of answers to questions Q27A (top) and Q44G (bottom) in the 2017 EVS survey 
(available at http://www.atlasofeuropeanvalues.eu/maptool.html in a normalised scale range of [0,100])

Table 2  Comparison of 
Swedish, Albanian, and Czech 
value judgement functions

Country �+

rel
(adp) �+

rel
(div) �+

per
(adp) �+

per
(div)

Sweden 0.44 0.56 0.61 0.76
Albania − 0.64 − 0.33 − 0.58 − 0.18
Czech Republic − 0.09 0.01 0.12 0.32
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Second, value judgement functions describe how actions are judged (see 
Definition 5). Here, we can resort to the specific questions in the survey that cover 
the actions of adoption (apt) and divorce (div) mentioned above. These questions 
are “Q27A: How much do you agree or disagree with the statement: Homosexual 
couples are as good parents as other couples?” (see Fig. 6 top) and “Q44G : Can 
divorce be always justified, never justified, or something in between?” (Fig.  6 
bottom) respectively. Interestingly, the data allows us to correlate responses to 
partition responses by religious and non-religious citizens. Moreover, responses can 
be mapped to the [−1, 1] interval to infer a judgement (with respect to the value) 
over the actions14. Thus, Table  2 details, for each country, how religious citizens 
evaluated the adoption by homosexual couples (see second column) and divorce 
(third column) together with the same evaluations by non-religious people (fourth 
and fifth columns resp.).

Although there are no specific questions regarding the non-performance 
of actions, here we may assume that �−

v
(a) = −�+

v
(a) for these precise actions 

( a ∈ {adp, div} ) and values ( v ∈ {rel, per} ), since if, for instance, 𝛼+
v
(a) < 0 means 

performing action a is detrimental for value v, not performing action a may be inter-
preted as promoting v15.

From these value functions, we are now ready to compute promotion function 
�(v, n) (see Sect. 5.2) and asses the corresponding value alignment score for each 
candidate norm previously defined in Sect. 8.1. Table 3 shows the specific values for 
each country and norm, so that, for each norm n, we compute va({n}) (based on the 
equation from Definition 9) as:

where � corresponds to the linear promotion function in Definition 8 
with � = 1 because we disregard obligations for this specific case. For 
instance, for Sweden, the value alignment score for norm nPer(adp) is com-
puted as va({nPer(adp)}) = �(rel, nPer(adp)) ⋅ r(vrel) + �(per, nPer(adp)) ⋅ r(vper)

=0.31 ⋅ 0.44 + 0.69 ⋅ 0.61 = 0.56, as shown in second column and row in Table 3.

va({n}) = �(rel, n) ⋅ r(vrel) + �(per, n) ⋅ r(vper).

Table 3  Comparison of Swedish, Albanian, and Czech norm-value alignments

Country va({nPer(adp)}) va({nPrh(adp)}) va({nPer(div)}) va({nPrh(div)})

Sweden 0.56 − 0.56 0.7 − 0.7
Albania − 0.62 0.62 − 0.29 0.29
Czech R. 0.07 − 0.07 0.25 − 0.25

14 Q27A responses range from 1 (meaning strong agreement) to 5 (strong disagreement), so we apply 
the formula f (x) = −

x−3

2
 to map each answer x into the [−1, 1] interval. As for Q44G, since its responses 

range from 1 (never justifiable) to 10 (always justifiable), the mapping formula we use is g(x) = x−5,5

4,5
.

15 We take this assumption because of the preceptive nature of majoritarian European religions. 
Alternatively, we may consider �−

v
(a) = 0 to signal that not performing the action is neutral to the value, 

which would not imply a significant change in this specific example.
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The third step in deciding on regulations corresponds to computing each coun-
try’s value-aligned sound norm system. This requires solving the binary integer 
program encoded per country as described in Sect. 7. As a result, the norm system 
that our method would recommend to both the Swedish and Czech policy-makers is 
{nPer(adp), nPer(div)} , whereas it would recommend {nPrh(adp), nPrh(div)} for Albania. The 
next subsection provides some insights on these recommended decisions.

8.3  Discussion

The study above on EVS data evidences the need for value judgements and the sen-
sitivity of decisions to the value system at hand.

First, our case study illustrates the need for an expressive specification of value 
system, counting not only on value preferences but also on value judgement func-
tions. As we have observed, it is crucial to know the society’s preferences over val-
ues and the society’s interpretation of these values (which we articulate through its 
judgement function). Thus, while Sweden and the Czech Republic agree on their 
preferences on values ( vper ⪰ vrel ), their interpretation of what vrel means is signifi-
cantly different (see second and fourth rows in Table 2). This is even more apparent 
when comparing the interpretations of values for Sweden and Albania (see second 
and third rows in Table 2) since the two countries exhibit opposite interpretations 
of each value. Furthermore, it is interesting that the Swedish interpretation of vrel is 
more positive towards the actions under analysis than the Albanian interpretation of 
vper.

Second, our case study shows that, given some candidate norms, the decision 
on the value-aligned norms to enact is sensitive to different value systems. In the 
case of Sweden, the two values considered judge positively all the actions, result-
ing in a norm system permitting them all. Contrarily, in the case of Albania, both 
values judge negatively all actions, and hence the resulting norm system prohibits all 
actions. Finally, in the case of the Czech Republic, all actions are judged positively 
by vper , but adp is judged negatively by vrel . Nonetheless, since vper is a much more 
preferred value, the most value-aligned norms are those permitting all actions. Over-
all, even though the value systems are quite different in the three cases, particularly 
the value judgement functions, we have obtained the norms that would better align 
with the participants’ values in each country.

9  Related Work

In this work, we take inspiration from the philosophy literature to use moral values 
(and their relative preferences) to guide the evaluation and selection of norms. Spe-
cifically, we consider moral values as ethical principles that guide the evaluation of 
actions (Timmons, 2012). Alternatively, Hartman (1967) formalises goodness not 
related to actions but to the descriptive properties of entities. Thus, a pen that cannot 
write is considered flawed. Defining moral values such as benevolence or security 
regarding their properties is a rather complex task despite its contribution.
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As previously mentioned, values have also been studied from a psychological or a 
sociological perspective (Cheng & Fleischmann, 2010; Schwartz, 2012; Hanel et al., 
2018). Thus, for example, Schwartz (2012) provides an overview of ten basic moral 
values recognised in cultures worldwide. Cultural differences strive in the prioritisa-
tion assigned to these values. In much the same way, we advocate for consdidering 
the relative priority of values when facing complex decision-making processes that 
involve several values. This perspective is also aligned with others from the moral 
agents literature , which consider value contexts (Liscio et  al., 2022) or take into 
account value preferences when considering moral situations in specific domains, 
such as elderly care (Cranefield et  al., 2017), as well as in general settings, such 
as intelligent systems design (Dignum, 2017). In fact, the work by Cranefield et al. 
(2017) is the closest to ours since they also propose an optimisation mechanism. 
However, they apply it to plan selection instead of norm selection, and they optimise 
(minimise) the sum of the current importance of all values.

The AI research community has been increasingly active in the study of moral 
agency. Thus, besides the work by Wallach and Allen on moral machines (Wallach & 
Allen, 2008), that of Moniz-Pereira and Saptawijaya on machine ethics (Pereira-Moniz 
& Saptawijaya, 2016), and that of Russell et al. on beneficial AI (Russell et al., 2015), 
several research papers focus on moral values. Just to mention a few others in addi-
tion to those previously discussed, Murukannaiah et  al. (2020) provide an excellent 
roadmap to guide research on ethics and multi-agent systems. In Murukannaiah et al. 
(2020) terms, in this paper, we focus on developing a model of ethics based on values 
and norms that supports system-level ethical judgements. However, we do not focus 
on supporting the decision making of individual agents taking into account individual 
preferences, but on supporting the system designer while considering a given value sys-
tem. Similarly, while we shape the environment for the agents to act accordingly to the 
society’s values, Ajmeri (2018) tackles the question of engineering agents that can rea-
son about values, and act ethically. Floridi and Sanders (2004) use values as thresholds: 
an agent is morally good if all its actions respect that threshold; and it is morally evil 
if some action violates it. Kohler et al. (2014) include artificial moral agents (Wallach 
& Allen, 2008) in multi-agent institutions to accomplish fair resource allocation. Abel 
and MacGlashan (2016) formalize the ethical learning and decision-making problem as 
solving a partially observable Markov decision process. Cointe et al. (2016) propose a 
judgement ability for agents to evaluate the rightness and/or goodness of both their own 
behaviour and those of others. Moreover, moral values are often related to norms. For 
instance, Sun et al. (2019) propose a regulation enforcement mechanism based on ethi-
cal considerations. Kasenberg et al. (2018) infer values (expressed as norms) by behav-
iour observation. Tielman et al. (2018) present a method to derive norms from actions, 
values and domain. Mercuur et  al. (2019) compare human behaviour with agents 
endowed with moral values and norms which are expressed with the “non-standard” 
deontic operator should. Finally, Aydoğan et al. (2021) introduce a negotiation frame-
work to establish norms based on individual values. Interestingly, they define value 
promotion (resp. demotion) as a relation between values and propositions describing 
context and actions. While this is similar to our value judgement functions, we consider 
promotion as a relation between values and norms (where the deontic operator has to 
be taken into account) and quantify the relation’s strength. Nevertheless, there is still 
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room for advancing the state of the art in the formalisation of value alignment. We 
believe it is necessary to formalise the notion of moral value judgement of actions to 
formalise value alignment.

Considering the broader perspective of decision-making support, works such 
as Pitt et  al. (2014) or Petruzzi et  al. (2015) operationalise ethical considerations 
in resource allocation settings by proposing fairness and social capital metrics, 
respectively.

Argumentation constitutes another research area that has studied values. Some 
representative examples include the work of Bench-Capon and Atkinson (2009); 
Atkinson et  al. (2006) and Modgil (2006), which use variations of the “Value-
based Argumentation Framework” to determine the truth of a statement or to assess 
the goodness of specific actions. Regarding agents (moral agency), Bench-Capon 
extends agent reasoning with values (Bench-Capon, 2016). Specifically, value pro-
motion or demotion is associated with changes in system states when agents perform 
actions. In Luo et al. (2017), this idea is further explored as authors introduce agents 
with opportunistic behaviour that take advantage of less informed agents to reach 
those state transitions that further promote their values. Although both approaches 
consider the impact of values and their preferences, these works consider decision-
making as an individual process while we take a system-wide perspective.

To our knowledge, no other research approach tackles the same problem of value-
aligned norm decision-making as stated in this paper. However, notice that w e 
first framed the problem of selecting the set of norms to enact in a society (Lopez-
Sanchez et  al., 2017). Nevertheless, selection in this work only considered norm 
relationships and deployment costs. Subsequently, we advanced towards consid-
ering moral values by reformulating the problem of “choosing the right norms to 
establish” in Serramia et  al. (2018, 2018). Specifically, in Serramia et  al. (2018), 
we proposed moral values as additional (explicit) preference criteria and discussed 
how norms can be established in new-born or highly dynamic social groups. Then, 
in Serramia et al. (2018), we cast this initial approach as an optimisation problem 
and studied its empirical hardness. In this paper, we build upon this background and 
extend it. Firstly, we discuss the philosophical foundations of value-aligned norm 
selection. Secondly, we use this philosophical basis to formalise better our theoreti-
cal approach and computational methods to selecting value-aligned norm systems. 
Finally, we illustrate our method with actual data from the European Value Study. 
We provide a detailed empirical study by considering a more comprehensive range 
of decision scenarios and a more fine-grained analysis. Overall, this paper advances 
state of the art by providing: philosophical and theoretical foundations to computing 
value-aligned norm systems; and computational tools to yield value-aligned norm 
systems.

10  Conclusions and Future Work

This paper provides the theoretical foundations for selecting norm systems that 
promote the most preferred moral values in a society. Additionally, it offers practi-
cal mechanisms to support the automatic selection of those norm systems. We do 
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so by posing the so-called value-aligned norm system selection problem (VANS) 
grounded in two structures: the normative domain, defining norms and their rela-
tionships, and the value system, containing prioritised sets of moral values. We con-
nect these structures via the norm promotion function, which is grounded on the 
praiseworthiness (or value judgement) of actions and allows us to quantify the value 
alignment of norm systems. Then solving the problem amounts to finding the sound 
norm system (i.e., without conflicting nor redundant norms) that maximises value 
alignment. To find the solution, we encode the VANS problem as a binary integer 
program and solve it with a state-of-the-art solver. We illustrate our proposal with 
real data from the European Value Study.

10.1  Limitations

We want to inform the reader of some limitations of the presented approach. First, 
our approach is inherently utilitarian. This brings several risks, as commonly dis-
cussed in the literature (Rachels & Rachels, 2012). These criticisms range from the 
possible inability to quantify "how good" norms are towards values to the narrow 
view that the action’s consequences concerning how they promote/demote value are 
all that matter when deciding the norms to enact. Another limitation of our approach 
is that we assume we know the value system we want the norms to align with. While 
eliciting value systems is still an open problem, there have been some advance-
ments recently. Liscio et  al. (2023) described a pipeline to elicit individual value 
systems and aggregate them into a shared value system. Importantly, researchers 
have already addressed some of the parts of this pipeline, such as context-specific 
value detection (Liscio et al., 2022) and value system aggregation (Lera-Leri et al., 
2022). Finally, we assume a known set of candidate norms and compute the value-
aligned set of norms out of these candidates. While our approach is useful in cases 
where system designers have full control, it might not be as useful in less controlled 
environments, for example, when norms (or values) emerge. In these cases, our con-
tribution is limited to providing a measure of value alignment between the emerged 
norms and values.

10.2  Future Work

Although we treat the value-aligned norm selection problem from a theoretical point 
of view and illustrate it with EVS data, the framework presented in this paper could 
have other potential practical applications worth exploring in the future. For exam-
ple, budget allocation in participatory systems (Serramia et al., 2019) (where given 
a budget, proposals are accepted or rejected based on their alignment with common 
moral values), moderation of online communities through norms (Morales et  al., 
2015), or value-driven modelling of public policies (Perello-Moragues & Noriega, 
2020). Furthermore, an exciting addition could be that of explainability. In this 
regard, we could build explanations for why an individual norm or a set of norms 
did not get selected. These explanations could be based on the utilities of norms or 
norm systems and suggest changes in the settings, such as norm-value promotions or 
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value preferences, leading to the norm/norm system selection. Finding these alterna-
tive settings could be addressed using optimisation techniques.
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