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the powertrain will affect the tonal perception of the 
noise without the need of new acoustic simulations 
and experiments. For the tonal perception analysis, 
the Prominence Ratio is used as a metric. This frame-
work of combining multibody dynamics simulation 
with initial acoustic data and neural networks can be 
also applied to different NVH metrics as appropriate.

Keywords NVH · Acoustics · Electric vehicles · 
Neural networks

1 Introduction

Recently introduced legislation will end the sales of 
internal combustion engine (ICE) powertrains in the 
next decades. The United Kingdom’s Road to Zero 
strategy [1], for instance, aims to phase out the sales 
of new ICE cars by the end of 2040, whilst keeping 
the UK in the forefront of design and manufactur-
ing of low-emission vehicles. A common approach 
to reduce the emission of vehicles is by powertrain 
electrification. Nevertheless, new challenges regard-
ing noise, vibration, and harshness (NVH) arise with 
the shift from ICE driven cars to electrified pow-
ertrain. The radiated sound spectrum of an electric 
vehicle (EV) has different characteristics of a classic 
ICE. Whilst the ICE noise is usually broadband and 
below 1 kHz, the noise spectrum in an EV is domi-
nated by tonal behaviour in regions up to 10 kHz [2]. 
And, even though, EV powertrains are usually quieter 
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than ICE ones [2, 3], the lack of masking noise from 
the engine can lead to a potential nuisance in the per-
ception of the quality of the radiated sound due to its 
tonal behaviour [4], especially if these tones are con-
sidered to be prominent [5].

The main NVH excitation sources for EVs are the 
electromagnetic forces and the transmission error in 
the gearbox [6]. The electromagnetic forces acting on 
the stator and rotor of the electric motor cause tonal 
noise and vibration at specific frequencies that depend 
on the speed of the rotor, number of poles, and num-
ber of stator teeth [7, 8]. This is the so-called motor 
whistling. Radial force and torque ripple are usu-
ally the main contributors to the radiated noise from 
the motor [9]. Active regulation of current and pole 
shape optimisation has been used to mitigate motor 
whistling [7]. The tonal behaviour of the powertrain 
transmission is linked to the gear dynamic meshing 
force and occurs at the gear meshing frequencies and 
their harmonics [10]. This is known as gear whining. 
It has been shown that reduction in the pressure angle 
and increase in the helix angle can reduce the gearbox 
noise in EVs [11]. Whilst motor whistling is usually 
more aggressive at lower speeds and, therefore, lower 
tonal frequencies, gear whine tends to be more domi-
nant at higher speeds, which also leads to higher tonal 
frequencies [12].

Subjective studies show that people exposed to 
noises with tonal components rate these as more 
annoying than broadband noise, especially when the 
spectrum contains several tones [13]. Therefore, it 
is of interest to assess how the EV NVH will be per-
ceived. It has also been shown that tonal nuisance 
increases with the increase of the tone frequency [14]. 
One way of evaluating the presence of tones is via 
Prominence ratio metric [15]. If the PR value is above 
a certain threshold, the band is said to be prominent. 
More details are provided in Sect. 3.

Studies have been published on the application of 
artificial neural networks in the field of NVH evalu-
ation. These studies have aimed to assess the inte-
rior noise of electric vehicles through vehicle road 
tests and subjective analysis with jurors [16]. Sound 
quality has also been predicted using acoustic signals 
and a machine learning approach via relevance vec-
tor machine [17]. Ride comfort prediction has also 
been attempted by training a network on experimental 
data [18]. Machine learning has been applied in other 
areas as well, such as analysing gear tooth surfaces 

[19]and identifying motor whistle in real-time [20]. 
Whilst successful in estimating sound quality fea-
tures, both studies rely on using experimental acous-
tic data to predict how the sound might be perceived. 
This has an obvious limitation of requiring acoustic 
data.

The vibration and noise prediction of electric 
motors is commonly divided in three methods [21]: 
numerical, analytical, and semi analytical. This paper 
uses a numerical method for the prediction and com-
bines it with a data driven approach to reduce the 
number of required numerical simulations. The cur-
rent study develops a model to calculate the forces 
acting on a housing via the bearings of a Permanent 
Magnet Synchronous Machine (PMSM) electric pow-
ertrain. It is known that bearings are responsible for 
the transmission of the driveline excitations to the 
housing [22, 23]. Therefore, it should be a reasonable 
approach that the acoustic features are also somehow 
embedded in this information. The acceleration data 
of one of the most flexible housing locations is also 
calculated in this study. The vibrational response of 
the housing is then used to predict the sound pressure 
radiated by the system. The radiated noise spectrum 
is used as a target to train a network that classifies 
different frequencies as prominent or not based on 
the input forces and acceleration. This is done using 
a finite element model of the housing, coupled with 
a flexible multi-body dynamics (MBD) model of the 
PMSM electric powertrain, to calculate the forces and 
acceleration acting on the housing. The flexible MBD 
model includes the shaft dynamics and more impor-
tantly, it allows for the vibration of the housing as it is 
excited by the motor, gears and bearings. The vibra-
tional velocity of the housing can then be calculated 
and is used to predict the radiated noise spectrum 
using acoustic simulations. The resulting vibrational 
response is used to predict the radiated noise spec-
trum using acoustic simulations. The range of operat-
ing conditions considered varies from 1000 to 8100 
RPM and 0.1428 Tmax Nm to Tmax Nm of transmitted 
torque. Tmax is the maximum torque the motor outputs 
in the normal operating condition range.

In this study simulation results of both MBD and 
acoustic models are used to train a network for the 
classification of sound quality in terms of the percep-
tion of tones. The network can be trained with the ini-
tial design data and once the trained network is avail-
able, it allows for quicker identification and resolution 
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of NVH issues by reducing the necessity for more 
computationally demanding acoustic simulations that 
would not address adequately relevant tones or more 
expensive and difficult to get experimental data. To 
the best of the authors’ knowledge, such an approach 
of using an artificial neural network to optimise 
NVH performance without the necessity of exten-
sive acoustics simulations and measurements is new. 
The results show that indeed it is possible to identify 
acoustic tonal content from the forces that excite the 
housing via the bearings. This novel approach pro-
posed lays down the foundation for a framework of 
using an artificial neural network surrogate model 
that allows for the investigation of acoustic features 
by employing MBD results. Whilst in this paper the 
tonal behaviour of the noise spectrum, estimating the 
PR classification for a given frequency was used, the 
same technique could be applied to different psychoa-
coustic metrics. It can be a valuable tool in assessing 
how targeted design changes to the powertrain affect 
the perception of the radiated sound.

2  System modelling and simulations

The system comprises a PMSM connected to a two-
stage, two-speed transmission with helical gears sup-
ported by eight bearings (six tapered roller bearings 
and two deep groove ball bearings). In this case, 
the PMSM is a motor with an internal rotor with 
the permanent magnets surrounded by a stator with 
the windings. The motor and the transmission are 
enclosed by a housing along with the inverter. The 
system can be seen schematically in Fig. 1.

The software ABAQUS is used in this work for the 
FE model of the housing. In total, it has 1.3 million 
elements. The model [24] of the housing considers 
homogeneous properties to approximate an alumin-
ium alloy. Orthotropic properties are used to model 
the stator made out of steel. The stator and the direc-
tions for the material are shown in Fig. 2.The lower 
modulus of elasticity in the Y direction of the stator is 
due to the fact that the stator comprises a tight pack-
age of a series of steel sheets and resin in this direc-
tion. The mechanical properties are summarised in 
Table 1.

For the multibody dynamic (MBD) simulations, 
only a smaller set of the nodes of these elements are 
used. Namely the nodes where forces are applied or 

Fig. 1  Schematic of the 
powertrain

Fig. 2  Stator representation and directions
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where one is interested in calculating displacements, 
velocities, or accelerations. The kept nodes can be seen 
in Fig. 3. The four circular sections represent the sta-
tor teeth while the other nodes are related to bearing 
locations, mounts, and points in the housing where one 
can be interested in vibration data. A total of 305 nodes 
with 6 degrees-of-freedom each are retained through 
a dynamic condensation process that can represent the 
static behaviour along with the modal behaviour of 
the system [25, 26]. A total of 126 modes of the hous-
ing are considered in this condensation up to 5  kHz. 
For this study, results are considered to be valid up to 
2.5 kHz, which covers up to the 40th natural frequency 
of the housing.

This work does not differentiate the sources of the 
tones in terms of motor whistling or gear whining 
but if the topology of the motor and transmission are 
known it is possible to separate and identify those. For 
instance, for a synchronous machine, the stator current 
frequency is given by [6]:

(1)fel =
p�

60

where p is the number of pole pairs and � is the speed 
of the rotor in rpm. The frequency of the electromag-
netic forces acting on the stator, given by fEMf = 2fel 
[27], and its harmonics are the motor whistling 
frequencies.

In the case of helical gears, the gear meshing fre-
quency is given by [28]:

where Z is the number of gear teeth and � is the shaft 
speed in rpm. This and its harmonics define the fre-
quency signature for gear whining. It has been men-
tioned how gear whining in EV is perceived as par-
ticularly annoying [29].

Along with the gear meshing frequencies and the 
electromagnetic forces frequencies, the spectrum of 
the dynamic response will also contain components 
attributed to the natural frequencies of the system 
and it could also include components from the 
inverter that controls the motor. For the inverter, the 
switching frequency ranges between 4 and 16  kHz 
for Si IGBTs (Silicon insulated-gate bipolar tran-
sistor) and 16–40  kHz for the newer SiC (Silicon 

(2)fmeshing =
Zω

60

Table 1  Mechanical properties of the condensed housing and stator

Housing Young’s 
Modulus

Housing Poisson’s 
ratio

Housing density Stator Young’s 
modulus Y

Stator Young’s 
modulus X and Z

Stator density Stator Poisson’s 
ratio

63 GPa 0.33 2740 kg/m3 80 GPa 190 GPa 8750 kg/m3 0.33

Fig. 3  Nodal visualisation a the nodes kept after the condensation of the housing and b the same nodes along with all the other 
nodes in the MBD model
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carbide) inverters. The case study presented in this 
work considers modes up to 5  kHz for the power-
train housing. Acoustic results are valid to frequen-
cies up to 2.5  kHz. The effects of the switching 
frequency are not present in this frequency range 
but should be mentioned as a potential source of 
tonal contribution. A study on the influence of the 
inverter modulation [30] has shown that switching 
frequency randomization can have a positive impact 
in the sound character from the inverter.

The flexible multi-body dynamics calculations 
are carried out using AVL EXCITE™ M, where the 
application of the electromagnetic forces along with 
the gear meshing and bearing behaviour can be sim-
ulated. Rayleigh damping [31] is considered for all 
flexible bodies in the simulation. For the housing, 
the damping ratio is 0.01 at 200  Hz and 600  Hz. 
For the flexible shafts, the damping ratio is also 
0.01 but at 100 Hz and 1000 Hz. With these inputs, 
the software defines the � and � coefficients for the 
Rayleigh damping and, therefore, the damping at 
other frequencies. The coefficients can be calculated 
using the following equation and solving the system 
for the two frequencies [25]:

For the helical gears, the dynamic model is the 
same as in [32], where the gears are represented by 
thin slices of spur gears in the lead direction. The 
compliance of each slide is independent of its neigh-
bours’ slices. This approach can take into account 
tooth bending, including tooth tilt. Whilst these 
have a linear load-deformation relation, the local 
contact stiffness possesses a nonlinear behaviour. 
A Hertz-Petersen method is used by the software to 
consider these nonlinearities, implicitly solving the 
equations of motion by time-integration at each step 
in an iterative method [25, 32]. The time-varying 
meshing stiffness is obtained by summing the stiff-
ness of the individual slices that represent the gear 
[32]. The meshing stiffness and its time-varying 
characteristics is known for being an internal source 
of excitation in the gearbox [33, 34]. Transmis-
sion error is linked to the periodic variation of the 
meshing stiffness, being the difference on how the 
actual gear pair transmits motion in comparison to 

(3)ξ =
� + 2��f

4�f

the ideally rigid gear pair. It is considered to be the 
main contributor to gear whine [35, 36].

There are two ball bearings and six cylindri-
cal roller bearings supporting the shafts. For the 
ball bearings, Hertzian contact is assumed, whilst 
a Kunert empirical approach is used for the cylin-
drical roller bearings. Equation (4) shows the force/
penetration relation [25]. Masses of the individual 
components of the bearings are not considered. 
Also, deformations of the housing and shaft do not 
lead to deformation in the geometry of the bear-
ing raceways, that are always considered perfectly 
circular. The model takes into account the correct 
direction of the bearing forces, along with the vari-
ation of the bearing stiffness caused by roll-over of 
the rolling elements [25].

where  � is the penetration depth in mm, leff  is the 
effective width of the rolling element in mm and F is 
the elastic contact force in N.

The total bearing force is found by summing the 
elastic and damping forces of all rolling elements, 
which are given, respectively by [25]:

where |||Felast,j
||| is the magnitude of the elastic force in 

N for the rolling element j given the penetration �j 
[mm] and the total stiffness Ctotal,j [N/mm].

where |||Fdamp,j
||| is the magnitude of the damping force 

[N] for the rolling element j due to the damping fac-
tor fdamp in s, total stiffness Ctotal,j [N/mm] and pene-
tration velocity �̇�j [mm/s]. fdamp is normally in the 
range of (0.25 – 2.5)10–5 [25]. In this study, the value 
of  10–5 is used.

The electromagnetic calculations were carried 
out using motor-cad. The stator is divided axially 
in four equal sections. A central point at the tip of 
each tooth for these sections is used for the compu-
tation of the tangential and radial components of the 
electromagnetic forces for each operating condition. 

(4)δ =
8.1x10−5F0.925

l0.85
eff

(5)
|||Felast,j

||| =
{

0, δj ≤ 0

Ctotal,jδj, δj > 0

(6)
|||Fdamp,j

||| = −fdampCtotal,jδ̇j
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The estimation of the force densities in the airgap is 
done via the Maxwell stress tensors by [37, 38]:

where ft and fr are the tangential and radial com-
ponents of the force density in N/m2, Bt and Br are the 
tangential and radial components of the magnetic flux 
density in T and �0 is the permeability in N/A2.

From the force density, the forces at the central 
nodes are calculated by [38]:

where  Lstk is stator section lamination length and Larc 
is the length of the arc where the force is acting, both 
in m.

A total of 15 different operating conditions of 
speed-torque combination were considered. For 
each one of these operating points, a set of elec-
tromagnetic forces are calculated using a 2D FEA 
model. The forces on the stator are resolved into 
its radial and tangential components and applied at 
each stator tooth. The forces on the rotor are mainly 
tangential (torque ripple) and act on the rotor sur-
face. Each simulation point takes around 12  h to 

(7)ft =
1

μ0
BrBt

(8)fr =
1

2μ0

(
B2
r
− B2

t

)

(9)Ft = ftLstkLarc

(10)Fr = frLstkLarc

complete. Once steady-state motion is achieved, 
results are obtained. With the MBD results, a pro-
cess of data recovery is performed. It can be seen 
as the inverse operation of the condensation. It 
relates the results of the condensed nodes to the 
complete finite element model of the housing, in 
order to obtain its vibrational velocity.

The vibrational velocity of the housing is then 
used in AVL EXCITE™ Acoustics to calculate sound 
pressure at a chosen location using a Wave Based 
Technique [39] for exterior Helmholtz problems.

Figure 4 summarises the simulation workflow.
Experimental data was obtained in a hemi ane-

choic chamber, with the system mounted on brackets 
resting on the floor. The model was validated against 
this experiment using data from one accelerometer on 
the housing and sound pressure levels of five micro-
phones around the housing. The setup along with a 
schematic of the experiment can be seen in Fig. 5.

A comparison of the results for the acceleration 
is shown in Fig.  6 for 5000  rpm and 0.428 Tmax , to 
illustrate the validation. Good agreement is observed 
between model and experiment.

The comparison of the average SPL of the 5 
microphones around the housing is shown in Fig. 7. 
Again, good agreement between model and experi-
ment in terms of frequency content for the tones, but 
with the model overestimating the electromagnetic 
contribution. At lower frequencies, the experimental 
data is higher than the model prediction. This could 
possibly indicate additional background noise during 

Fig. 4  Simulation workflow
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the experiment or noise-floor for the microphones. 
These were not measured. All results are showed in 
A-weighted SPL.

3  Tone perception

Prominent peaks in a radiated noise spectrum might 
not be perceived as a prominent tone when one is 
exposed to that noise. For instance, these peaks can 
be masked by the noise within the same frequency 
band (or not being loud enough to be perceived). 
Moreover, the human ability to distinguish tones var-
ies depending on their frequency [40], being easier to 
distinguish tones at lower than higher frequencies. To 
quantify these variations, the concept of critical bands 
was developed [41]. These are the frequency bands 
where a second tone can interfere with the perception 
of another tone in the same band.

Common metrics used for the analysis of the tone 
perception are the Tone-To-Noise Ratio (TTNR) and 
the Prominence Ratio (PR) [15]. These were firstly 
developed for the analysis of telecommunication 
devices. Whilst the TTNR compares the tone to the 
background noise within the same band, the PR met-
ric compares the band containing the tone to the band 
below it and to the band above it. The background 
noise in a band is the noise within that band neglect-
ing the small bandwidth of the peak (tone). The PR 
has been shown to correctly predict the tonal percep-
tion of noise [42] and to correlate with the perceived 
nuisance of the noise of electric vehicles [43]. Moreo-
ver, the PR metric can cope with multiple tones pre-
sent in the same band [44]. The electromagnetic exci-
tation and gear teeth meshing mechanism may lead 
to multiple tones within close frequency proximity. 
Therefore, the PR metric will be used in this study.

The ECMA-74 standard considers a band prom-
inent if that band is at least 9  dB higher than the 
adjacent bands for frequencies greater than 1  kHz. 

Fig. 5  Position of the 
microphones for the experi-
ment schematically. The 
curved arrow indicates the 
direction of rotation of the 
motor

Fig. 6  Acceleration data validation

Fig. 7  Average SPL comparison
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For lower frequencies, this threshold varies between 
20 to 9 dB. However, subjective studies on electric 
vehicles [43], suggest that PR values greater than 
5 dB are classified as highly audible even at lower 
frequencies. It also shows that the perceived annoy-
ance increases with PR.

The Prominence Ratio is calculated [44]:

where B is the level of the critical band containing the 
tone (or tones), A and C are the levels for the adja-
cent bands. Figure 1 illustrates the bands A, B and C. 
For the levels A, B and C, the sound pressure values 
are squared and then summed over the limits of each 
band [43].

The bands are defined using the Equivalent Rec-
tangular Bandwidth (ERB) [45]. The ERB are rec-
tangular band-pass filters that model the filtering of 
the auditory system. The ERB is a revision of the 
classical critical bands with a smooth analytical 
equation [46], given by [45]:

where f  is the frequency of the tone of interest in Hz.
One can define the bandwidth of B by defining 

the tone to be analysed. In other words, once the 
frequency of the tone of interest fB is chosen, the 
bandwidth ERBB of B is also defined. Those also 
define the highest frequency of the lower band and 
the lowest frequency of the upper band. The bands 
must be contiguous. Therefore, the upper frequency 
of band A fAu is given by:

Whilst the lower frequency of band C fCl is:

Equations  (12)–(14) can be combined to write a 
linear system of equations that allows for the calcu-
lation of the bandwidths of band A ERBA and band 
C ERBC , along with the central frequencies fA and 
fC:

(11)PR = 10log
(

2B

A + C

)

(12)ERB = 24.7
(
4.37f

1000
+ 1

)

(13)fAu = fB −
ERBB

2

(14)fCl = fB +
ERBB

2

Figure  8 illustrates the bands A, B and C (in a 
sound pressure spectrum) that are used for the PR 
calculations, along with their Equivalent Rectangular 
Bandwidths.

The Prominence Ratio was developed for the anal-
ysis of radiated noise. In this study, the calculation 
of the PR is extended to analyse the forces acting on 
the housing of the powertrain via the bearings, along 
with the acceleration response of the housing. The 
bearing forces and housing acceleration can represent 
components due to the electromagnetic excitation, the 
gear meshing mechanism, and modal response. The 
key hypothesis in this work is that there is a relation 
between the perception of a tone in the noise pro-
duced and the prominence of tones in the excitation 
forces and acceleration.

4  MBD simulation global results

The flexible MBD model is used to assess the fea-
sibility of using a neural network for the prediction 
of the tonal content of the powertrain radiated noise. 
Two operating conditions were considered: torque 
output of Tmax with the rotor speed at 1000 rpm and 

(15)

⎡⎢⎢⎢⎢⎣

4.37

1000

1

0

0

−
1

24.7

0.5

0

0

0

0
4.37

1000

1

0

0

−
1

24.7

−0.5

⎤
⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎣

fA
ERBA

fC
ERBC

⎤⎥⎥⎥⎦
=

⎡⎢⎢⎢⎣

−1

fAu
−1

fCl

⎤⎥⎥⎥⎦

Fig. 8  Example of bands in the PR calculation
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3000  rpm, respectively. The sound pressure level 
spectra for these two cases are shown in Fig. 9, with 
an example for the bands A, B and C when the fre-
quency of interest is 1100  Hz. The SPL was calcu-
lated on a virtual microphone located at 0.5 m from 
the top surface of the housing (as shown in Fig.  1). 
One can notice several peaks in both spectra. In terms 
of NVH, these peaks might be perceived as promi-
nent or not. If they are prominent, an increase in the 
nuisance will be noticed. For the 1000 rpm case, the 
peak at 600  Hz can be traced to the torque ripple 
(electromagnetic source, motor whistling). Whilst, 
for instance, the peak at 1100 Hz (3000 rpm case) is 
due to gear meshing (whining). One can also notice 
a peak at around 560 Hz in both cases. This is linked 
to a structural natural frequency of the system and is 
independent of the speed. The analysis to define it as 
prominent or not combined with the root-cause of this 
peak allows for the correct course of action in terms 
of NVH control.

The numerical simulations were expanded to 
consider more operating conditions (combinations 
of torque output for different rotor speeds). In addi-
tion, the calculation of the acceleration at one point 
on the housing was included. Figure 10 summarises 
the sound pressure levels for the different rotor speeds 
(from 1000 to 8100 rpm) and torque output scenarios 
(0.142 Tmax to Tmax ). At 1000  rpm, the largest con-
tributor to the SPL comes from the electromagnetic 
excitation, whilst for the 3000–7300  rpm cases, the 
gear meshing frequencies play a more significant 

role in the frequency range considered. The natural 
frequency of the system at around 560 Hz is particu-
larly evident in the 3000 rpm cases. For the 8100 rpm 
cases, once again the largest contribution to the noise 
spectrum has electromagnetic origin, but that happens 
because the gear meshing frequencies are outside the 
frequency range considered in this study.

An example of forces generated at the different 
bearing locations acting on the housing is shown in 
Fig. 11. The bearing force results at 5000 rpm show 
larger contributions linked to the electromagnetic 
excitation, while the SPL spectra shows similar levels 
of radiated noise at frequencies due to gear meshing 
and electromagnetic forces. The different colours in 
the plot are just an indication of the different bear-
ings. For confidentiality reasons, the values for the y 
scale are normalised. Figure 12 shows an example for 
the out-of-plane acceleration at a point of the hous-
ing. This point was chosen based on the largest dis-
placement of the mode at around 560 Hz. This mode 
has a large contribution at 3000 rpm, but it is a good 
contributor to the SPL in all cases analysed. Similarly, 
to the results for the forces, the acceleration spec-
trum shows larger contributions at the electromag-
netic excitation frequencies (at around 20 dB higher 
than the contributions at gear meshing frequencies). 
The combination of these two factors complicates 
the establishment of a clear connection between SPL 
(and PR) and the outcomes of force and acceleration 
results. A pattern recognition network will therefore 
be used to establish this link.

Fig. 9  Sound pressure levels for the MBD model: a 1000 rpm and b 3000 rpm
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The force spectra shown correspond to the result-
ants on each bearing, to represent the contribution 
from all directions. It is given by:

where Fx , Fy and Fz are the components of the force 
in the x, y and z direction, respectively.

Once the spectra for the noise, acceleration and 
forces are obtained, the PR values can be calculated 

(16)FT =

√
F2
x
+ F2

y
+ F2

z

using equations (12) to (15). Figure  13 shows an 
example of the Prominence Ratios for two differ-
ent frequencies that are seen as peaks in the SPL 
spectrum at 3000 rpm 0.142 Tmax case (Fig. 14). A 
band is considered to be prominent if the noise PR 
is larger than 9  dB. The red x highlights a promi-
nent band, whilst the green circle highlights a non-
prominent band. If a band is deemed prominent, the 
perceived nuisance from this radiated noise will be 

Fig. 10  Sound pressure levels for the different simulation scenarios

Fig. 11  Forces from the bearings for the 5000 rpm 0.428 T
max

 case. Different colours for the eight different bearings
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Fig. 12  Acceleration in dB scale for the 5000 rpm, 0.428 T
max

 case

Fig. 13  Prominence ratios at 3000 rpm, 0.142 T
max

 for two different tone frequencies

Fig. 14  Sound Pressure level (3000 rpm, 0.142 T
max

)
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increased, influencing the subjective analysis of the 
sound quality of the vehicle.

5  Prominence identification and neural network

The concept of prominence ratio was applied to the 
bearing force spectra, along with the radiated noise 
spectrum for chosen frequencies at two different oper-
ating conditions. The data is summarised in Table 2.

Generally, Table  2 shows that if the prominence 
ratio for all bearing forces is high, the noise PR will 
also be high. However, for the 400 Hz tone, there is 
one distinctively low PR value for a bearing force 
that reduces the noise PR to 0.1. This suggests that 
the 400 Hz band is not as prominent, despite the PR 
values for other bearing forces being similar to those 
for the 200 Hz band, for example. Additionally, while 
one bearing force has a low PR for the 600 Hz band, 
it is still a prominent band in terms of noise.

Since no obvious relation can be drawn between 
the PR for the bearing forces and the PR for the radi-
ated noise, one can, however, use these data to train a 
pattern recognition neural network to better correlate 
the values.

Artificial neural networks can be used to map out-
puts to inputs of complex systems. Little prior knowl-
edge of the system and input–output relationship 
is required [47]. The network is divided into input 
layer, hidden layer (or layers) and output layer. Each 
layer has a set of neurons, and each neuron has its 
own weight and bias. From layer to layer, each neu-
ron passes its value to the next one adjusted by the 
adequate weight and bias. The training process is the 
process of adjusting these weights and biases [47]. 
An example of network used in this study is shown in 
Fig. 15. The input layer of the network used has 8 or 9 
neurons, depending on if the acceleration data is used 
or not. These neurons connect to the 5 neurons in the 
hidden layer, which are linked to the two neurons in 
the output layer, where one of the neurons is triggered 
indicating if the noise is classified as prominent or not 
for that band.

A single hidden layer network was trained using 
the Scaled Conjugate Gradient method [48]. Eight 
inputs are considered (corresponding to the eight 
bearing forces) for each sample. The output layer has 
two outputs: prominent or non-prominent. For the 
number of features of this network (8), the literature 

suggests that 40–80 samples can be used to train a 
classifier [49, 50]. As a proof-of-concept exercise, 
the number of samples in this first approximation is 
much smaller. The MATLAB function “patternnet” 
was used for the network. It is a feedforward network 
that can be trained and used to classify inputs to a tar-
get [51]. It is known that a single hidden layer neural 
network with a finite number of neurons acts as a uni-
versal approximator [52].

For a motor velocity of 1000 rpm, six frequencies 
were selected for analysis. The chosen PR values cor-
respond to the bands centred at 100, 200, 300, 400, 
560, and 800 Hz at 1000  rpm. The noise PR values 
are used as targets and are converted into an array 
with ones and zeros, as shown in Table 3. A threshold 
of 9 dB for the noise PR is assumed. If the PR value 
is greater than 9 dB, the band is considered prominent 
and a value of 0 is assigned to the first column of the 
array while the second column is assigned a 1. If the 
PR value is less than 9 dB, the first column receives a 
1, and the second, a 0.

The network is therefore trained with the 48 force 
PR values (8 for each one of the 6 selected bands) 
with the defined targets. The quality of the network 
is assessed by feeding the trained network with the 
inputs again to confirm its output. A perfect match is 
observed.

The trained network is also tested against the 
unseen remaining data. Once again, a perfect match is 
observed, as summarised in Table 4.

The network was also trained considering the 
results of the expanded simulations presented in 
Fig.  5. The data for the training were processed as 
follows:

• The f  in equation (12) is varied from 170 to 
2300 Hz being sampled at every 5 Hz (a total of 
427 frequencies). This includes a more complete 
view of the spectrum instead of using selected 
peaks only.

• For each of these f  the noise PR was calculated 
along with the acceleration and force PRs.

• Again, if the noise PR is greater than 9  dB, the 
band is considered prominent (991 samples)

• From the total available data points (6405 = 427 
frequencies times 15 cases, summarised in 
Fig.  16), the same number of non-prominent 
bands as prominent bands are randomly selected 
and used for the training.
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Therefore, 1982 data points are available for the 
training, validation, and test of the network. The net-
work will classify the noise for a given frequency of 
interest as prominent or not using the acceleration and 
bearing force data. Once again, a single hidden layer 
network was trained. The size of the hidden layer is 
five. Firstly, the Scaled Conjugate Gradient (SCG) 
was used as the training algorithm and then the Resil-
ient backpropagation (Rprop). Both methods are rec-
ommended for training classifier networks [53].

The available data was divided into 70% for the 
training, 15% for the validation and 15% for the test, 
with unseen data. The same seed for the random 
number generator (rng) function was used in both 

Fig. 15  Network schematically highlighting inputs and outputs. The neurons are represented by circles whilst the arrows connecting 
circles represent the link between the neurons in each layer. The hidden layer has five neurons

Table 3  Target logical array for classifying the tone promi-
nence

Centre frequency No prominent Prominent

100 0 1
200 0 1
300 1 0
400 1 0
560 0 1
800 1 0

Table 4  Proof-of-concept 
network. Unseen data 
results

Operating 
condition

Centre frequency Actual classification Network output

No promi-
nent

Prominent No promi-
nent

Prominent

1000 500 1 0 1 0
1000 600 0 1 0 1
1000 700 1 0 1 0
3000 560 0 1 0 1
3000 1100 0 1 0 1
3000 1200 1 0 1 0
3000 1800 0 1 0 1
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cases, so that the initialisation of the first random 
weights and biases had the same starting condition 
for the training. The cross-entropy performance 
is shown in Fig.  17. The confusion matrices are 
shown in Fig. 18 for network trained using the SCG 
approach and in Fig. 19 for the network trained with 
the Rprop algorithm. Analysing the results with the 
test data and the cross-entropy performance, the 
Rprop algorithm has a slight better performance, 
with a smaller cross-entropy value for the validation 
set. In order to avoid overfitting, Matlab automati-
cally keeps tracking the cross-entropy of all three 

sets. If increase in the cross-entropy of the valida-
tion set is detected for a few interations while the 
cross-entropy of the training set keeps decreasing, 
the network training is halted. The weights and 
biases of the network that lead to the minimum 
cross-entropy of the validation sets are then selected 
and define the network. One can notice that the 
cross-entropy value for the train set shows a small 
decrease in both cases after the parameters for best 
performance were chosen (marked by the green cir-
cle). In contrast, the cross-entropy for the test and 
validation sets show a small increase, which could 

Fig. 16  Operating points 
considered

Fig. 17  Performance of the networks trained with different approaches: a using SCG and b using Rprop
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indicate some overfitting, if these parameters for the 
network were used.

A confusion matrix compares the real class of 
a variable with the class predicted by the neural 
network. The Target Class axis (the first two col-
umns of the matrices in the previous figures) list 
the actual number of Prominent and non-prominent 
tones, whilst the Output class axis (first two rows) 
show how the network predicted the noise. Focus-
ing for instance on the All Confusion Matrix in 
Fig.  18, 927 instances were correctly identified as 

prominent, whilst 64 prominent instances were 
classified as non-prominent by the network. 126 
instances of non-prominent bands were wrongly 
identified as prominent by the network and 865 
non prominent bands were correctly identified. 
The percentage shown below each one of these 
elements represents the relative number of sam-
ples in relation with the total number of samples. 
For instance, 927 of the correctly identified promi-
nent bands represent 46.8% of the total samples 
(927 + 126 + 64 + 865 = 1982). Element (1,3) of the 

Fig. 18  Confusion matrices with the SCG training. P stands for prominent and Np for not prominent
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matrix represents the relative accuracy of the net-
work prominent band output. In other words, the 
number of correctly identified (in green) prominent 
bands divided by the sum of the correct and incor-
rect prominent bands output (927/1053). In red, the 
number of incorrectly classified divided by the sum 
of the correct and incorrect prominent bands out-
put. Element (2,3) is the equivalent analysis but for 
the non-prominent output. On the other hand, ele-
ment (3,1) shows the relative accuracy between the 
correctly identified prominent bands and the actual 

number of prominent bands (green percentage). 
From the total of 927 + 64 = 991 prominent bands, 
the network correctly classified 93.5% (927/991). 
The red percentage shows the percentage of promi-
nent bands that were classified as non-prominent 
(64/991). Element (3,2) is the equivalent but related 
to the non-prominent classification. Finally, element 
(3,3) shows the overall accuracy in relation to the 
total number of occurrences. For example, the 1792 
correctly classified samples (927 + 865) represent 
90.4% of the total number of 1982 samples. The 

Fig. 19  Confusion matrices with the Rprop training. P stands for prominent and Np for not prominent
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misclassified samples are 190 (126 + 64) and repre-
sent 9.6% of the total sample size of 1982 samples.

6  Discussion and limitations

The proof-of-concept case study has shown that it is 
possible to predict features of the radiated noise by 
using the predicted dynamic behaviour of the pow-
ertrain. When more data were available, the trained 
network correctly classified 97% of the prominent 

bands in the unseen data, whilst around 89% of the 
non-prominent bands were correctly classified. As a 
whole, around 92% of the data were correctly classi-
fied, as seen in the element (3,3) of the All Confusion 
Matrix in Fig.  19. The inclusion of the acceleration 
of a point in the housing allows to pick up a better 
description of the behaviour of the housing, increas-
ing the accuracy of the trained network. For com-
parison, another network that did not consider the 
housing acceleration as an input, but only using the 
bearing forces was also trained. The same seed was 

Fig. 20  Confusion matrices. Network without housing acceleration input. P stands for prominent and Np for not prominent
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used for the rng, once again. The confusion matrices 
for this network are shown in Fig. 20 whilst the cross-
entropy performance is shown in Fig. 21. The accu-
racy of the network drops and it has a deteriorating 
performance. The radiated sound is directly linked to 
the vibrating surface of the housing, so it is expected 
that including this information would lead to more 
accurate NVH predictions.

The noise PR versus the acceleration and (each 
of the) bearing force PR are shown in Fig. 22. The 
horizontal line marks the 9 dB threshold for a band 
to be considered prominent. Whilst there seems to 
be a trend of higher PR from the MBD simulations 
equals to higher noise PR, it is also possible to see 
how, for instance, that acceleration PR = 0 can lead 
to both prominent and not prominent bands. The 
training of the network took around 1 s to complete, 
which is deemed reasonable compared to simpler 
linear regression models using the “fitlm” function 

Fig. 21  Performance of the network without using the housing 
acceleration input

Fig. 22  Noise PR versus MBD PR
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in Matlab. It is important to note that these models 
will fit the noise PR and then this information has to 
be compared to the 9 dB target for the classification. 
Different degrees of polynomials were tested, var-
ying from 1 up to 4. These polynomials also have 
products of the inputs up to the desired order. For 9 
inputs, there are 10 coefficients to be adjusted when 
order 1 is considered and 715 when order 4 is con-
sidered. The number of coefficients has to be equal 
or smaller than the number of samples available. 
The same 70% split of data for training was consid-
ered here for the fitting. From the available samples, 
1388 were selected at random for the fitting. Fig-
ure 23 shows the equivalent training and test confu-
sion matrices from the regression fits with order 1 

and 4 to illustrate results. The computational time 
for these fits is negligible.

The results of the fitted models are highly depend-
ent on the polynomial degree, which might require 
some tunning. Moreover, even the highest order 
achievable with the same amount of data does not 
generalise as well as the trained network. The trained 
network correctly identified the prominent bands in 
the unseen data 97% of the times versus the 88.6% of 
the fitted model. A 9.5% increase in the performance.

It is important to highlight that due the nature of 
the metric used (the Prominence Ratio) the applica-
bility of this network is limited to changes that act on 
the amplitude of the peaks without drastically chang-
ing the background noise in the bands considered. In 

Fig. 23  Confusion matrices from linear fit models. In (a) and (c), the results from the fitting of the 1388 data points using polynomi-
als of order 1 and 4 respectively. In (b) and (d), using the fitted model to predict the response of the remaining data
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other words, the general shape of the spectrum should 
remain more or less constant other than changes in 
the peaks. For instance, Fig. 24 shows 3 different SPL 
spectra. For a chosen frequency, all three leads to the 
same PR, as it is a relative metric. However, it does 
allow for an investigation of targeted changes of the 
peaks. Especially considering that these peaks usually 
have a known root-cause, such as being linked to elec-
tromagnetic excitation, gear meshing or modes of the 
structure. Changes in the damping of structure, along 
with bearing preloads, bearing damping and microge-
ometry of gears can be perceived by the network. 
Figure 25 shows an example of the forces transmitted 
from one of the bearings to the housing when differ-
ent damping values and axial preloads are considered 
(in this case, doubling and halving the damping ratio 

and bearing preloads). The red curve shows the nomi-
nal case where the paper is based. Figure  26 shows 
the SPL of the nominal case compared to the SPL 
when 20  μm lead crowning was applied to the gear 
pairs. It is possible to note reduction in peaks related 
to some of the gear meshing frequencies. It is outside 
the scope of this work to optimise these results, so the 
changes were not targeted and are merely illustrative, 
to show the effects on the forces and SPL along with 
the network behaviour.

The data from the bearing forces and acceleration 
in the examined microgeometry change case is then 
used as input for the trained network and regression 
model again for comparison. The confusion matrices 
for both cases are shown in Fig. 27. As expected, the 
network has generalised the classification problem 

Fig. 24  Three SPL spectra with same Prominence Ratio

Fig. 25  Force from one bearing (3000 rpm 0.428 T
max

 different scenarios)
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better than the fitted model with the same amount 
of data and both with negligible computation time. 
Whilst the fitted model correctly classified 75.6% of 
the prominent samples, the trained network correctly 
identified 95.1%. The network has a superior perfor-
mance by 25%.

Also, for a tone to be perceived as prominent, it 
requires that it can actually be heard. For this pur-
pose, the Loudness metric can be used, which relates 
the sound pressure levels to the perceived intensity of 
a sound [54]. The Loudness, measured in phon, has 
been used to correlate and assess the subjective per-
ception of sound quality in electric powertrains [10]. 

In this case, the trained network would be helpful in 
the sense that it points out which peaks are perceived 
as more challenging from an NVH perspective. For 
instance, in the 3000  rpm–0.142 Tmax case, Fig.  14, 
the PR indicates that it is more important to address 
the peak near 560 Hz than the one near 1200 Hz, even 
though they have similar SPL and Loudness levels 
(Fig.  28). The design engineer can therefore target 
their changes to that peak and evaluate the acoustic 
results using the trained network instead of having 
to run simulations for both the MDB model and the 
acoustic model for each design change, in an attempt 
to mitigate the tonal contribution at 560 Hz.

Fig. 26  SPL when one 
microgeometry change is 
made. Zoomed in to show 
some differences in the SPL

Fig. 27  Prediction on unseen data due to microgeometry change a the regression model and b the Rprop trained network
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Moreover, this study used 9  dB as the target for 
a tone to be perceived as prominent. However, these 
results are a direct simulation of the powertrain. The 
noise perceived by the driver and passengers will 
be mitigated by, for instance the powertrain being 
enclosed. Also, the noise inside a car contains addi-
tional contributions to the powertrain. For instance, 
road/tyre noise, wind noise, noise from ancillary sys-
tems such as air-conditioning that will contribute to 
the general SPL spectrum.

It is possible though to train a network with a dif-
ferent target other than the 9 dB to take these other 
factors into account. Additional data can point on 
what the new targets should be. To illustrate this 

scenario, a broadband noise is added to the SPL 
of the powertrain to represent the contribution 
from additional sources. It is possible to choose a 
frequency of interest and reverse the calculations 
of equations (12)–(15) to find what would be the 
required SPL at that frequency that returns a given 
PR in the presence of the added background noise. 
Figure  29 shows the original SPL level, along 
with the added broadband noise. It also shows 
the summation of the original SPL with the back-
ground noise and the new increased SPL required 
to achieve the chosen PR. The inset magnifies in 
the increased peak. In this case, the peak at 600 Hz 
was used as an example. Without the added noise, 
that peak has a PR of 12.5 dB. Once the additional 
noise is considered, the PR drops to 7.3 dB. In order 
to score PR = 9 with this level of additional back-
ground noise, the sound pressure level at 600 would 
have to be larger. Artificially increasing this value 
and recalculating the PR based on the SPL of the 
powertrain only, the increased PR is 16 dB. There-
fore, depending on the expected level of additional 
noise from the different sources in a vehicle, the tar-
get for training the network can be adapted.

To illustrate this capability, a new network was 
trained with an arbitrary target PR value of 12 dB. 
The same single hidden layer and Rprop configura-
tion was chosen. The network performed similarly 
to the 9 dB case as shown by the confusion matrices 
(Fig.  30) and cross-entropy performance (Fig.  31), 
correctly classifying near 92% of the data.

Fig. 28  Equal-loudness-level contour

Fig. 29  Added noise. 1000 rpm, T
max

 operating condition
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7  Final remarks

In this study, a flexible MBD model was used to 
calculate the forces transmitted to the housing of 
an electric powertrain used in a commercial vehi-
cle. The model also included the calculation of the 
vibration at a chosen location of the housing. From 
the dynamic results, the noise radiated by the sys-
tem was calculated. Both sets of results were used 
to train artificial neural networks to assess the sound 
quality of the radiated noise. Electric powertrains 

are generally quieter than ICEs, but their tonal 
behaviour might cause discomfort for drivers and 
passengers. This works contributes to the body of 
knowledge by showing how psychoacoustic features 
can be estimated using multibody dynamics simula-
tions and a surrogate model without the necessity 
of additional expensive acoustic simulations. The 
proposed surrogate model is an artificial neural net-
work. The data for the training of this network can 
source from the initial design phase.

Fig. 30  Confusion matrices (12 dB target). P stands for prominent and Np for not prominent
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A common practice to evaluate the sound qual-
ity in the presence of tones is to use the Prominence 
Ratio metric. Some efforts have been made to assess 
the NVH of EVs using machine learning and experi-
mental acoustic data in the past. The foundation for a 
novel framework was presented in this work and it can 
be a valuable optimisation tool for NVH performance. 
It overcomes the necessity of new acoustic data for 
estimation of acoustic features. The perception of a 
tonal behaviour in the radiated noise comes with an 
increased nuisance to passengers and drivers. How-
ever, by looking at results of the MBD alone, once a 
network is trained for the classification, it is possible to 
identify and mitigate aggressive NVH behaviour. This 
is especially useful in the design phase, where a variety 
of changes from the initial design can be investigated 
without the necessity of computationally expensive 
acoustic calculations, for these changes. Each MBD 
simulation took around 12 h to complete, whilst each 
acoustic simulation took around 14  h. However, the 
acoustic simulation times drastically increase with the 
frequency range. Therefore, as the necessity for simula-
tions that cover higher frequency bands increases, this 
methodology can save considerable simulation time 
training the network with the nominal design first and 
then proceeding with optimising the radiated noise by 
targeting changes to the powertrain. The trained net-
work accurately classified if the radiated noise is promi-
nent or not in around 92% (both 9 dB and 12 dB targets, 
respectively) of the cases based only on the results of 
the MBD model. The training of the neural network 

was not time demanding and the increase on the use 
of neural networks also comes with an increase on the 
availability of toolboxes that require minimum pre-pro-
cessing of the data. A comparison with a similarly fast 
linear regression method was shown. Even though the 
regression model can establish some link between bear-
ing forces, housing acceleration and radiated noise, the 
network performance is superior on the generalisation 
problem, showing greater accuracy in the prominence 
determination.

This work does not aim to further the development 
of artificial neural networks but introduces a flex-
ible new application that can help in assessing targeted 
changes in the design of powertrains. Different train-
ing algorithms were assessed by checking the confu-
sion matrices and cross-entropy. The limitations of 
the method were also addressed and are linked to the 
metric chosen. In terms of future work, this methodol-
ogy is flexible enough to allow for training using dif-
ferent metrics, in the event one is more suitable for the 
required application. Whilst this work relies on results 
of detailed MBD simulations, it could greatly decrease 
the computation times if coupled with a reliable ana-
lytical or lumped parameters model for the calculation 
of the forces originating from the bearings to the hous-
ing. An investigation relating PR targets for the bear-
ing forces that would lead to a target PR noise can also 
be envisaged. It would require the analysis of different 
systems and possibly the inclusion of more information 
such as radiation efficiency, surface velocity, for more 
complete generalisation.
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