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Abstract
We introduce the Dunkl version of the Laplace–Runge–Lenz vector associated with
a finite Coxeter group W acting geometrically in R

N and with a multiplicity function
g. This vector generalizes the usual Laplace–Runge–Lenz vector and its components
commute with the Dunkl–CoulombHamiltonian given as the Dunkl Laplacian with an
additional Coulomb potential γ /r . We study the resulting symmetry algebra Rg,γ (W )

and show that it has the Poincaré–Birkhoff–Witt property. In the absence of a Coulomb
potential, this symmetry algebra Rg,0(W ) is a subalgebra of the rational Cherednik
algebra Hg(W ). We show that a central quotient of the algebra Rg,γ (W ) is a quadratic
algebra isomorphic to a central quotient of the corresponding Dunkl angular momenta
algebra Hso(N+1)

g (W ). This gives an interpretation of the algebra Hso(N+1)
g (W ) as

the hidden symmetry algebra of the Dunkl–Coulomb problem in R
N . By specialising

Rg,γ (W ) to g = 0,we recover a quotient of the universal enveloping algebraU (so(N+
1)) as the hidden symmetry algebra of the Coulomb problem in R

N . We also apply
the Dunkl Laplace–Runge–Lenz vector to establish the maximal superintegrability of
the generalised Calogero–Moser systems.
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1 Introduction

The discovery of the classical version of the Laplace–Runge–Lenz (LRL) vector goes
back to a letter of Johann Bernoulli written in 1710 and a letter by J. Hermann written
earlier that year (see [1] and references there). The quantum version of the LRL vector
was used by Pauli [2] for the derivation of the spectrum of the hydrogen atom. Pauli
also found relations between the components of the LRL vector, the Hamiltonian of
the hydrogen atom (equivalently, the Hamiltonian of the Coulomb problem), and the
angular momentum operators. Hulthén (with an acknowledgment to O. Klein) pointed
out a connection to the orthogonal (or rather the Lorentz) group in a four-dimensional
space in 1933 [3]. Indeed, it is clear from these relations that the conserved quantities
at a fixed energy level satisfy so(4) relations. This algebra is also called the hidden
symmetry algebra of theCoulombproblemas it extends themore straightforward so(3)
symmetry algebra generated by the angular momenta. In the case of the Coulomb
problem in N -dimensional space, the hidden symmetry algebra is so(N + 1) [4].
Another explanation of the hidden rotational symmetry of the Coulomb problem based
on the momentum space representation of wave functions was presented in [5].

Dunkl operators arose in the theory of generalised harmonic polynomials associated
with a root systemR of a finite reflection groupW and aW -invariant function g : R →
C [6]. These operators give adeformationof partial derivativeswith nonlocal additional
terms which vanish if g = 0. Dunkl operators commute pairwise, and the sum of the
squares of these operators corresponding to an orthonormal basis gives the Dunkl
Laplacian which is a deformation of the usual Laplace operator [7, 8].

Dunkl operators are also the key ingredients of the rational Cherednik algebras [9],
and they are closely related to the Calogero–Moser integrable systems. The Calogero–
Moser system describes interacting particles on a line with a pairwise inverse square
distance potential [10]. Liouville integrability of the classical system was established
by the Laxmethod in [11]. The Calogero–Moser system has integrable generalisations
related to the root systemsR [12]. Integrability of these systems can be establishedwith
the help of Dunkl operators. Indeed, the restriction of the Dunkl Laplacian to the space
ofW -invariant functions gives a generalised Calogero–Moser Hamiltonian associated
withR. Moreover, integrals of motions can also be expressed as the restrictions ofW -
invariant combinations of Dunkl operators [13] (see also [14] for the usual Calogero–
Moser system in the harmonic confinement).

In addition to Liouville integrability, the Calogero–Moser Hamiltonian has extra
integrals of motion ensuring its maximal superintegrability. This was established for
the classical Calogero–Moser system in [15]. The maximal superintegrability of a
classical integrable system leads to the property that compact trajectories are closed.
In the quantum case, superintegrability corresponds to a degeneration of the spectrum.
The maximal superintegrability of the quantum Calogero–Moser system was shown
in [16], where additional integrals were constructed with the help of Dunkl opera-
tors (see also [17] for another proof). Superintegrability for the quantum system was
claimed in [18] for any root system, and additional integrals were given. Algebraic
structures formed by the Calogero–Moser operators together with their integrals were
investigated in [16, 18] (see also [19] where a closely related quadratic algebra was
considered). Superintegrability of spin Calogero–Moser systems was investigated in
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[20, 21]. Most recently, it was established for the generalised spin Calogero–Moser
systems related to complex reflection groups [22].

A related algebraic structure is the Dunkl angular momenta algebra Hso(N )
g (W )

[23]. This algebra is generated by Dunkl angular momentum operators and the group
W . It can be thought of as a flat deformation of the skew product of a quotient of the
universal enveloping algebra U (so(N )) and W . The central element of this algebra
acts naturally on the W -invariant functions as the angular part of the corresponding
Calogero–Moser Hamiltonian. A central quotient of the algebra Hso(N )

g (W ), that is
the quotient over the ideal generated by a central element, can be identified with the
algebra of global sections of a sheaf of Cherednik algebras on a smooth quadric [37].
Dunkl angular momenta also lead to various symmetries of a Dirac operator in the
Clifford extension of the rational Cherednik algebra studied in [24].

The Dunkl–Coulomb Hamiltonian Hγ is a nonlocal operator given as the Dunkl
Laplacianwith an additionalCoulombpotentialγ /r . It depends on the couplingparam-
eter g and the Coulomb force parameter γ . Such a two-dimensional Hamiltonian was
considered in [25] for the root system A1 × A1, where a version of the LRL vec-
tor for the corresponding Hamiltonian was presented. In the N -dimensional case, for
the root system AN−1 the Dunkl LRL vector was introduced in [26] (see also [27]
for the initial attempt and for a discussion of superintegrability for classical gener-
alisedCalogero–MoserHamiltonianswith a Coulomb potential). It commuteswith the
Dunkl–Coulomb Hamiltonian Hγ . If the coupling parameter g = 0, then the Dunkl
LRL vector reduces to the usual LRL vector. On the other hand, if γ = 0, then we
get a version of the LRL vector for the Dunkl Laplacian. The Dunkl LRL vector for
the type A Dunkl–Coulomb problem on the sphere was considered in [28, 29]. For
certain integrable perturbations, which break Hso(N )

g (W ) symmetry along a particular
direction, the corresponding component of the LRL vector is preserved [30].

In the present paper, we introduce the Dunkl LRL vector for the Dunkl–Coulomb
Hamiltonian Hγ associated with the root system R of an arbitrary finite Coxeter
groupW . Components of this vector commute with the Dunkl–CoulombHamiltonian.
Another set of operators commuting with the Hamiltonian is given by Dunkl angular
momenta. This gives a newway to prove themaximal superintegrability of the quantum
generalised Calogero–Moser system related to a root systemR. Furthermore, it leads
to additional quantum integrals of the generalised Calogero–Moser systems which
do not have full Coxeter symmetry and are related to special representations of the
rational Cherednik algebras [31–33]. The components of the Dunkl LRL vector, the
Dunkl angular momenta, the Dunkl–Coulomb Hamiltonian and the elements of W
generate an algebra Rg,γ (W ), which may be thought of as the symmetry algebra of
the Hamiltonian Hγ . It is the main object of this paper.

After reviewing the background information inSect. 2,we establish relations involv-
ing the Dunkl LRL vector in Sect. 3. In Sect. 4, we establish the defining relations
of the algebra Rg,γ (W ) and find its basis. Then, we consider a central quotient of
Rg,γ (W ) and show that it is isomorphic to a central quotient of the Dunkl angular

momenta algebra Hso(N+1)
g (W ) where the groupW acts naturally on the first N com-

ponents of vectors inC
N+1. These central quotients are (non-homogeneous) quadratic

PBW algebras in the sense of [34]. This isomorphism gives an interpretation of the
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Dunkl angular momenta algebra Hso(N+1)
g (W ) as the hidden symmetry algebra of

the Dunkl–Coulomb problem in R
N ; this is similar to (the quotient of the universal

enveloping algebra of) so(N +1) being the hidden symmetry algebra of the Coulomb
problem in R

N . The latter property can also be deduced from our considerations by
specialising the algebra Rg,γ (W ) at g = 0 so that the Dunkl–Coulomb Hamiltonian
Hγ takes the form of the usual Coulomb Hamiltonian inR

N . At this specialisation the
central quotient of R0,γ (W ) becomes isomorphic to the skew product of a quotient of
the universal enveloping algebra U (so(N + 1)) and the Coxeter group W .

Of particular interest is the case γ = 0, when the Coulomb potential is absent since
the algebra Rg,0(W ) is a subalgebra of the corresponding rational Cherednik algebra

Hg(W ). Even though Hso(N+1)
g (W ) is naturally a subalgebra of the rational Cherednik

algebra with groupW acting in (N +1)-dimensional vector space, its central quotient
appears to be isomorphic to a central quotient of the subalgebra Rg,0(W ) in the rational
Cherednik algebra Hg(W ) with the group W acting in the space C

N .
In Sect. 5, we apply the Dunkl LRL vector and the algebra Rg,γ (W )we have devel-

oped, and establish the maximal superintegrability of the Calogero–Moser systems
for any root systemRwith an additional (possibly, vanishing) Coulomb potential. We
also establish the maximal superintegrability of generalisations of such systems which
do not have full Coxeter symmetry.

2 Dunkl operators and their properties

Let R be a Coxeter root system in the N -dimensional Euclidean space R
N [35].

Let V ∼= C
N be the complexification of this vector space with the bilinear inner

product denoted by (·, ·). The corresponding finite Coxeter group W is generated by
the orthogonal reflections

sα(x) = x − 2(α, x)

(α, α)
α, α ∈ R, x ∈ V .

The root systemR can be represented as a disjoint unionR = R+ ∪R−, whereR+ is
a system of non-collinear positive roots andR− = −R+. The root systemR satisfies
the invariance sαR = R ∀α ∈ R.

Consider a multiplicity function g : R → C. Let gα = g(α) for α ∈ R. We assume
that g is W -invariant, that is

gw(α) = gα

for any w ∈ W , α ∈ R.
The Dunkl operator ∇ξ for any ξ ∈ V is defined by [6]

∇ξ = ∂ξ −
∑

α∈R+

gα(α, ξ)

(α, x)
sα,
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where ∂ξ = (ξ, ∂) is the partial derivative in the direction ξ and the reflections sα act
on the functions ψ(x) in a standard way,

sαψ(x) = ψ(sα(x)), x ∈ V .

The Dunkl operators satisfy commutativity [6] [∇ξ ,∇η] = 0, and their commutators
with linear functions produce nonlocal exchange operators given as follows:

[∇ξ , (x, η)
] = (ξ, η) +

∑

α∈R+

2gα(α, ξ)(α, η)

(α, α)
sα, (1)

where ξ, η ∈ V . These relations reduce to the Weyl algebra commutation relations in
the zero coupling limit, gα = 0 for all α ∈ R. For general coupling values, they lead
to the rational Cherednik algebra Hg(W ) which is a deformation of the skew product
of the Weyl algebra with the Coxeter group W [9].

It is also convenient to consider N Dunkl operators corresponding to an orthonormal
basis e1, . . . , eN in V . For x ∈ V and α ∈ R, we let

x =
N∑

i=1

xi ei , α =
N∑

i=1

αi ei ,

where xi , αi ∈ C, and we denote xα = (x, α) = ∑N
i=1 αi xi . We have

∇i = ∇ei = ∂i −
∑

α∈R+

gααi

xα

sα,

where ∂i = ∂
∂xi

, i = 1, . . . , N . In this notation, the commutation relations (1) take the
form:

[∇i , x j ] = Si j , (2)

where

Si j = δi j +
∑

α∈R+

2gααiα j

(α, α)
sα, (3)

i, j = 1, . . . , N , and δi j is the Kronecker symbol. Note that relations (2) remain
invariant under the formal Hermitian conjugation,

∇+
i = −∇i , x+

i = xi , S+
i j = Si j . (4)

Lemma 2.1 The commutators of the elements Si j with coordinates xk satisfy the rela-
tions

[Si j , xk] = [Skj , xi ] (5)
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for all i, j, k = 1, . . . , N.

Proof For any α ∈ R, we have

sα(xk) = xk − 2xααk

(α, α)
, (6)

and therefore

[xk, sα] = 2xααk

(α, α)
sα.

Hence, we obtain from (3) that

[xk, Si j ] =
∑

α∈R+

4gααiα jαk

(α, α)2
xαsα. (7)

The right-hand side of the equality (7) is symmetric in the three indices i , j and k,
which implies the required relation (5). �	

Next we consider the following element S of the Coxeter group algebra CW :

S = −
∑

α∈R+
gαsα. (8)

Lemma 2.2 The element S satisfies the following relations:

[S, sα] = 0 (9)

for any α ∈ R, and

N∑

i=1

Sii = N − 2S. (10)

Proof The relation (9) follows from the W -invariance of the multiplicity function (2)
and the property

wsαw−1 = sw(α),

which is valid for any w ∈ W . The relation (10) follows directly from (3). �	
Relations (6) and (8) imply that

(x,∇) =
N∑

k=1

xk∇k = r∂r + S, (∇, x) =
N∑

k=1

∇k xk = r∂r − S + N , (11)

where r = ( ∑N
k=1 x

2
k

)1/2 and ∂r = 1
r

∑N
k=1 xk∂k .
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Lemma 2.3 The following relations take place for any i = 1, . . . , N:

N∑

j=1

x j Si j = xi + [S, xi ],
N∑

j=1

Si j x j = xi − [S, xi ]; (12a)

N∑

j=1

∇ j Si j = ∇i + [S,∇i ],
N∑

j=1

Si j∇ j = ∇i − [S,∇i ]. (12b)

Proof It follows from (3) that

N∑

j=1

x j Si j = xi +
∑

α∈R+

2gαxααi

(α, α)
sα.

We also have

[gαsα, xi ] = −2gαxααi

(α, α)
sα,

which implies the first relation in (12a). The other relations can be checked similarly.
�	

As a corollary of Lemma 2.3, we get the following statement.

Lemma 2.4 The following (anti-)commutation relations take place for any i =
1, . . . , N:

N∑

j=1

{x j , Si j } = 2xi ,
N∑

j=1

[x j , Si j ] = 2[S, xi ]; (13a)

N∑

j=1

{∇ j , Si j } = 2∇i ,

N∑

j=1

[∇ j , Si j ] = 2[S,∇i ]. (13b)

3 The Dunkl–Coulombmodel

3.1 Nonlocal Hamiltonian

We define the Dunkl–Coulomb Hamiltonian as:

Hγ = 	 −
∑

α∈R+

gα(gα − sα)(α, α)

x2α
+ 2γ

r
, (14)

where 	 = ∑N
j=1

∂2

∂x2j
is the Laplace operator and γ ∈ C is a parameter. Note that

sα commutes with x2α; hence, there is no ambiguity in the fractions inside the sum. In
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the case R = AN−1 the Hamiltonian Hγ was considered in [26, 27], and in the case
R = A1 ×A1 it was considered in [25] (here we rescale the Hamiltonian by a factor
of −2). In the zero coupling limit gα = 0 for all α ∈ R, we get the Coulomb problem.
On the other hand, in the zero charge limit γ = 0 the Hamiltonian (14) reduces to the
nonlocal version of the generalised Calogero–Moser Hamiltonian associated with a
root systemR. The latter Hamiltonian can also be referred to as the Dunkl Laplacian
as it can be expressed as the sum of squares of Dunkl operators [13] (see also [14] for
type AN−1) which allows us to represent the Hamiltonian (14) as:

Hγ = ∇2 + 2γ

r
,

where ∇2 = ∑N
i=1 ∇2

i . Being restricted to the wavefunctions ψ(x) which are sym-
metric or antisymmetric with respect to the action of W

ψ(sαx) = εψ(x), α ∈ R, ε = ±1,

the nonlocal Hamiltonian reduces to the Calogero–Moser–Coulomb model [27]. It is
obtained by replacing sα in (14) with ε.

3.2 Dunkl angular momenta

Nowwe describe some symmetries of the HamiltonianHγ . In the Coulomb limit gα =
0, the Calogero–Moser terms are absent, and the rotational so(N ) symmetry exists,
whose generators are given by the angular momenta. The Calogero–Moser terms
break the rotational symmetry so that the angular momentum is not conserved any
more. Instead, we construct a version of angular momenta using the Dunkl operators.
Consider the Dunkl angular momentum

Li j = xi∇ j − x j∇i , (15)

where 1 ≤ i, j ≤ N . These operators satisfy the commutation relation of the so(N )

Lie algebra with the Kronecker delta replaced by the elements Si j ∈ CW [23] (see
also [16] forR = AN−1):

[Li j , Lkl ] = Lil Sk j + L jk Sli − Lik Sl j − L jl Ski . (16)

Similarly, there are closed commutation relations between Dunkl angular momenta
and Dunkl operators or coordinates. More precisely, the following lemma holds which
can be checked directly.

Lemma 3.1 Dunkl angular momenta Li j satisfy

[Li j , xk] = xi S jk − x j Sik, [Li j ,∇k] = ∇i S jk − ∇ j Sik, (17)

where i, j, k = 1, . . . , N.
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This allows us to establish some symmetries of the Hamiltonian Hγ .

Proposition 3.2 The Hamiltonian (14) preserves Dunkl angular momenta:

[Hγ , Li j ] = 0

for any i, j = 1, . . . , N.

Proof By Lemma 3.1, we have

[Li j , x
2
k ] = {[Li j , xk], xk} = xi {S jk, xk} − x j {Sik, xk}

for any k = 1, . . . , N . It follows now from Lemma 2.4 that

[r2, Li j ] = 0.

Similarly, one can check that

[∇2, Li j ] = 0 (18)

(alternatively, see [36]), and the statement follows. �	
The Dunkl angular momenta algebra Hso(N )

g (W )was defined in [23] as the algebra
generated by the Dunkl angular momenta Li j and the Coxeter group algebra CW . It
has a second-order Casimir element I = IN , which is an analogue of the angular
momentum square:

I = L2
(N ) − S(S − N + 2), (19)

where L2
(N ) = ∑N

i< j L
2
i j , and

[I, Li j ] = 0

for any i, j = 1, . . . , N . The element I represents the angular part of the nonlocal
Hamiltonian Hγ [23]:

Hγ = ∇2 + 2γ

r
= ∂2r + N − 1

r
∂r + 2γ

r
+ I

r2
. (20)

Remark 3.3 It is stated in [23] that the centre of Hso(N )
g (W ) is generated by I and

1 ∈ W . If W contains element σ such that σ(x) = −x for any x ∈ V , then it is easy
to see that the centre is generated by I and σ . The generator σ is missing in [23].

Let us also recall that generators Li j satisfy additional crossing relations [23]

Li j (Lkl − Skl) + L jk(Lil − Sil) + Lki (L jl − S jl) = 0 (21)
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for any i, j, k, l = 1, . . . , N .
For any ξ = (ξ1, . . . , ξN ), η = (η1, . . . , ηN ) ∈ V define Lξη = ∑N

i, j=1 ξiη j Li j .
Then, one has

wLξη = Lw(ξ),w(η)w (22)

for any w ∈ W .
Relations (16), (21), (22) are defining relations of algebra Hso(N )

g (W ) [23].
We will also need the next lemma which generalises a well-known orthogonality

relation between the coordinate vector and the angular momentum vector in a three-
dimensional space.

Lemma 3.4 Relations

Li j xk + L jk xi + Lki x j = xk Li j + xi L jk + x j Lki = 0,

Li j∇k + L jk∇i + Lki∇ j = ∇k Li j + ∇i L jk + ∇ j Lki = 0

hold for any i, j, k = 1, . . . , N.

Proof It follows from the relation (2) that

Li j xk + L jk xi + Lki x j = xi Lk j + xk L ji + x j Lik .

Therefore,

{Li j , xk} + {L jk, xi } + {Lki , x j } = 0,

and hence

xk Li j + x j Lki + xi L jk = −1

2
([Li j , xk] + [L jk, xi ] + [Lki , x j ]) = 0

by Lemma 3.1.
The remaining relations can be established similarly. �	

3.3 Dunkl Laplace–Runge–Lenz vector

In addition to the angular momentum symmetry, the standard Coulomb model pos-
sesses a hidden symmetry known as the Runge–Lenz or Laplace vector. In the presence
of an extra nonlocal Calogero–Moser potential term, this vector can be defined by
making use of Dunkl operators. For the Calogero–Moser–Coulomb nonlocal (Dunkl–
Coulomb) problem related to the root systemR = AN−1, this conserved quantity was
introduced in [26], while in the case ofR = A1 ×A1, it was introduced in [25]. Now
we extend this construction to an arbitrary root systemR. We define the components
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Ai of a vector A = (A1, . . . , AN ) by the formula

Ai = −1

2

N∑

j=1

{
Li j ,∇ j

} + 1

2
[∇i , S] − γ xi

r
, (23)

where i = 1, . . . , N . This reduces to the usual Laplace–Runge–Lenz (LRL) vector
in the zero coupling limit gα = 0. Below in this section we derive various relations
which the components Ai satisfy. Most of these statements can be found in [25, 26]
for the root systems AN−1 and A1 × A1, respectively.

Proposition 3.5 The components (23) of the Dunkl LRL vector A satisfy the relation

[Ai ,Hγ ] = 0

for any i = 1, . . . , N.

Proof Note that for any α ∈ R
[
sα,

N∑

k=1

∇2
k

]
=

N∑

k=1

(
∇k − 2αk

(α, α)
(α,∇)

)2

sα −
N∑

k=1

∇2
k sα = 0. (24)

Proposition 3.2 together with relation (24) implies that

[
Ai , Hγ

] = γ

N∑

j=1

({
Li j ,

[
1

r
,∇ j

]}
−

{[ xi
r

,∇ j

]
,∇ j

})
−γ

[[
1

r
,∇i

]
, S

]
. (25)

Notice that
[
1

r
,∇ j

]
= x j

r3
. (26)

Equalities (25), (26) together with (2) imply that

[
Ai , Hγ

] = γ

r3

N∑

j=1

{
Li j , x j

} − γ

N∑

j=1

{
xi x j
r3

− Si j
r

,∇ j

}
+ γ

r3
[S, xi ]. (27)

Notice that

1

r3

N∑

j=1

{Li j , x j } =
N∑

j=1

(
(∇ j xi − ∇i x j )

x j
r3

+ x j
r3

(xi∇ j − x j∇i )
)

=
N∑

j=1

{ xi x j
r3

,∇ j

}
−

{
1

r
,∇i

}
. (28)
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By substituting (28) in the right-hand side of (27), we get

[Ai ,Hγ ] = γ

N∑

j=1

{
Si j − δi j

r
,∇ j

}
+ γ

r3
[S, xi ].

By making use of (26), we obtain

[Ai ,Hγ ] = γ

r

N∑

j=1

{
Si j − δi j ,∇ j

}
+ γ

r3

⎛

⎝xi −
N∑

j=1

x j Si j + [S, xi ]
⎞

⎠ .

It follows from formulas (12a), (12b) that [Ai ,Hγ ] = 0. �	
Other forms of the Dunkl LRL vector are given by the following statement.

Proposition 3.6 The components (23) of the Dunkl LRL vector A can be represented
in the following ways:

Ai = −xi
(
∇2 + γ

r

)
+ ∇i

(
r∂r + N − 3

2

)
, (29)

Ai = −
(
∇2 + γ

r

)
xi +

(
r∂r + N + 3

2

)
∇i (30)

for any i = 1, . . . , N.

Proof By applying relations (17), (12b) and (10), we obtain the following formula:

N∑

j=1

[∇ j , Li j ] = −(N − 1)∇i + {S,∇i }.

This transforms expression (23) for the components of the Dunkl LRL vector to the
form:

Ai = −
N∑

j=1

Li j∇ j −
(
S − N − 1

2

)
∇i − γ xi

r
.

By substituting (15) in the above expression and using the first identity in (11) together
with the commutator

[r∂r ,∇i ] = −∇i ,

we arrive at the first required relation (29). Then, relation (30) follows since

[xi ,∇2] = −2∇i
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due to (13b). Note that

(r∂r )
+ = −r∂r − N ,

which implies formula (29) since the Dunkl LRL vector satisfies Hermitian property
A+
i = Ai for any i . �	
Proposition 3.6 allows us to derive commutation relations between the components

of the Dunkl LRL vector and Dunkl angular momenta.

Lemma 3.7 The following relation holds

[Ai , Lkl ] = Al Ski − AkSli

for any i, k, l = 1, . . . , N.

Lemma 3.7 follows immediately from Lemma 3.1, Proposition 3.6 and formula (18).
It appears that commutators of the components of the Dunkl LRL vector can be

expressed in a compact form.

Lemma 3.8 The following relation holds

[Ai , A j ] = Hγ Li j

for any i, j = 1, . . . , N.

Proof Consider the product Ai A j , where the operator Ai has the form (30) and the
operator A j has the form (29). Subtract the same expressionwith the indexes swapped,
i ↔ j , from this product. We obtain

[Ai , A j ] =
((

r∂r + N + 3

2

) (
∇2 + γ

r

)
−

(
∇2 + γ

r

) (
r∂r + N − 3

2

))
Li j

(31)
as Li j commutes with both r and ∇2 by the proof of Proposition 3.2. Since

[r∂r ,∇2] = −2∇2, [r∂r , r−1] = −r−1, (32)

we get from (31) that

[Ai , A j ] =
(
2γ

r
+ ∇2

)
Li j = Hγ Li j

as required. �	
The next lemma gives a compact expression for the square of the length of the LRL
vector.
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Lemma 3.9 Let A2 = ∑N
i=1 A

2
i . Then, the following relation holds

A2 = Hγ

(
I + S − (N − 1)2

4

)
+ γ 2, (33)

where I is given by formula (19).

Proof Formulas (29), (30) together with the relation (11) imply that

A2 =
(
∇2 + γ

r

) (
r2∇2 + γ r

) +
(
r∂r + N + 3

2

)
∇2

(
r∂r + N − 3

2

)

−
(
∇2 + γ

r

)
(r∂r + S)

(
r∂r + N − 3

2

)

−
(
r∂r + N + 3

2

)
(r∂r − S + N ))

(
∇2 + γ

r

)
. (34)

Taking into account the first commutator in (32), we can simplify (34) to the form:

A2 =
(
∇2 + γ

r

) (
r2∇2 + γ r

) +
(
N − 1

2
∇2 − γ ∂r −

(
∇2 + γ

r

)
S

)

(
r∂r + N − 3

2

)
−

(
r∂r + N + 3

2

)
(r∂r − S + N )

(
∇2 + γ

r

)
. (35)

The right-hand side of the equality (35) is a second-order polynomial in γ . First,
consider terms which do not contain γ . They have the form:

∇2
(
r2∇2 +

(
N − 1

2
− S

) (
r∂r + N − 3

2

))

−
(
r∂r + N + 3

2

)
(r∂r − S + N ))∇2

= ∇2
(
r2∇2 +

(
N − 1

2
− S

) (
r∂r + N − 3

2

)

−
(
r∂r + N − 1

2

)
(r∂r − S + N − 2)

)
(36)

due to (32). We rearrange (36) further to

∇2
(
r2∇2 − (r∂r )

2 − (N − 2)r∂r + S − (N − 1)2

4

)
= ∇2

(
I + S − (N − 1)2

4

)

(37)

since I = r2∇2 − r2∂2r − (N − 1)r∂r by formula (20), and (r∂r )2 = r2∂2r + r∂r .
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Let us now consider terms in (35) containing γ in power one. We have

r∇2 + ∇2r − (∂r + r−1S)

(
r∂r + N − 3

2

)
−

(
r∂r + N + 3

2

)
(r∂r + S + N )r−1

= r−1
(
r2∇2 + r∇2r − 2(r∂r )

2 − 2(N − 1)r∂r + 2S − N 2 − 1

2

)
, (38)

where we used [∂r , r−1] = −r−2. It follows from the formula (20) that

[∇2, r ] =
[
∂2r + N − 1

r
∂r , r

]
= 2∂r + (N − 1)r−1.

Therefore,

r∇2r = r2∇2 + r [∇2, r ] = r2∇2 + 2r∂r + N − 1. (39)

Substituting expression (39) in formula (38), we obtain the expression

r−1
(
2r2∇2 − 2(r∂r )

2 − 2(N − 2)r∂r + 2S − (N − 1)2

2

)

= 2r−1
(
I + S − (N − 1)2

4

)

by the relation (37). The statement follows. �	
The next statement generalises the orthogonality relation between angularmomenta

and components of the LRL vector in a three-dimensional space.

Lemma 3.10 For any i, j, k = 1, . . . , N we have

Li j Ak + L jk Ai + Lki A j = AkLi j + Ai L jk + A j Lki = 0.

Proof The statement follows from Lemma 3.4 and the commutativity

[∇2, Li j ] = [r−1, Li j ] = [r∂r , Li j ] = 0.

�	
Remark 3.11 The commutativity property of the nonlocal HamiltonianHγ established
in Propositions 3.2, 3.5 allows to obtain integrals of the local Hamiltonian [27]

H loc
γ,g = 	 −

∑

α∈R+

gα(gα − 1)(α, α)

x2α
+ 2γ

r
, (40)

similarly to the case γ = 0 [13]. Namely, let Res(B) be the restriction of aW -invariant
operator B to the W -invariant functions. Then, H loc

γ,g = Res(H). Furthermore, if
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P is a polynomial in the non-commuting variables Ai , Lkl and in elements w ∈
W such that P is W -invariant, then it follows that [H loc

γ,g,Res(P)] = 0. Note that
integrals corresponding to two W -invariant polynomials P1, P2 do not commute one
with another in general.

Remark 3.12 One may also adopt approach of [13, 36] to construct the shift operators
for the operator (40), namely the differential operators D such that

H loc
γ,g+1 ◦ D = D ◦ H loc

γ,g. (41)

These operators arise from the application of the W -anti-invariant operators P to W -
invariants. In the case of P not dependent on variables Ai , such shift operators of
degree 0 were constructed in [36] for γ = 0, and they satisfy the intertwining relation
(41) for any γ .

4 Algebraic structure

Now we introduce the following associative algebra Rg,γ (W ) over C with identity
1 ∈ W . It is generated by the elementsAi , Lkl ,H and CW , where 1 ≤ i, k, l ≤ N . It
is convenient to define

Aξ =
N∑

i=1

ξiAi , Lξη =
N∑

i, j=1

ξiη jLi j ,

where ξ = (ξ1, . . . , ξN ), η = (η1, . . . , ηN ) ∈ C
N . Then, the defining relations of the

algebra Rg,γ (W ) are

Li j = −L j i , (42)

wAξ = Aw(ξ)w, wLξη = Lw(ξ)w(η)w, (43)

[H,Ai ] = [H,Li j ] = 0, (44)

N∑

i=1

A2
i = H

⎛

⎝
N∑

i< j

L2
i j − S(S − N + 1) − (N − 1)2

4

⎞

⎠ + γ 2, (45)

[Ai ,A j ] = HLi j , (46)

[Ai ,Lkl ] = Al Ski − Ak Sli , (47)

[Li j ,Lkl ] = Lil S jk + L jk Sil − Lik S jl − L jl Sik, (48)

Li jLkl + L jkLil + LkiL jl = Li j Skl + L jk Sil + Lki S jl , (49)

Li jAk + L jkAi + LkiA j = 0, (50)

where i, j, k, l = 1, . . . , N . Note that algebras Rg,γ (W ) are isomorphic for all γ = 0
as one can rescale generators Ai → γAi ,H → γ 2H.
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Remark 4.1 Let g = 0. Then, Si j = δi j . Let us also set H = c ∈ C
×. Consider the

universal enveloping algebraU (so(N+1))with the generators Ki j = Ei j−E ji , where
Ei j is the matrix unit at (i j)-place, 1 ≤ i < j ≤ N + 1. For ξ = (ξ1, . . . , ξN+1), η =
(η1, . . . , ηN+1) define Eξη = ∑N+1

i, j=1 ξiη j Ei j . Consider the skew productU (so(N +
1)) � W where the group W acts naturally in C

N embedded into the subspace of
C

N+1 with the last coordinate of elements being 0, wEξη = Ew(ξ),w(η)w. Due to
relations (46)–(48), we have a surjective homomorphism ψ : U (so(N + 1)) � W →
Rg,γ (W )/(H − c) given by ψ(Ki j ) = Li j for 1 ≤ i < j ≤ N , ψ(Ki,N+1) =
(−c)1/2Ai (1 ≤ i ≤ N ), ψ(w) = w (w ∈ W ). Relations (45), (49), (50) then
define ideal I = Ker ψ ⊂ U (so(N + 1)) � W so that U (so(N + 1)) � W/I ∼=
Rg,γ (W )/(H − c).

Consider the algebra D of operators on functions which is generated by the differ-
ential operators with rational coefficients, the function r−1 and the group W .

Proposition 4.2 There exists a homomorphism ρ : Rg,γ (W ) → D given by

ρ(Li j ) = Li j , ρ(Ai ) = Ai , ρ(H) = Hγ , ρ(w) = w, (51)

where w ∈ W, i, j = 1, . . . , N.

Proof Wehave to establish relations (42)–(50) withLi j replaced with Li j ,Ai replaced
with Ai , andH replaced withHγ . The corresponding relations (42)–(47) follow from
the definitions of Ai , Li j andHγ , Propositions 3.2, 3.5 and Lemmas 3.7, 3.8, 3.9. The
corresponding relations (48), (49) follow from (16), (21). Finally, the relation (50)
follows from Lemma 3.10. �	
Following [23]wewill call relations (49), (50) the crossing relations. This terminology
has the following background. Suppose we consider an element from the algebra
Rg,γ (W ) of the form:

Ln1
i1 j1

. . .Lnk
ik jk

, (52)

where k ∈ N, 1 ≤ is < js ≤ N for s = 1, . . . , k, ns ∈ N, and we assume that pairs
of indices (is, js) are all different. Imagine the integral points from 1 to N plotted on
the real line and represent element (52) geometrically by connecting the points is and
js by ns arcs in the upper half-plane. We say that element (52) has no crossings if
the corresponding arcs do not intersect (cf. [23]). This property can also be restated
as follows. Suppose that is < is′ < js for some 1 ≤ s, s′ ≤ k. Then, this implies
that js′ ≤ js . Now take four indices 1 ≤ i < j < k < l ≤ N . Then, exactly two of
the three elements Li jLkl , L jkLil , LikL jl , namely elements Li jLkl ,L jkLil have no
crossings.

Furthermore, similar to elements of the form (52) let us consider elements from
Rg,γ (W ) of the form:

Ln1
i1 j1

. . .Lnk
ik jk

Am1
r1 . . .Aml

rl , (53)
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where is, js, ns are as in (52), l ∈ N, 1 ≤ rt ≤ N and mt ∈ N for t = 1, . . . , l
(rt = rt ′ if t = t ′). Let us represent this element geometrically as follows. Plot the
integral points on the real line from 1 to N + 1. Connect pairs of points (is, js) by ns
arcs in the upper half-plane as we did for the element (52). Further, connect the pairs
of points (rt , N + 1) by mt arcs in the upper half-plane (t = 1, . . . , l). We say that
element (53) has no crossings if the corresponding arcs do not intersect. Then, for any
triple of indices 1 ≤ i < j < k ≤ N exactly two of the three elements Li jAk , L jkAi ,
LikA j in (50), namely elements Li jAk , L jkAi have no crossings.

More generally, we consider elements of Rg,γ (W ) of the form (53) multiplied (on
the right) by Hqw, where q ≥ 0 and w ∈ W . We say that such an element has no
crossings if the corresponding element (53) has no crossings, and we represent such
an element geometrically in the same way as element (53) for any q, w.

Similarly, an element Ln1
i1 j1

. . . Lnk
ik jk

Am1
r1 . . . Aml

rl Hqw ∈ D is said to have no cross-
ings (mt , q ≥ 0) if the corresponding element

Ln1
i1 j1

. . .Lnk
ik jk

Am1
r1 . . .Aml

rl Hqw (54)

in Rg,γ (W ) has no crossings.
It follows from the relations (49), (50) that any quadratic polynomial inLi j ,Ar can

be rearranged as a linear combination of elements from Rg,γ (W ) with no crossings.
Furthermore, any element of Rg,γ (W ) can be represented as a linear combination of
elements of the form (54) with no crossings.

We will also use similar terminology for the classical version of the above con-
siderations. More exactly, consider classical angular momenta Mi j = xi p j − x j pi ,
where 1 ≤ i, j ≤ N , and all the variables x1, p1, . . . , xN , pN commute. Consider the
monomial

Mn1
i1 j1

. . . Mnk
ik jk

, (55)

where, as in (52), k ∈ N, 1 ≤ is < js ≤ N for s = 1, . . . , k, ns ∈ N, and we assume
that pairs of indices (is, js) are all different. We say that element (55) has no crossings
if the corresponding element (52) has no crossings. Equivalently, the arcs constructed
in the same way as for the monomial (52) do not intersect.

Lemma 4.3 Any monomial (55) can be represented as a linear combination of mono-
mials in the classical angular momenta which have no crossings.

Proof Consider a monomial which contains a factor Mi j Mkl , where i < k < j < l.
It is easy to see that by applying the crossing relation

Mi j Mkl = MikM jl − MilM jk

we obtain two monomials such that each of them has less intersecting pairs of arcs
than the original monomial. The statement follows by induction. �	
Lemma 4.4 Differentmonomials (55) are linearly independent provided that they have
no crossings.
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Proof Let i = (i1, . . . , ik), j = ( j1, . . . , jk), n = (n1, . . . , nk). Suppose that mono-
mials (55) with no crossings admit a linear dependence

∑

i, j,n;k
a(k)
i jnM

n1
i1 j1

. . . Mnk
ik jk

= 0, (56)

where a(k)
i jn ∈ C

×. We can assume that not all the monomials in (56) are divisible
by M12 as otherwise we can divide this polynomial relation by a suitable power
of M12. Furthermore, note that each angular momentum Mir jr is homogeneous in
any pair of variables (xs, ps). Therefore, we can assume that all monomials in the
relation (56) have the same multidegree (k1, . . . , kN ) in the pairs of variables (xs, ps)
(s = 1, . . . , N ). Consider now the homomorphism ϕ from the algebra generated by
angular momenta in N + 1 variables to the algebra generated by angular momenta
in the last N variables given by ϕ(M1i ) = M2i for any i ≥ 3, ϕ(M12) = 0, and
ϕ(Mi j ) = Mi j if i, j ≥ 3. The relation (56) implies that

∑

i, j,n;k
a(k)
i jnϕ(Mi1 j1)

n1 . . . ϕ(Mik jk )
nk = 0, (57)

and each nonzero monomial ϕ(Mi1 j1)
n1 . . . ϕ(Mik jk )

nk has no crossings. Furthermore,
given a nonzero monomial M = ϕ(Mi1 j1)

n1 . . . ϕ(Mik jk )
nk in (57), there exists a

unique monomial M in (56) such that ϕ(M) = M (namely, M = Mn1
i1 j1

. . . Mnk
ik jk

).
Indeed, the monomial M has no crossings and it has fixed degrees k1, k2. The latter
conditionmeans geometrically that the monomialM has k1 arcs attached to the point 1
and k2 arcs attached to the point 2, which allows us to find the monomial M uniquely
for a given M . It follows by induction in N that the coefficients at monomials not
containing M12 in the sum (56) are all zero. This contradiction implies the statement.

�	
For a given m ∈ N, we introduce the following combination of classical angular

momenta:

M2
(m) =

∑

1≤i< j≤m

M2
i j =

m∑

i=1

x2i

m∑

i=1

p2i −
(

m∑

i=1

xi pi

)2

.

Consider the algebra B = BN+1 ⊂ C[x1, . . . , xN+1, p1, . . . , pN+1] generated by
the classical angular momenta Mi j , 1 ≤ i < j ≤ N + 1. Let I = IN+1 be the ideal
in B generated by the element M2

(N+1).

Lemma 4.5 A linear basis in the quotient B/I is given by the coset classes of different
monomials Mn1

i1 j1
. . . Mnk

ik jk
(is < js for all s = 1, . . . , k) such that they have no

crossings and MN ,N+1 has power at most 1.

Proof Let Mi j be the image of Mi j in B/I . Suppose there is a linear dependence
between the specified monomials in the quotient, that is Q(M) = 0, where Q(M)
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is a linear combination of monomials M
n1
i1 j1 . . . M

nk
ik jk . Let Q(M) be the same linear

combination of the elements Mn1
i1 j1

. . . Mnk
ik jk

. We get the following polynomial relation
in the algebra B:

Q(M) = M2
(N+1)q(M), (58)

where q(M) is a polynomial in variables Mi j . We can assume that monomials in the
polynomial q(M) have no crossings. Note that q = 0 by Lemma 4.4. Let us consider
terms Q0, q0 in the polynomials Q(M) and q(M), respectively, which have the max-
imal total degree in the pairs of variables (xN , pN ) and (xN+1, pN+1) (equivalently,
the corresponding monomials have the maximal possible number of indexes N and
N + 1). Then, relation (58) implies the relation Q0 = M2

N ,N+1q0. Monomials in Q0
have no crossings and they contain MN ,N+1 in the power at most 1. Monomials in
M2

N ,N+1q0 have no crossings too and they contain M2
N ,N+1 in the power at least 2.

This is a contradiction with Lemma 4.4 which implies that monomials Mn1
i1 j1

. . . Mnk
ik jk

are linearly independent. �	

Lemma 4.6 Let x = (x1, . . . , xN+1), p = (p1, . . . , pN+1) ∈ C
N+1 be generic vec-

tors satisfying relation M2
(N+1) = 0. Then, there exist λ,μ ∈ C such that

x̂ = (x̂1, . . . , x̂N+1) = λx, p̂ = ( p̂1, . . . , p̂N+1) = λ−1 p + μx (59)

satisfy

N+1∑

k=1

x̂k p̂k = 0,
N+1∑

k=1

p̂2k = 0. (60)

Moreover, Mi j = x̂i p̂ j − x̂ j p̂i for any i, j = 1, . . . , N + 1.

Proof By substituting expressions (59) in (60), we get the conditions

N+1∑

k=1

xk pk + λμ

N+1∑

k=1

x2k = 0, (61)

λ−2
N+1∑

k=1

p2k + 2λ−1μ

N+1∑

k=1

xk pk + μ2
N+1∑

k=1

x2k = 0. (62)

The condition (62) can then be replaced with the relation

λ2μ2
N+1∑

k=1

x2k =
N+1∑

k=1

p2k . (63)
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Note that relation (63) follows from (61) since

M2
(N+1) =

N+1∑

k=1

x2k

N+1∑

k=1

p2k −
(
N+1∑

k=1

xk pk

)2

= 0.

We get that

λμ = −
∑N+1

k=1 xk pk∑N+1
k=1 x2k

,

which determines required λ and μ up to a scaling factor. �	

We are going to use the previous lemmas to study bases in the non-commutative
algebras Rg,γ (W ), ρ(Rg,γ (W )). It is convenient to fix an ordering when writing out
the elements of these algebras. It is clear that any element of the algebra Rg,γ (W ) can
be represented as a linear combination of elements

Li12
12 . . .LiN−1,N

N−1,NAk1
1 . . .AkN

N Hlw, (64)

where we write Lrs to the left of Lr ′s′ (1 ≤ r < s ≤ N , 1 ≤ r ′ < s′ ≤ N ) if r < r ′ or
r = r ′ and s < s′, and all the powers in (64) are natural numbers or zeroes. We will
use the same ordering for the elements of algebra ρ(Rg,γ (W )) in the next theorem.

Theorem 4.7 Consider elements of the algebra D of the form:

Li12
12 . . . L

iN−1,N
N−1,N Ak1

1 . . . AkN
N Hlw, (65)

with i12, . . . , iN−1,N , k1, . . . kN , l ∈ N∪{0},w ∈ W, such that they have no crossings
and kN ≤ 1. Then, all such elements are linearly independent.

Proof Let us assume a linear dependence of the elements of the form (65). Then, there
is a linear dependence between their highest symbols. To get the highest symbols
replace Li j with the classical angular momentum Mi j = xi p j − x j pi , replace Ai

with

Acl
i = −

N∑

j=1

p j (xi p j − x j pi ),

and replace Hγ with Hcl = ∑N
i=1 p

2
i . It is sufficient to consider the case w = 1. We

can assume that the highest symbol is homogeneous if deg pi = 1 and deg xi = −1 for
all i . Therefore, after dividing by a suitable power of (−∑

p2i )
1/2 we get a polynomial

Q in Acl
i /(−Hcl)1/2, Mi j (1 ≤ i < j ≤ N ) which is equal to zero.
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Let us introduce new variables

pN+1 =
⎛

⎝−
N∑

j=1

p2j

⎞

⎠
1/2

, xN+1 = −
∑N

j=1 x j p j

pN+1
. (66)

Notice that

Mi,N+1 = xi pN+1 − xN+1 pi = pi
∑N

j=1 x j p j − xi
∑N

j=1 p
2
j

(
−∑N

j=1 p
2
j

)1/2

=
∑N

j=1 p j (x j pi − xi p j )
(
−∑N

j=1 p
2
j

)1/2 = Acl
i

(−Hcl)1/2
.

We find that Q(M) = 0, where the polynomial Q(M) is a polynomial in variables
Mi j (1 ≤ i < j ≤ N + 1) obtained by replacing variables Acl

i /(−Hcl)1/2 with
Mi,N+1 (1 ≤ i ≤ N ). Note that (x1, . . . , xN+1), (p1, . . . , pN+1) satisfy the condi-
tion M2

(N+1) = 0. Furthermore, it follows by Lemma 4.6 that for any generic point

on M2
(N+1) = 0 we can assume that xN+1, pN+1 are given by formulas (66) with-

out change of the angular momenta Mi j , 1 ≤ i < j ≤ N + 1. Therefore, we get
that Q(M) = 0, where angular momenta satisfy M2

(N+1) = 0, and there are no
other constraints on angular momenta Mi j . By Hilbert’s Nullstellensatz, we get that
Q(M)k ∈ IN+1 for some k ∈ N. Since the scheme M2

(N+1) = 0 is integral (see,

for example, [37]), it follows that k = 1 so that Q(M) = 0 in the quotient algebra
BN+1/IN+1, where Q(M) stands for replacing each variable Mi j in the polynomial Q
with its imageMi j in the quotient. ByLemma4.5,we get that Q is the zero polynomial.

�	
Theorem 4.7 allows us to give a linear basis for the algebra Rg,γ (W ).

Theorem 4.8 Consider the elements of the algebra Rg,γ (W ) of the form

Li12
12 . . .LiN−1,N

N−1,NAk1
1 . . .AkN

N Hlw, (67)

where w ∈ W, and i12, . . . , iN−1,N , k1, . . . , kN , l ∈ N ∪ {0} are such that kN ≤ 1
and there is no crossings. These elements form a basis in the algebra Rg,γ (W ).

Proof First, we note that the relations of the algebra Rg,γ (W ) imply that any element
of the algebra can be represented as a linear combination of the elements of the form
(67) which have no crossings and where kN ∈ N ∪ {0} is arbitrary. Suppose now that
kN ≥ 2. We apply the relation (45) in the form:

A2
N = −

N−1∑

i=1

A2
i + H

⎛

⎝
N∑

i< j

L2
i j − S(S − N + 1) − (N − 1)2

4

⎞

⎠ + γ 2 (68)
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to the monomial (67), and let us rearrange the resulting terms as a linear combination
of monomials with no crossings. For a given monomial and its geometrical realisation
let P be the total number of arcs ending in the points N or N +1 with arcs connecting
these points counted twice. Then, as we apply relation (68), the maximum of P across
all the resulting monomials is reduced by at least 2 in comparison with the original
monomial. By continuing the process we arrive at monomials with kN ≤ 1. Therefore
elements (67) with no crossings and kN ≤ 1 span the algebra Rg,γ (W ). It follows
from Proposition 4.2 and Theorem 4.7 that these elements are linearly independent. �	

Theorem 4.8 can be interpreted as the Poincaré–Birkhoff–Witt theorem for the
algebra Rg,γ (W ). Theorems 4.7, 4.8 also have the following implication.

Corollary 4.9 The homomorphism of algebras ρ : Rg,γ (W ) → D given by formu-
las (51) has trivial kernel.

Consider the Dunkl angular momenta algebra Hso(N+1)
g (W ), where group W acts

by its geometric representation on V ∼= C
N . Vector space V is embedded into C

N+1

via the first N components:

V � (x1, . . . , xN ) → (x1, . . . , xN , 0) ∈ C
N+1,

and the group W acts trivially on the last component of vectors in C
N+1. It appears

that a central quotient of the algebra Rg,γ (W ) is isomorphic to a central quotient of

the corresponding angular momenta algebra Hso(N+1)
g (W ).

Theorem 4.10 For any a ∈ C
×, there is an isomorphism of algebras

ϕ : Rg,γ (W )
/
(H − a) → Hso(N+1)

g (W )
/
(IN+1 − b),

where b = (N−1)2

4 − γ 2

a . Under this isomorphism

ϕ(Li j ) = Li j , ϕ(Ai ) = (−a)−1/2Li,N+1, ϕ(w) = w,

where 1 ≤ i, j ≤ N, w ∈ W.

Proof Note that elements

Si j = δi j +
∑

α∈R+

2gααiα j

(α, α)
sα ∈ CW ⊂ Hso(N+1)

g (W ),

1 ≤ i, j ≤ N + 1, satisfy the properties

SN+1,N+1 = 1, Si,N+1 = SN+1,i = 0 (1 ≤ i ≤ N ).

Therefore, relations (46), (47), (48) correspond under the map ρ to all the cases of the
relation (16) (with 1 ≤ i, j, k, l ≤ N + 1). Similarly, relations (49), (50) correspond
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to all the cases of the relation (21). Note also that relation (45) atH = a corresponds

under ρ to the condition IN+1 = (N−1)2

4 − γ 2

a (see (19)), and that all the remaining
relations match as well. �	

Note that for γ = 0 the algebra Rg,0(W ) is isomorphic to the subalgebra R̂g(W ) of
the rational Cherednik algebra Hg(W ) given as R̂g(W ) = ρ(Rg,0(W )). Furthermore,
the central quotient Rg,0(W )/(H−a) does not depend on the nonzero value of a and it
is a flat deformation in g of the non-homogeneous quadratic Poincaré–Birkhoff–Witt
algebras in the sense of [34]. Indeed, let us consider the central quotient

ϕ(Rg,0(W )/(H − a)) = Hso(N+1)
g (W )

/ (
IN+1 − (N − 1)2

4

)

instead. It follows from Lemma 4.5 that for any g the linear basis in this quotient is
given by the images of monomials

Li12
12 . . . L

iN ,N+1
N ,N+1w,

where w ∈ W , irs ∈ N∪{0}, iN ,N+1 ≤ 1, and monomials have no crossings. It is also
clear that all the defining relations of the algebra Rg,0(W )/(H − a) are quadratic.

5 Maximal superintegrability

In this section, we discuss an application of the Dunkl LRL vector to questions on
maximal superintegrability. Recall that a quantum Hamiltonian H in N -dimensional
space is maximally superintegrable if there exist 2N − 1 differential operators J1 =
H , J2, . . . , J2N−1 such that Ji are algebraically independent and [H , Jk] = 0 for any
k, 1 ≤ k ≤ 2N − 1 (cf. [15]).

Let Hγ = H loc
γ,g be given by

Hγ = 	 −
∑

α∈R+

gα(gα − 1)(α, α)

x2α
+ 2γ

r
.

Note that when acting on W -invariants the differential operator Hγ = ResHγ , where
Res denotes the restriction of a W -invariant operator to W -invariants (cf. [13]).

Let us consider the following algebra:

Rcl
N = 〈Acl

i , Mjk, p
2 : 1 ≤ i ≤ N , 1 ≤ j < k ≤ N 〉 ⊂ C[x1, . . . , xN , p1, . . . , pN ],

where Acl
i = ∑N

j=1 p j (x j pi − xi p j ), Mjk = x j pk − xk p j , p2 = ∑N
i=1 p

2
i .

Proposition 5.1 The transcendence degree of the algebra Rcl
N is equal to 2N − 1.

Proof Consider elements p2, M1i , 2 ≤ i ≤ N , Mi,i+1, 2 ≤ i ≤ N − 1 and Acl
1 . Note

that anymonomial in these elements has no crossings. It follows fromTheorem 4.7 and
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its proof that these elements are algebraically independent. Using crossing relations,
it is easy to see that any other element Mi j , Acl

i can be expressed as a rational function
of the above elements. The statement follows. �	
Theorem 5.2 The Hamiltonian Hγ is maximally superintegrable.

Proof The group W acts on the algebra Rcl
N . Let (Rcl

N )W be the subalgebra of W -
invariant elements. By Noether’s results, (Rcl

N )W is a finitely generated domain and
the extension (Rcl

N )W ⊂ Rcl
N is integral (see, for example, [38, Theorem 13.17]). It

follows by Proposition 5.1 that the transcendence degree of the algebra (Rcl
N )W is

equal to 2N − 1. Let Qi , 1 ≤ i ≤ 2N − 1 be a homogeneous basis of (Rcl
N )W . Let

us consider the corresponding elements Qq
i ∈ Rg,γ (W ) obtained by taking the Weyl

quantisation of Qi , that is given a monomial in Qi one gets the corresponding sum
of monomials in Qq

i by replacing p2 → H, Mkl → Lkl , Acl
i → Ai and averaging

over all possible orderings of variables entering the original monomial. It follows that
Qq

i is W -invariant. Note that the highest order term of ρ(Qq
i ) ∈ D is equal to Qi ,

where the homomorphism ρ is defined in Proposition 4.2. Therefore, elements ρ(Qq
i )

are algebraically independent. Define differential operators Ji = Res ρ(Qq
i ). It is

clear that [Hγ , Ji ] = 0, and differential operators Ji are algebraically independent.
Theorem follows. �	
Remark 5.3 In the particular case, γ = 0 a large set of quantum integrals for H0 was
given in [18, Proposition II.1] and the superintegrability was claimed although a proof
of the algebraic independence of the quantum integrals was omitted.

The Dunkl LRL vector can also be used to establish the maximal superintegrability
of certain generalisations of the Calogero–Moser systems with the Coulomb potential
which do not have full Coxeter symmetry. At γ = 0, such systems appeared in the
works [32, 33]. At special values of parameters, the corresponding Hamiltonians can
be obtained via special restrictions of Dunkl operators [31]. Let us recall these settings
in more detail.

Pairs (�, g) where � = �V is an intersection of some Coxeter reflection hyper-
planes in V and g is a special coupling parameter were determined in [31, Theorem 3]
so that the ideal of functions vanishing on the Coxeter group orbit W (�) is invariant
under the corresponding rational Cherednik algebra. This led to quantum integrability
of the Hamiltonian

H� = 	� −
∑

α∈R�

ĝα(α, α)

(α, x)2
,

where R� consists of the orthogonal projections of vectors from R to � which are
non-zero, 	� is the Laplace operator on �, x ∈ �, and ĝα are coupling parameters
determined in terms of g [31, Theorem 5, Proposition 2]. The quantum integrals were
obtained by a restriction on � procedure applied to any W -invariant combination of
Dunkl operators in a suitable gauge.

In the proof of the next theorem, we apply such a restriction toW -invariant combi-
nations Q ofDunkl operatorswhichmay depend on x-variables aswell. The restriction
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works in the same way as in [31]. In particular, the highest term of the resulting quan-
tum integral is obtained by the restriction of the highest term of Q on �V × �V ∗ ,
where �V ∗ is the image of the plane �V in the momentum space under the natural
isomorphism which identifies (x1, . . . , xN ) with (p1, . . . , pN ).

Assuming that the pairs (�, g) are as described we have the following statement
on the maximal superintegrability of the corresponding Hamiltonians H� as well as
these Hamiltonians with an extra Coulomb potential.

Theorem 5.4 The operator H�,γ = H� + 2γ
r is maximally superintegrable for any

γ ∈ C, where r = (x, x)1/2, x ∈ �.

Proof Consider a homomorphism π from the ring of polynomials C[x1, . . . , xN , p1,
. . . , pN ] to the ring of polynomials on�V ×�V ∗ given by the natural restriction. Then,
π(Rcl

N ) is isomorphic to the algebra Rcl
d , where d = dim�; this can be seen by taking

coordinates in such a way that plane � = �V has equations xN = . . . = xd+1 = 0,
and similarly in p-space. Therefore, the transcendence degree of π(Rcl

N ) is equal to
2d − 1 by Proposition 5.1. Note that the integral extension (Rcl

N )W ⊂ Rcl
N leads to the

integral extensionπ((Rcl
N )W ) ⊂ π(Rcl

N ), hence the transcendence degree ofπ((Rcl
N )W )

is equal to 2d − 1. For any element Q̄ ∈ π((Rcl
N )W ), let us choose Q ∈ (Rcl

N )W such
that π(Q) = Q̄. Consider the quantisation Qq of Q as in the proof of Theorem 5.2.
The differential operator Res ρ(Qq) commutes with the Hamiltonian Hγ , and it leads
to the quantum integral for H�,γ with the highest term Q̄ by the results from [31].
The statement follows. �	

As an example, Theorem 5.4 establishes the maximal superintegrability of the
following Hamiltonian describing generalisation of the Calogero–Moser system to
the case of two sets of particles of any sizes n,m ∈ N with coordinates (x1, . . . , xn)
and (y1, . . . , ym):

Hn,m =
n∑

i=1

∂2

∂x2i
+

m∑

j=1

∂2

∂ y2j
−

n∑

i1<i2

2k(k + 1)

(xi1 − xi2)
2 −

m∑

j1< j2

2k−1(k−1 + 1)

(y j1 − y j2)
2

−
n∑

i=1

m∑

j=1

2(k + 1)

(xi − √
ky j )2

+ 2γ

r
,

where r = (
∑n

i=1 x
2
i + ∑m

j=1 y
2
j )
1/2, γ ∈ C and k ∈ N. Integrability of the Hamilto-

nian Hn,m at γ = 0 and arbitrary k ∈ C
× was established in [32] for m = 1 or n = 1,

and in [33] in general.
As another example, Theorem 5.4 establishes the maximal superintegrability of the

following three-dimensional Hamiltonian:
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H = 	 −
3∑

i=1

(4c + 1)(4c + 3)

4x2i
−

3∑

i< j
ε1∈{1,−1}

2c(c + 1)

(xi + ε1x j )2

−
∑

ε2,ε3∈{1,−1}

6

(x1 + ε2x2 + ε3x3)2
+ 2γ

(∑3
i=1 x

2
i

)1/2 ,

where 	 = ∑3
i=1

∂2

∂x2i
and c, γ ∈ C. Integrability of this Hamiltonian was established

in [31] for γ = 0.
We refer to [31] for further examples.

6 Concluding remarks

In the case of the Coulomb problem, the LRL vector allows us to derive the spectrum
[2] and study scattering [39]. It would be interesting to try to extend this analysis to
the Hamiltonians considered in this paper. A development of the representation theory
of the algebras Rg,γ (W ) and Hso(N+1)

g (W ) may be needed which is an interesting
direction on its own.

Another open question is on the maximal superintegrability of the generalised
Calogero–Moser systems without full Coxeter symmetry such as the Hamiltonian
Hn,m in the case of general coupling parameter(s), that is a parameter k in the case of
Hn,m .
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