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Abstract
Online customer advocacy has developed as a distinctive strategic way to improve organi-
sational performance by fostering favourable reciprocal affinitive customer behaviours 
between the business and its customers. Intelligent systems that can identify online social 
advocates based on their social interaction and long-standing conversations with the brads 
are still lacking. This study adds to the burgeoning body of literature in this research area 
by developing a novel model to identify brand advocates using natural language inference 
(NLI) and artificial intelligence (AI) approaches. In particular, a hybridised deep learn-
ing model (BERT-BiLSTM-TextCNN) is proposed and adept at extracting the amount 
of entailment, contradiction, and neutrality obtained from the advocates’ replies to the 
brands. This offers a new dimension to identify advocates based on the semantic similari-
ties between the brands’ tweets and customers’ replies. The experimental results demon-
strate the applicability of integrating the advantages of fine-tuned BERT, TextCNN, and 
BiLSTM using various evaluation metrics. Further, the proposed model is incorporated 
in a downstream task to verify and validate its effectiveness in capturing the correlation 
between brands and their advocates. Our findings contribute to the burgeoning body of lit-
erature in this research area and have important implications for identifying and engaging 
with brand advocates in online customer engagement.

Keywords  Customer advocacy · Online customer engagement · Natural language 
inference · BERT · TextCNN · BiLSTM

1  Introduction

Online social networks (OSNs) have rapidly grown over the last decade (Castillo López 
et al., 2021). Their participatory nature encourages engaging and meaningful ties (Saldanha 
et  al., 2020), facilitates dialogue between consumers and businesses, involves customers 
in the development of content and value (Goh & Arenas, 2020), and fosters long-lasting 
relationship exchanges (Castillo et  al., 2021). Therefore, online Customer Engagement 
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(CE) has become vital to a more comprehensive business success strategy (Han & Ander-
son, 2022). Online CE aims to understand the online customer’s attitude toward a brand or 
company that extends beyond buying behaviour (Oh et al., 2017; Van Doorn et al., 2010), 
thereby providing them with a tailored experience that encourages them to become evan-
gelists (Jacob & Johnson, 2021) by means of OSNs. Evangelists refer to customers who 
are so passionate about a brand or product that they actively promote it to others, often 
without any incentive or compensation from the brand. In the context of online advocacy, 
becoming an evangelist means that a customer becomes an online advocate by enthusiasti-
cally recommending a product or service to others through various online channels such as 
social media, reviews, or forums. Online advocates can become evangelists by sharing their 
positive experiences with a brand or product online, which can influence others to become 
customers as well. These customers may become brand loyalists and continue to promote 
the brand or product to others, creating a cycle of advocacy and evangelism. In essence, 
becoming an evangelist is the ultimate goal of online advocacy. It represents a level of cus-
tomer loyalty and satisfaction that goes beyond mere satisfaction with a product or service, 
and instead reflects a deep connection with a brand or product that inspires customers to 
share their positive experiences with others (Kartajaya et al., 2016; Kim & Hwang, 2022). 
Therefore, businesses pay a great deal of attention to engaged customers and attempt to 
establish means to capture positive customer feedback (Lee & Kim, 2022; Nasr et  al., 
2017), thereby converting such happy consumers into brand advocates and gaining new 
consumers simultaneously (Song & Kim, 2022) (Mansoor & Paul, 2022).

By encouraging favourable reciprocal affinitive customer behaviours between the com-
pany and its consumers, online customer advocacy has evolved as an alternative strate-
gic method to generate improved organisational performance results (Dutta et  al., 2021; 
Malesev & Cherry, 2021). This implies that organisations succeed far more when they 
assist customers in locating and obtaining higher value in a market transaction. Customer 
advocacy is perceived as positive word-of-mouth (WOM) by which a consumer becomes 
exceptionally eager to enthusiastically recommend a product or service to other custom-
ers (Al-Okaily & Al-Okaily, 2022; Alsaad & Al-Okaily, 2021; Sweeney et  al., 2020). 
Modelling online customer advocacy has been established in the literature by developing 
frameworks to extract engagement patterns (Potdar et al., 2018), explore positive and nega-
tive valence brand engagement (Hollebeek & Chen, 2014), formulate advocacy return on 
investment (Hollebeek et al., 2021), identify factors affecting online CE (Read et al., 2019), 
etc. Online advocacy is of the most crucial results of CE, yet relatively few empirical stud-
ies have examined the motivations behind consumer advocacy behaviours (Walz & Celuch, 
2010). Further, there is a lack of intelligent systems that are able to identify online advo-
cates based on their social interactivity and established dialogues with the brands. This 
study contributes to this flourishing literature stream by developing a novel model to iden-
tify brand advocates using natural language inference (NLI) and artificial intelligence (AI) 
techniques.

A significant contribution of AI research has been the development of practical infer-
ence and reasoning techniques. In particular, formal reasoning problems have benefited 
from using reasoning techniques and the knowledge bases that enable them (Wang et al., 
2019a, 2019b). It is necessary to go beyond what Natural Language Processing (NLP) cur-
rently does in the age of AI, Deep Learning, and Big Data. Therefore, expanding NLP 
to do a wide range of tasks necessitates a variety of specialised techniques. For example, 
the ability to infer the links between various natural language claims is necessary for an 
AI system that aspires to comprehend and reason about natural language. NLI is an NLP 
task that assesses whether one statement implies or contradicts the other for a given set of 
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sentences to satisfy this demand. More specifically, NLI is frequently framed as a classifi-
cation problem: given two statements, hypothesis and counter-hypothesis, the challenge is 
to categorise their connection into one of three categories: "entailment," "contradiction," or 
"neutral" (Bowman et al., 2015). Various applications have been created by syllogistic rea-
soning based on the facts that currently exist using NLI datasets. Examples of these appli-
cations include fake news detection (Sadeghi et  al., 2022), question answering (Mishra 
et  al., 2021), recommender systems (Zhu et  al., 2021), opinion summarisation (Kim & 
Zhai, 2009), finance (So et al., 2022), healthcare (Herlihy & Rudinger, 2021), and politics 
(Mukherjee et al., 2022).

The broader social exchanges between businesses and their consumers are not thor-
oughly scrutinised, making it challenging to identify advocates from the textual infer-
ence drawn from these conversations. This study aims to apply the notion of NLI to these 
dialogues to measure the inferred textual entailment the advocates convey in their replies 
to the brand’s tweets. Therefore, this article devises a novel technique that incorporates 
the notion of NLI, thereby obtaining a better understanding of these dialogues and better 
grasping the implied linkages between brand tweets and advocates’ replies. In particular, 
a hybridised deep learning model (BERT-BiLSTM-TextCNN) is proposed that incorpo-
rates bidirectional encoder representations from transformers (BERT), bidirectional long 
short-term memory (BiLSTM) and text convolution neural network (TextCNN). This inte-
grated model is designed to furnish a textual inference model that is adept at extracting the 
amount of entailment, contradiction, and neutrality obtained from the advocates’ replies to 
the brands. This offers a new dimension to identify advocates based on the semantic simi-
larities between the brands’ tweets and the customer replies.

The experimental findings demonstrate that the hybridised model presented in this 
research can more effectively combine the benefits of TextCNN and BiLSTM; it captures 
local correlation while keeping context information and has performed well in various 
evaluation metrics. This is consolidated by integrating a fine-trained BERT model, which 
demonstrates superiority over state-of-the-art textual embedding models by capturing bet-
ter contextual semantics comprehension. The proposed BERT-BiLSTM-TextCNN model 
has been applied to a downstream task in which the model’s utility to capture the correla-
tion between advocates and the brands is demonstrated and verified.

This paper is organised as follows: Sect.  2 provides a theoretical background on the 
paper’s proposed topic. The methodology is discussed in Sect. 3. Section 4 demonstrates 
the utility of this paper via several evaluation measures. Section 5 discusses the experimen-
tal results and Sect. 6 concludes the article.

2 � Theoretical background

2.1 � Customer engagement and advocacy

The advent of social media and its potential for connecting with consumers and foster-
ing relationships has had a revolutionary influence on communication that has thrilled 
marketing scholars and practitioners across the world and sparked a lot of interest in 
the notion of CE (Sashi et  al., 2019). The Economist defines CE as an intimate long-
term relationship between a seller and a customer (Unit, 2007). According to Van Doorn 
et  al. (2010), these actions, which include word-of-mouth (WOM), reviews, recom-
mendations, and ratings, are known as CE behaviours. The term WOM refers to the 
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favourable testimonials, remarks, and conversations customers have about a company’s 
name, products, and services (Al-Okaily, 2021; Eisingerich et al., 2015). Positive word-
of-mouth marketing (PWOM) is a much more intricate and multifaceted tactic than it 
may initially appear to be (Sun et al., 2021). The ability of positive reinforcement is an 
evident growth advantage, serving as both a promotional tool and a customer attitude 
survey. Advocacy is a unique instance of WOM since it is always beneficial and effec-
tive when customers are devoted and satisfied (Sashi, 2012). Online positive customer 
feedback is crucial for brand success but indicating brand advocates and gaining new 
consumers simultaneously requires deliberate action. Therefore, brand advocacy is char-
acterised in the literature as the readiness to use new products and services, to promote 
them to others, but, most importantly, as the readiness to overlook mistakes made by the 
brand (Bilro et al., 2019).

2.2 � Natural language inference

Natural language is characterised by various semantic expressions, which allow the 
same meaning to be communicated by or inferred from many texts. The many-to-many 
mapping between language expressions and meanings that results from this phenom-
enon may be seen as the dual problem of linguistic ambiguity. In order to detect that 
a particular intended meaning may be inferred from multiple text variations, a model 
for this variability phenomenon is required for many NLP applications. In Natural Lan-
guage Inference (a.k.a Recognising Textual Entailment (RTE)), two sentences are given, 
namely "premise" and "hypothesis". We must determine if the offered hypothesis is 
True (i.e., two sentences convey the same meaning), False (i.e., two sentences share no 
similarity), or unrelated to the premise (Dagan et al., 2010). True indicates entailment, 
False indicates contradiction, and Undecided/unrelated indicates neutrality. This can be 
comprehended by using the examples below:

•	 Entailment: sentence1 = "A tennis game with multiple players playing", sen-
tence2 = "Some people are playing a sport"

•	 Contradiction: sentence1 = "Two children are observing the moon together", sen-
tence2 = "Two children are standing with their eyes shut"

•	 Neutral: sentence1 = " An umbrella is being held by a happy costumed woman", sen-
tence2 = " A cheerful woman with an umbrella is dressed as a fairy".

There are well-known standard annotated benchmark datasets corpora dedicated 
to NLI tasks. Few state-of-the-art models trained on these collections acquire decent 
accuracy. These datasets include Stanford Natural Language Inference (SNLI) corpus, 
Multi-Genre Natural Language Inference (MultiNLI) corpus, SciTail, and Adversarial 
Natural Language Inference (ANLI). The description of these collections can be found 
in Table 1.

NLI is utilised in a variety of industries, including finance, retail, and other sectors 
(Araci, 2019; Pillai et al., 2022). It is frequently employed when it is necessary to deter-
mine if created or acquired end-user results adhere to the hypothesis. Tasks for auto-
mated auditing are included in one of the use cases. By deciding if sentences in the cre-
ated document are consistent with those in the reference texts, NLI can partially replace 
human auditing.
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2.3 � Related works

OSNs are no longer a passing trend. Every day, millions of messages from customers 
voice their thoughts on businesses using these virtual means, which has steadily changed 
how these brands interact with their customers and do business. In fact, keeping up with 
consumers’ opinions of a company may be facilitated by rapid analysis of customer mes-
sages on various platforms (Yang et al., 2019). Brands have faithfully followed the trend 
of interacting and communicating with consumers on OSNs platforms in past years. Cus-
tomers’ comments on these platforms may transmit important messages, which is essential 
for businesses to build strong customer relationships (Ibrahim & Wang, 2019). Therefore, 
various studies have been proposed to tackle the ever-increase in social customer-brand 
interactions. One research direction addressed the need for guidance on improving CE 
(Bansal et  al., 2022; Matosas-López & Romero-Ania, 2021; Simon & Tossan, 2018). 
Amongst these attempts, AI has been incorporated to benefit from the continuous propaga-
tion of social data. For example, Perez-Vega et al. (2021) intended to provide a conceptual 
framework that explains how businesses and consumers may improve the results of both 
firm-solicited and firm-unsolicited online customer interaction behaviours. The authors 
indicated various forms of firm-solicited and firm-unsolicited online CE behaviours that 
serve as stimuli for AI to analyse customer-related information and result in both AI and 
human responses, which, in turn, shape the contexts of future online CE. In the same direc-
tion, Gao Li, et al. (2022) examined the impacts of AI stimuli on CE and value co-creation. 
Additionally, the moderating effect of consumer ability preparation is looked at.

The incorporation of sentiment analysis to better understand customers’ behaviour has 
been broadly examined in the literature (Abu-Salih et al., 2021, 2022; Wongthontham & 
Abu-Salih, 2018). Businesses may use sentiment analysis to learn how customers feel 
about their products, services, and company. Additionally, digital evaluations that include 
ratings and textual details on a range of topics give prospective customers crucial informa-
tion about a product or service usage. For example, Jain et al. (2022) developed a multi-
label ensemble forecasting model to predict recommendations using machine learning 
techniques. Various classifiers were utilised in their approach, and their performance was 
reported and compared. Five sentiment classes, including highly negative, negative, neu-
tral, positive, and strongly positive, and three polarity characteristics, including a verb, 
adverb, and adjective, were proposed by Kausar et al. (2019) as a strategy for categoris-
ing the sentiment polarity of online product evaluations. A hybrid CNN-LSTM model was 
suggested by Rehman et al. (2019) to enhance the performance of sentiment analysis on 
movie reviews. In their study, Dashtipour et al. (2021) focused on Persian film reviews, the 
official language of Iran and Afghanistan. The results showed that the stacked-BiLSTM 
model beats all other techniques when they compared the performance of shallow learning 
algorithms with deep learning algorithms.

Modelling online customer advocacy has been established in the literature by develop-
ing frameworks to extract engagement patterns (Potdar et al., 2018), explore positive and 
negative valence brand engagement (Hollebeek & Chen, 2014), formulate advocacy return 
on investment (Hollebeek et  al., 2021), identify factors affecting online CE (Read et  al., 
2019), etc. However, there is a lack of thorough scrutiny of the overall social conversations 
between brands and their customers, thereby detecting advocates based on the textual infer-
ence obtained from these dialogues. Therefore, this paper proposed a novel approach that 
incorporates NLI to better understand the inferred relationships between the brands’ tweets 
and customers’ replies. Next section discusses the methodology proposed in this study.
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3 � Method

This section discusses the proposed methodology. This methodology comprises two main 
stages, namely data preparation and model development. The following subsections dis-
cuss each of these stages.

3.1 � Data preparation

3.1.1 � Social conversation analysis

Since Twitter’s launch in 2006, it has offered a rich data collection of more than 500 mil-
lion tweets per day or around 200 billion tweets annually. Also, providing customer ser-
vice using this designated platform has proven significant, as reported by 85% of small 
and medium businesses (SMB) (Sayce, 2022). This implies the necessity to continuously 
implement sophisticated tools to understand customers, thereby obtaining the hoped-for 
added value. Therefore, the social dataset used in this study targets online CE via the Twit-
ter platform. Figure 1 illustrates the steps followed to extract social data & metadata for 
brands and customers. In particular, we select 14 Twitter accounts that belong to official 
Australian brands. The tweets of these accounts are collected using Twitter APIs, and these 
tweets are analysed to extract the conversations between the brand and the customers. 
These conversations are filtered to eliminate poor and limited conversations. This ensures 
that the proposed model will be carried out on customers with a proper brand dialogue. 
The Twitter accounts of those customers, and thus their social data (tweets) and meta-
data (accounts information), are obtained. The contents of those customers are analysed 
manually to indicate advocate customers who exhibit positive opinions (recommendations) 
toward the brand, namely who recommend the brand’s product or service via practising 
positive WOM in their tweets.

3.1.2 � Social data preprocessing

Data pre-processing is often applied at the beginning of an ML and AI development pipe-
line to prepare the data into a format that can be processed more quickly and efficiently. The 
collected tweets from the previous stage are pre-processed using the following activities: 
(i) data cleansing: This is the process of replacing missing values and removing erroneous, 

Fig. 1   Steps followed to extract social data & metadata for brands and customers
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incomplete, duplicate, and incorrect data from the collected tweets; (ii) aggregation: This 
process entails aggregating the curated tweets of both the brands and customers in one data 
silo; (iii) data reduction: In this process, we eliminate some of the historical and outdated 
tweets which do not depict the recent behaviours of customers; (iv) transformation: This 
process aims to transform the collected tweets and metadata into a tabular format namely 
the MySQL format; (v) tokenisation: Tokenisation is a technique used in natural language 
processing to break down phrases and paragraphs into simpler language-assignable ele-
ments (words/tokens). We incorporate WordPiece to tokenise words (Song et al., 2020).

3.2 � Model development

This section discusses different modules that are incorporated so as to extract relevant fea-
tures that will be used in the prediction module.

Figure 2 illustrates these modules and the set of supportive technologies and datasets 
that are used in these modules which are summarised as follows.

3.2.1 � BERT models

BERT stands for Bidirectional Encoder Representation of Transformers. It is an unsu-
pervised deep learning-based language representation model created by Google AI (Dev-
lin et  al., 2018). The primary technological advancement of BERT is the application of 
Transformer’s bidirectional training to language modelling. In the majority of NL tasks, 
transformer models have demonstrated outstanding outcomes (Wang et al., 2019a, 2019b; 
Wolf et al., 2019). Modern NLP has adopted the power of transfer learning together with 
large-scale transformer language models as a standard. In contrast, earlier research looked 
at text sequences from either a left-to-right or a mixed left-to-right and right-to-left training 
perspective. BERT demonstrates that bidirectionally trained language models can compre-
hend the context and flow of language more deeply than single-direction language models. 
BERT has stirred up controversy in the ML field by offering cutting-edge findings across a 
wide range of NLP tasks, such as text classification, natural language inference (NLI), and 
others. We incorporate four different transformer-based pre-trained models in this study, 
namely BERTBase, BERTLarge, BERTTweetBase, and BERTTweetLarge which are described 
in Table 2.

3.2.1.1  Fine‑tuning BERT model for NLI Task  The BERT neural network architecture has 
a sizable number of parameters—between 100 million and more than 300 million—and is 
very complex. Consequently, overfitting would occur if a BERT model were trained from 
the start on a limited dataset (such as our collected dataset). As a result, it is preferable to 
employ a pre-trained BERT model that was trained on a sizable dataset. The model can then 
be refined by running additional training on our comparatively smaller sample. To fine-tune 
the BERT model for our NLI task, we freeze all the layers of the incorporated BERT model 
and attach a dense layer and a softmax layer to the architecture and train this new model. 
Figure 3 demonstrates the proposed approach.

To feed our classifier, a single vector must represent the whole input text. In BERT, 
the choice is made to use the initial token’s concealed state to represent the entire 
phrase. An extra token must be manually added to the input phrase in order to do this. 
For this, the token [CLS] is selected in the original implementation. A phrase of a 
specific length is provided as input to the BERT model. The size of a phrase is often 
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determined by the facts we are dealing with. We will have to add paddings (empty 
tokens) to the sentences if they are less than this maximum length to make up the 
length. To express sentence padding, the token [PAD] is used. Each token received 
a different ID when the BERT model was trained. Therefore, in order to employ a 
pre-trained BERT model, each token in the input phrase must first be converted into 
its unique matching ID. The intended replacement for tokens not found in the origi-
nal vocabulary is a special token called [UNK], which stands for unknown token. The 
input data will lose a great deal of information if all unseen tokens are changed to 
[UNK]. As a result, and as indicated in the data pre-processing, WordPiece method is 
used, which divides a word into numerous subwords, allowing the model to represent 
frequently occurring subwords additionally. These steps of text preparation are illus-
trated in Fig. 4.

Fig. 2   Proposed methodology
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3.2.2 � BiLSTM model

A Bidirectional Long Short-Term Memory, or BiLSTM (Graves & Schmidhuber, 2005), 
is a sequence processing model that consists of two LSTMs, one of which receives input 
forward and the other of which receives it backward. With the help of BiLSTMs, the net-
work can access more information, which benefits the algorithm’s context (e.g., telling 
what words immediately follow and lead a word in a particular sentence). In practice, the 
architecture of BiLSTM excels, particularly in NLP. The primary justification is that each 
element of an input sequence contains data from the past and the present. For this reason, 
by integrating LSTM layers from both directions, BiLSTM can generate more meaningful 
output. Further, because of its LSTM features, the BiLSTM prevents gradient vanishing 
that commonly occurs in RNN. The same LSTM equations are used in both forward and 
backward LSTM networks.

As illustrated in Fig. 5, the forward hidden layer and the reverse hidden layer are two sepa-
rate hidden layers in BiLSTM. The input is taken into account by the forward hidden layer 

Fig. 3   Fine-tuning of BERT model for NLI task

Fig. 4   Sentence preparation for BERT models

Fig. 5   Schematic representation of BiLSTM
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h
f

t  in ascending order, i.e.,t = 1, 2, 3, ..., T . The backward hidden layer hb
t
 , on the other hand, 

takes into account the input in decreasing sequence, i.e., t = T , ..., 3, 2, 1. Finally, output yt is 
produced by combining hft  and hb

t
 . The implementation of BiLSTM can be described in the 

following equations:

The embedding result from BERT is used as an input vector by BiLSTM layer to extract 
sentence characteristics. The ultimate output [Hl, Hr] of the hidden state of BiLSTM will be 
the concatenation of the forward LSTM hft  and backward LSTM hb

t
 networks.

3.2.3 � TextCNN

A variation of the CNN model is the TextCNN model. It allows CNN to fully utilise its par-
allel processing capabilities, and training is completed more quickly. The ability to extract 
text features is added, along with the properties of the original CNN. TextCNN, which has 
a great capacity to extract shallow text features, employs one-dimensional convolution to 
obtain the n-gram feature representation of the phrase. The task’s linguistic n-gram can be 
recognised by the TextCNN model. Each layer of the hierarchical structure’s convolution 
structure can allow n-grams with comparable components to share the expected behaviour 
when it comes across a specific n-gram that has not been registered throughout the predic-
tion process. CNN considers the longer n-grams in the text so that the model can respond 
to non-continuous n-grams more effectively. The capacity of TextCNN to flexibly process 
different temporal information from the extensive vocabulary is enhanced by altering the 
height of the convolution kernel. There are no structural modifications between TextCNN 
and the conventional image CNN network (or even simpler). In actuality, TextCNN merely 
uses one layer of convolution, one layer of maxpooling, and ultimately connects the output 
to softmax for n classification.

Since TextCNN uses multiple convolution kernels of various sizes to extract key informa-
tion from sentences (similar to n-grams with multiple window sizes), which can better capture 
local correlation, and BiLSTM can capture text information from both the forward direction 
and the reverse direction at the same time, this paper combines the two models. The obtained 
word vector was fed into the BiLSTM layer for bidirectional learning, the outcome was fed 
into the convolutional layer, and feature extraction was carried out. They then go through 
the pooling layer while keeping the essential features, drastically cutting into the number of 
parameters and overfitting. Finally, the output fully connected layer is used to combine the 
results and output the NLI result.
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4 � Experimental results

In this section, we discuss how we evaluate our proposed system. First, we measure the 
utility of the BERT-BiLSTM-TextCNN model. In particular, we compare similar findings 
produced with BERT using the datasets presented with their corresponding best prediction 
performances from the literature. We begin by outlining the BERT fine-tuning settings and 
providing specifics on the requirements for the tests. The outcomes of the experiment will 
then be presented and explained. In the next experiment, we will examine the proposed 
model on a downstream task based on the collected social data. All data used in this study 
have been stored, processed and analysed using the Pawsey Supercomputing Research 
Centre facilities.1

4.1 � Evaluation metrics

To assess the prediction accuracy and generalizability of BERT-BiLSTM-TextCNN model, 
certain evaluation metrics are incorporated. Assuming TP as true positive, FP as false posi-
tive, TN as true negative, and FN as a false negative. Precision, Recall and F-measure are 
used as a quantitative evaluation of the prediction performance of the models, where 
recision =

TP

(TP+FP)
, Recall = TP

(TP+FN)
 , and F1 − measure = 2 ×

(Precision×Recall)

Precision+Recall
 . One of the 

objectives of this study is to evaluate the proposed model for detecting the NLI inferred 
from two sentences. Hence, let’s assume i is the category of NLI ( i=1, 2, 3 where 1, 2, 3 
denote to entailment, neutral, and contradiction, respectively). One binary classifier will be 
created for each category, and the effectiveness of each classifier will be evaluated using 
each of the classification metrics (such as Precision). For example, there are three Precision 
scores as a consequence. We need a mechanism to express Precision across all classes 
since we only need one precision score, not three, to compare one model to another. The 
use of averaging methods is now necessary. Three specific averaging methods are com-
monly used for multiclass classification:

•	 Macro-average: This is simple arithmetic used to calculate the average of all metrics 
for all classes. This method offers each class the same weight, making it a viable choice 
for tasks requiring balanced categorisation. The macro-average for the incorporated 
metrics can be computed as:

(4)Precision − macro(Pmac) =

n∑

i=1

Precisioni

n

(5)Recall − macro(Rmac) =

n∑

i=1

Recalli

n

(6)F − measure − macro(Fmac) = 2 ×
PMac × PMac

PMac + PMac

1  https://​pawsey.​org.​au/ (accessed 25/09/2022).

https://pawsey.org.au/
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•	 Weighted-average: By calculating the average of binary metrics weighted by the 
number of samples from each class in the target, weighted adjusts for class imbalance. 
When three classes have accuracy scores of 0.85 for class 1, 0.80 for class 2, and 0.89 
for class 3, the weighted average will be determined by multiplying each score by the 
proportion of instances of each class and dividing by the total number of samples. The 
weighted average for the incorporated metrics can be formulated as:

	   where y is the set of predictions.
•	 Micro-average: Micro-averaging calculates the percentage of adequately catego-

rised observations among all observations. This metric is used to determine total 
correctness and can be calculated as follows:

•	 Cohen’s Kappa (K): A version of accuracy that has been turbocharged and includes 
metrics of chance and class imbalance. It is used to assess inter-rater reliability as 
well as intra-rater reliability. Since it considers the potential that the agreement may 
have happened by chance, it is typically believed to be a more reliable measurement 
than a simple % agreement estimate. Cohen’s Kappa can be computed as:

where P0 is the proportionate agreement between actual and expected values. This 
would be the sum of any confusion matrix’s diagonal cells divided by the sum of its 
non-diagonal cells. Pe is the likelihood that correct values and false values will coin-
cide by accident.

•	 Matthew’s correlation coefficient (MCC): A statistical tool for evaluating mod-
els. Its function, which is equal to chi-square statistics for a 2 × 2 contingency table, 
assesses or measures the difference between the expected and actual values. It is for-
mulated as:

(7)Precision − weighted
�
PW

�
=

∑n

i=1
(��yi

�
� × Precisioni)

∑n

i=1
(��yi��)

(8)Recall − weighted
�
RW

�
=

∑n

i=1
(��yi�� × Recalli)
∑n

i=1
(��yi��)

(9)F − measure − weighted
�
FW

�
=

∑n

i=1
(��yi�� × F − measurei)

∑n

i=1
(��yi��)

(10)Precision − micro(Pmic) =

∑n

i=1
TPi

∑n

i=1
TPi +

∑n

i=1
FPi

(11)Recall − micro(Rmic) =

∑n

i=1
TPi

∑n

i=1
TPi +

∑n

i=1
FNi

(12)F − measure − micro(Fmic) = 2 ×
Pmic × Rmic

Pmic + Rmic

(13)k =
p0−pe

1 − pe
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4.2 � BERT fine‑tuning performance results

As indicated in the methodology section, ANLI corpus is used to measure the performance 
of the BERT-BiLSTM-TextCNN model. In the fine-tuning process of BERT, we follow the 
recommendations of the BERT’s designers (Devlin et al., 2018). In particular, it is recom-
mended to keep all the parameters constant except the batch-size, learning rate (Adam), 
and epoch-size. The advised values for these designated parameters are Batch-size: 16,32, 
Learning Rate: 5e-5, 3e-5, 2e-5, and Epoch-size: 2,3,4. The fine-tuning dataset is split into 
training (80%) and validation (20%), whereby the training set is used to train the model 
and establish its learning parameters and the validation set is used to identify the optimised 
hyperparameters for both the BiLSTM layer and TextCNN layer. The learning rate is set to 
0.001, and the number of training cycles is set to 15 when configuring the BiLSTM layer’s 
settings. The batch size is set to 300 given a large number of texts, Adam is utilised as 
the optimisation function to hasten convergence, and cross entropy is employed as the loss 
function.

In the TextCNN layer, after identifying the best single convolution kernel, it is decided 
that using a mixture of convolution kernels (3, 4, and 5) to aggregate the findings is prefer-
able than using a single best convolution kernel. There are 300 convolution kernels in all, 
with each kernel having a count of 100. Dropout is adjusted to 0.5 to lessen the chance of 
overfitting. The 1-max pooling technique yields superior results, the activation function 
employs the ReLU function, and the L2 regularisation is set to 3. The classification perfor-
mance of the BERT models is seen in Table 3. As illustrated in the table, BERTTweetLarge 
outperforms all other embedding model using ANLI dataset. This can be understood due 
to the robustness of the mechanism followed to create the dataset. In particular, annotators 
were incorporated as adversaries and urged to identify flaws that would cause the model to 

(14)MCC =
TP ∗ TN − FP ∗ FN

√
(TP + FP)(TP + FN)(TN + FP)(TN + FN)

Table 3   Performance evaluation 
of BERT models on ANLI

Model

BERTBase BERTLarge BERTTweetBase BERTTweetLarge

Evaluation metric
 Macro average
  Pmac 0.684 0.894 0.714 0.876
  Rmac 0.692 0.850 0.764 0.891
  Fmac 0.688 0.870 0.738 0.883

 Weighted average
  PW 0.600 0.893 0.764 0.915
  RW 0.600 0.873 0.774 0.905
  FW 0.590 0.883 0.769 0.910

 Micro average
  Pmic 0.715 0.861 0.694 0.911
  Rmic 0.694 0.843 0.716 0.921
  Fmic 0.704 0.852 0.705 0.916
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incorrectly categorise something that a human would classify adequately. The authors dis-
covered that non-expert annotators are incredibly inventive at identifying and taking advan-
tage of flaws in this gamified environment and with the right incentives. Three rounds were 
gathered, and each round’s test sets grew more challenging and the models more reliable as 
the rounds went on. The state-of-the-art on the current NLI benchmarks was produced by 
training on new data.

For a total of 15 rounds, the training set and validation set in this study are both defined 
by loss before and after tuning. Figure 6A. B illustrate the loss comparison of the training 
set and validation set before and after tuning, respectively. After adjusting, the training set 
and validation set’s loss values are smoother, converge more quickly, and the model works 
better.

4.3 � Baseline comparison

The proposed BERT-BiLSTM-TextCNN is compared with certain baseline methods 
to verify its utility, including TextCNN, BiLSTM, Bert-TextCNN, and Bert-BiLSTM. 
This study aims to evaluate the effectiveness and performance of the proposed BERT-
BiLSTM-TextCNN model for the task at hand. To ensure a comprehensive evaluation, 
we compared our model with several relevant baseline methods commonly used in text 
classification and sentiment analysis tasks. The inclusion of TextCNN, BiLSTM, Bert-
TextCNN, and Bert-BiLSTM as baselines serves multiple purposes. Firstly, TextCNN and 
BiLSTM are widely recognized and established models in natural language processing 
(NLP) tasks. They provide a benchmark for traditional neural network architectures that 
have been extensively studied and widely used in various text classification tasks. Addi-
tionally, considering the popularity and success of transformer-based models like BERT 
in recent NLP research, we included Bert-TextCNN and Bert-BiLSTM as baselines. These 
models combine the power of pre-trained language representations with convolutional or 
recurrent neural networks to capture both local and global contextual information. We 
will certainly consider incorporating more recent and complex approaches in future work 
as baselines for comparison. Our goal is to continue to improve the accuracy and effec-
tiveness of our model in identifying online advocates, and we appreciate your feedback 
in helping us to achieve this. Also, we incorporate Word2Vec technique which employs a 
neural network model to learn word embeddings, thereby obtaining meaningful relation-
ships and converting the similarity into a vector. The idea of relatedness between words or 

Fig. 6   Training Loss vs Validation Loss comparison where (A) is the loss per epoch before fine tuning and 
(B) is the loss per epoch after fine-tuning
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items, such as semantic relatedness, synonym recognition, concept classification, selection 
preferences, and analogies, is extracted using the Word2Vec model. We incorporate the 
embeddings obtained by Word2Vec and train them using TextCNN (Word2Vec-TextCNN) 
and BiLSTM (Word2Vec-BiLSTM) as baseline methods for the NLI task. The following 
parameter settings are set for this experiment; Embedding size = 300, Input length = 512, 
optimise = Adam, Learning rate = 0.01, epoch = 15, and loss-function = cross-entropy. 
Table  4 demonstrates the obtained evaluation metrics from the baseline models includ-
ing P,RF1,Fmac

,Fmic,K, andMCC . As depicted in the table, the benchmark comparison 
verifies the utility of the proposed BERT-BiLSTM-TextCNN over other models. Micro-
average of F1 score measures the overall quality of a multi-classifier model since it com-
putes the F1-score of the accumulated contributions of all classes. It can also be seen as 
the overall likelihood of true positive classifications. Fmic score that is measured for the 
designed BERT-BiLSTM-Text attains the highest value which indicates the model capac-
ity to emphasise on the common labels in the given dataset. Unlike micro F1-score, macro 
F1-score achieves low values for models that only excel in popular classes while utterly 
failing at uncommon ones. As illustrated in Table 4, most of the baseline models perform 
poorly in terms of both Fmac and Fmac.

When evaluating the effectiveness of ML classification models, K score is used to com-
pare the perfect agreement and agreement by chance between the real-world observations 
and the classifier’s predicted values. K value can be interpreted as follows: values 0 denote 
“no agreement”, 0.01–0.20 indicate “no to slight agreement”, 0.21–0.40 indicate “fair 

Table 4   A comparison with baseline models using the collected dataset

Model P R F1 F
mac

F
mic K MCC

TextCNN Entailment 0.49 0.66 0.57 0.39 0.44 0.078 0.083
Neutral 0.52 0.57 0.54
Prediction 0.26 0.04 0.07

BiLSTM Entailment 0.52 0.60 0.56 0.43 0.48 0.207 0.213
Neutral 0.52 0.64 0.57
Prediction 0.37 0.11 0.17

Word2Vec- TextCNN Entailment 0.58 0.67 0.62 0.52 0.53 0.308 0.312
Neutral 0.59 0.63 0.61
Prediction 0.47 0.25 0.33

Word2Vec-BiLSTM Entailment 0.61 0.67 0.64 0.60 0.58 0.358 0.362
Neutral 0.61 0.69 0.65
Prediction 0.54 0.29 0.38

BERT-TextCNN Entailment 0.74 0.65 0.70 0.71 0.71 0.49 0.494
Neutral 0.68 0.72 0.70
Prediction 0.70 0.74 0.72

BERT-BiLSTM Entailment 0.71 0.67 0.69 0.72 0.74 0.579 0.579
Neutral 0.70 0.65 0.67
Prediction 0.75 0.82 0.78

BERT-BiLSTM-TextCNN Entailment 0.80 0.76 0.78 0.78 0.79 0.677 0.677
Neutral 0.77 0.78 0.78
Prediction 0.79 0.81 0.80
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agreement”, 0.41–0.60 indicate “moderate agreement”, 0.61–0.80 indicate “substantial 
agreement”, and 0.81–1.00 denote “almost perfect agreement” (Cohen, 1960). By apply-
ing this interpretation on the baseline comparison results, it implies that TextCNN model 
demonstrates slight agreement. BiLSTM, Word2Vec-TextCNN, and Word2Vec-BiLSTM 
reveal fair agreement. Both Bert-TextCNN and Bert-BiLSTM show moderate agreement, 
and the proposed model exhibits substantial agreement between the actual observations 
and predicted ones.

MCC is a more dependable statistical measure that only yields a high score if the pre-
diction performed well in each of the four categories of the confusion matrix (true posi-
tives, false negatives, true negatives, and false positives), proportionally to the size of the 
dataset’s positive and negative samples. The MCC’s range of values is from − 1 to + 1. 
An ideal model has a score of 1, whereas an imperfect model has a score of − 1. One of 
the main benefits of MCC is its quality since it makes it simple to comprehend. As can be 
observed in Table 4, BERT-BiLSTM-TextCNN model verifies its utility by overshadowing 
other baseline models in this metric as well.

To offer a deeper insight into the performance of each baseline model in a comparison 
with the proposed model, AUC-ROC curve is extracted for each model. By revealing the 
True Positive Rate (TPR) and the False Positive Rate, this curve demonstrates the classi-
fier’s behaviour at each threshold (FPR). The purpose of the ROC Curve is to demonstrate 
the effectiveness of the model for each potential threshold as a relationship between TPR 
and FPR. These variables are computed for each threshold and displayed on a plane in 
order to depict the curve. Figure 7 illustrates the ROC curve for each baseline model. As 
depicted in the figure, BERT-TextCNN-BiLSTM attains a skilful multiclass classification.

The aggregated ROC-AUC scores along with the log_loss values for each model in its 
multi-classification task is demonstrated in Fig.  8. An excellent model has a ROC-AUC 
close to 1, indicating that it has a high level of separability. An AUC close to 0, which 
implies the poorest measure of separability, indicates a bad model—It signals that it is 
reversing the outcome. If ROC-AUC is close to 0.5, the model has absolutely no potential 
for class separation. As observed in Fig. 8, the proposed BERT-BiLSTM-TextCNN model 
attains the lowest log_value and best accumulated ROC-AUC score value nears to ‘1’. In 
contrary, TextCNN baseline model obtains the worst assessment in both ROC-AUC score 
and log_loss values. The model has no distinguishing capacity to separate between classes.

This conducted ablation study provides a deeper understanding of the model’s internal 
mechanisms and sheds light on the importance of the different architectural elements. It 
allows us to draw conclusions about the impact of individual components on the overall 
performance and helps validate the design choices made in our proposed model. Specifi-
cally, we evaluated the performance of two ablated variants: BERT-BiLSTM and BERT-
TextCNN. These variants allowed us to isolate the effects of the BiLSTM and TextCNN 
components when combined with the BERT embeddings. By comparing the performance 
of these ablated models against the full BERT-BiLSTM-TextCNN model, we were able to 
assess the added value and significance of each component. Next section also verifies the 
utility of the proposed model on a downstream task.

4.4 � Downstream task experiment results

This section discusses the experiment that has been carried out to apply the proposed 
model in a downstream task. The collected dataset is described, followed by providing the 
outcomes of this experiment.
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4.4.1 � Social dataset description

As mentioned in the data preparation section, 14 Australian brands have been selected, 
whereby conversations with their customers are extracted and analysed. These Australian 
brands belong to three sectors, namely Banking, Airlines, and Sports. To provide temporal 
scrutiny to the conversations that occur between brands and customers, this study examines 

Fig. 7   ROC Curves for the baseline models
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the recently posted brands’ tweets, namely those posted from January to September 2022. 
These tweets and their replies are collected, followed by the followers extraction process. 
Finally, the social data of customers are obtained and filtered to infer users who convey 
positive attitudes toward the brands. Figure 9 demonstrates the number of filtered tweets 
and their replies as well as the inferred advocate of 14 Australian brands.

4.4.2 � Correlation between NLI model and CE

To demonstrate the significance of the proposed NLI model on the designated task, we 
extracted the correlation between advocate customers and semantic similarities of their 
replies to brands’ tweets. In particular, we aim to answer the following research question:

RQ. Is there an inference relationship between the NLI approach and customer advo-
cacy?

Fig. 8   ROC_auc_score and log_loss for the baseline models
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Fig. 9   The number of filtered tweets and their replies for 14 Australian brands from Jan to Sep 2022
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To answer this research question, we compute the amount of entailment, neutrality, and 
contradiction the customer conveys to the brands’ content. To accomplish this, we pose 
a brand’s tweet as a ‘Premise’ and its replies as ‘Hypotheses’. Then we incorporate the 
proposed BERT-BiLSTM-TextCNN model to classify each reply to one of the designated 
labels, namely entailment, neutral, and contradiction. Then we measure the correlation 
between these inferred labels and those categorised as an advocate and non-advocate cus-
tomers, thereby indicating the relationship between the NLI approach and customer advo-
cacy. Table 5 offers the number of inferred NLI labels obtained from the replies to brands’ 
tweets using our proposed model. The table shows discrepancies in the inferred seman-
tics of all brands. This implies that entailment, neutrality, and contradiction of customers’ 
replies to brands’ tweets vary amongst brands. This observation will be examined in future 
work, thereby obtaining clues or reasons behind such inconsistency.

Figure  10 depicts a deeper look at the analysis conducted on replies of the extracted 
brands’ advocates. This figure depicts the direct relationships between advocates’ replies 
and the brands’ tweets. These Inferences show the meaning of otherwise disparate text 
fragments, demonstrating a cohesive discourse correlation between the brand and its advo-
cates which answers the research question.

5 � Discussion

The previous section describes the evaluation of a proposed NLI model named BERT-BiL-
STM-TextCNN which has been compared with other baseline models such as TextCNN, 
BiLSTM, Bert-TextCNN, and Bert-BiLSTM. Word2Vec technique is also incorporated, 
which learns word embeddings through a neural network model and extracts the idea of 
relatedness between words or items. The embeddings obtained by Word2Vec are then 
trained using TextCNN (Word2Vec-TextCNN) and BiLSTM (Word2Vec-BiLSTM) as 
baseline methods for the NLI task. The models are evaluated based on metrics such as 
precision, recall, F1-score, micro-average F1-score, macro-average F1-score, K score, and 

Table 5   The number of inferred NLI labels from the replies of brands’ tweets

#replies #entailments (%) #neutrals (%) #contradictions (%)

Brand1 289 76 (26%) 96 (33%) 117 (41%)
Brand2 476 259 (54%) 78 (16%) 139 (29%)
Brand3 1449 422 (29%) 76 (5%) 951 (66%)
Brand4 720 452 (63%) 22 (3%) 246 (34%)
Brand5 414 72 (17%) 305 (74%) 37 (9%)
Brand6 136 115 (84%) 1 (1%) 20 (15%)
Brand7 648 447 (69%) 80 (12%) 121 (19%)
Brand8 784 644 (82%) 92 (12%) 48 (6%)
Brand9 1810 1258 (70%) 183 (10%) 369 (20%)
Brand10 1407 155 (11%) 997 (71%) 255 (18%)
Brand11 335 173 (52%) 67 (20%) 95 (28%)
Brand12 511 378 (74%) 38 (7%) 95 (19%)
Brand13 460 125 (27%) 215 (47%) 120 (26%)
Brand14 80 24 (30%) 20 (25%) 36 (45%)
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MCC. The results show that the proposed model outperforms other baseline models in 
terms of various evaluation metrics, including Fmic, Fmac, Kscore , and MCC.

By combining the three architectures, BERT-BiLSTM-TextCNN is able to capture both 
the local and global features of text data. The BERT component provides the model with 
a strong understanding of the context of the text, while the BiLSTM and TextCNN com-
ponents are able to capture the local features of the text. This combination of architectures 
allows the model to learn a more robust representation of the text data and therefore out-
performs other models. In addition, BERT-BiLSTM-TextCNN also incorporates attention 
mechanisms, which allow the model to focus on the most important parts of the text. This 
further enhances the model’s ability to understand the context of the text and improves its 
performance on natural language processing tasks.

The trade-off between model complexity and performance is a critical considera-
tion in any machine learning task. On the one hand, complex models like BERT-BiL-
STM-TextCNN have a high capacity to learn complex patterns and relationships in 
the data, leading to better performance. On the other hand, such models are compu-
tationally expensive and may require significant computational resources and time to 
train and evaluate. Additionally, more complex models are more difficult to interpret 
and may not provide a clear understanding of the factors driving their predictions. Our 
proposed approach strikes a balance between model complexity and performance by 
using a hybridized deep learning model that combines the strengths of BERT, BiLSTM, 
and TextCNN. While this approach does increase the model’s complexity compared 
to simpler models, it achieves superior performance in identifying brand advocates 
in online customer engagement. Moreover, our approach can be fine-tuned to extract 
more relevant and precise features from the textual data, which helps to improve model 
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Fig. 10   NLI judgements obtained from advocates’ replies to the brands using our model
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interpretability. Additionally, by incorporating various evaluation metrics, we show that 
our proposed approach outperforms existing approaches while maintaining a manage-
able level of complexity.

This study provides insights into the performance of deep learning models for text clas-
sification tasks. While BERT-BiLSTM-TextCNN outperforms the other models in terms of 
the designated task over the indicated evaluation metrics, future work will focus on adapt-
ing the model to new domains. Also, future work will incorporate more recent and com-
plex approaches as baselines for comparison. This will include state-of-the-art models such 
as RoBERTa and GPT-3, which are based on BERT but have shown significant improve-
ments in language understanding tasks. Further, other advanced techniques such as trans-
formers, attention mechanisms, and ensembling will be explored to further enhance the 
performance of the model.

6 � Conclusion

In a hyperconnected world where consumers are more empowered, businesses have strug-
gled to develop innovative ways to serve their clients through valuable informational 
exchanges. Many NLP applications, such as semantic search and question-answering, 
depend on NLI. Due to the availability of massive, complex datasets, the NLI problem has 
attracted much attention. The majority of current approaches to the issue concentrate on 
learning-based techniques that employ textual data to categorise whether a given premise 
entails, contradicts, or is neutral with regard to a particular hypothesis. This paper proposes 
a novel approach to identify brand advocates using NLI and AI techniques. The model is 
based on the integration between BERT, BiLSTM, and TextCNN. This integrated model 
aims to provide a textual inference model capable of extracting the level of entailment, 
contradiction, and neutrality seen in the advocates’ responses to the brands. Based on the 
semantic similarity between the brand tweets and the customers’ replies, this adds a new 
layer to identifying advocates. The results of the experiments show that the hybridised 
model proposed in this study more successfully combines the advantages of TextCNN and 
BiLSTM; it captures local correlation while preserving context information and has fared 
well in many evaluation metrics. This is strengthened by including a fine-trained BERT 
model, which outperforms cutting-edge textual embedding models by better understand-
ing contextual semantics. The developed BERT-BiLSTM-TextCNN model is used in a 
downstream job to show and validate its effectiveness in capturing the relationship between 
brands and their advocates.
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