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Abstract
Multimodal fusion is the idea of combining information in a joint representation of mul-
tiple modalities. The goal of multimodal fusion is to improve the accuracy of results from 
classification or regression tasks. This paper proposes a Bimodal Variational Autoencoder 
(BiVAE) model for audiovisual features fusion. Reliance on audiovisual signals in a speech 
recognition task increases the recognition accuracy, especially when an audio signal is cor-
rupted. The BiVAE model is trained and validated on the CUAVE dataset. Three classifi-
ers have evaluated the fused audiovisual features: Long-short Term Memory, Deep Neural 
Network, and Support Vector Machine. The experiment involves the evaluation of the fused 
features in the case of whether two modalities are available or there is only one modal-
ity available (i.e., cross-modality). The experimental results display the superiority of the 
proposed model (BiVAE) of audiovisual features fusion over the state-of-the-art models 
by an average accuracy difference ≃ 3.28% and 13.28% for clean and noisy, respectively. 
Additionally, BiVAE outperforms the state-of-the-art models in the case of cross-modality 
by an accuracy difference ≃ 2.79% when the only audio signal is available and 1.88% when 
the only video signal is available. Furthermore, SVM satisfies the best recognition accu-
racy compared with other classifiers.
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1  Introduction

Within big data time, a massive amount of heterogeneous data are generated. These data 
are varied in modality, representation, and distribution. Integrating diverse data with dif-
ferent modalities to develop a more usable form of information is called multimodal data 
fusion. It is necessary to understand the distinction between multimodal and multi-chan-
nel data. Multi-channel data are the signals collected by multiple identical sensors, which 
means the signals are homogeneous. Explicitly, multi-channel data is not considered as a 
form of multimodal data.

Multimodal data fusion approaches are classified into four categories according to the 
level of fusion (Baltrušaitis et  al., 2018): raw data fusion (also known as early fusion), 
decision fusion (also known as late fusion), hybrid fusion, and features fusion. Raw data 
fusion is a straightforward approach; it is just a concatenation among diverse data modali-
ties to be the input into a machine learning algorithm. On the contrary, the decision fusion 
approach performs the fusion after taking a separate decision on each modality. In this 
approach, we can use the same predictive model for all modalities or different predictive 
models for each modality. Several decision fusion techniques may be used, such as voting 
schemes (Morvant et al., 2014), signal variance (Evangelopoulos et al., 2013), averaging 
(Shutova et al., 2016), and weighting based on channel noise (Potamianos et al., 2003). The 
hybrid data fusion approach is a combination of early fusion and late fusion approaches. It 
performs fusion on the decision using one of the decision fusion techniques, but the input 
of each predictive model is a concatenation of diverse modalities, and the predictive mod-
els must be different. The features fusion approach exploits the benefits of linear and non-
linear correlations among the feature modalities to generate a single unified representation 
of those modalities.

Audiovisual speech recognition (AVSR) is one of the most common examples that 
emphasize the importance of multimodal data fusion in recognition tasks. Reliance on 
complementary data in a recognition task increases recognition accuracy, especially when 
one of the modalities is corrupted. Mainly, the need to AVSR model takes place when the 
audio signal is noisy while the visual signal is clean.

During the previous few years, neural networks have served in audio feature extrac-
tion (Sharma et  al., 2020), visual feature extraction (Jogin et  al., 2018), and performing 
a final classification at several applications of different disciplines (Bokade et al., 2020). 
Furthermore, deep learning models have played an essential role in capturing the intermo-
dality features across different modalities and generating a unified representation of them 
(Gao et al., 2020). The recently developed deep neural networks for the AVSR task will be 
reviewed in the related work section.

The contribution of this paper is proposing a Bimodal Variational Autoencoder (BiVAE) 
for audiovisual features fusion that has the ability to:

•	 Exploit the capabilities of VAE in smoothly learning the latent representations and gen-
erating new data to produce a strongly unified representation of the audiovisual feature.

•	 Exceed the accuracy of other models in an audiovisual recognition task, especially at 
high levels of acoustic noise.

•	 Perform a cross-modality, which considers the absence of some modalities during 
supervised training and testing phases. Wherefore, our proposed model can learn the 
joint representation even when some modalities are absent.
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•	 Generalize the performance with different feature extraction techniques for modalities 
and diverse classifiers.

This paper is structured as the following: Sect. 2 reviews the recent related work in AVSR. 
Section 3 explains an overview of the methods and models that have been used in the pro-
posed architecture. Section 4 presents the proposed system. Sect. 5 discusses the experi-
mental results. Section 6 introduces the conclusion.

2 � Related work

Ngiam et  al. (2011) proposed a bimodal deep autoencoder for AVSR. Their experiment 
included four schemes. All of the schemes were tested on the CUAVE database (Patterson 
et  al., 2002). Furthermore, white Gaussian noise was added to a clean audio signal at 0 
dB signal to noise ratio (SNR). They developed a restricted Boltzmann machine (RBM) 
(Hinton 2002) for audio-only speech recognition in the case of both clean audio and noisy 
audio. Also, they developed a deep autoencoder (Kramer 1991) for the lipreading task. 
Bimodal deep autoencoder could not exceed RBM recognition accuracy in both cases. 
Wherefore, they developed a bimodal deep autoencoder that was used with RBM. This 
combination achieved the most recognition accuracy in the case of noisy audio (82.2% 
against 79.6%), contrary to the case of clean audio (94.4% against 95.8%).

Rahmani et  al. (2018) proposed an audiovisual feature fusion model based on a deep 
autoencoder. They used a Deep Neural Network-Hidden Markov Model hybrid (DNN-
HMM) (Li et  al., 2013) as a speech classifier. They aimed to overcome the inability of 
the bimodal deep autoencoder introduced by Ngiam et al. (2011) to perform a significant 
achievement with clean audio. They performed an adjustment of the ratio of contribu-
tion for each modality in the fusion process. Their feature fusion model was indeed able 
to surpass the bimodal deep autoencoder that has been proposed by Ngiam et al. (2011) 
in the case of clean audio (97.9% against 94.4%) and noisy audio (83.3% against 82.2%) 
on the CUAVE database. However, their adjustment was performed manually in over four 
attempts. Thus, it cannot be generalized.

Yang et  al. (2017) proposed a Correlational Recurrent Neural Network (CorrRNN) 
model for multimodal fusion of temporal inputs. The main contribution of their work was 
a dynamic weighting mechanism. It permits the encoder to assign weights dynamically for 
each modality to adjust the contribution ratio of each one. The primary cause is to focus on 
the modality that has valuable information in a feature representation, especially when one 
of the modalities is corrupted by noise. The model was tested on the CUAVE database. The 
model achieved a significant superiority in the case of noisy audio (90.88%) while could 
not exceed the achievement of Rahmani et al. (2018) in the case of clean audio (96.11% 
against 97.9%).

Petridis et  al. (2017) presented an end-to-end audiovisual speech recognition model 
using Bidirectional Long-short term memory (BLSTM) (Graves et al., 2005). This model 
can perform a lipreading task with multiple lip views. The model was tested on the 
OuluVS2 database (Anina et  al., 2015). The end-to-end model outperformed the audio-
only speech recognizer especially, at high levels of noise. However, the results showed the 
superiority of the lipreading classifier compared with the end-to-end model at high levels 
of noise.
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Zhang et al. (2019) presented a bimodal Deep Feed-forward Sequential Memory Net-
work (DFSMN) model for the AVSR task. Besides its ability to deal with noisy audio, it 
considers the issue of the absence of visual information during testing and deployment. 
They proposed a per-frame dropout regularization to deal with this issue. The model was 
evaluated on the NTCD-TIMIT database (Abdelaziz 2017). The bimodal DFSMN model 
achieved a phone error rate of 12.6% on clean conditions and an average phone error rate 
of 26.2% on all test sets (clean and noisy audio with various noise types at various SNRs) 
compared with DNN-HMM released by the Kaldi toolkit (Povey et al., 2011).

Yu et al. (2020) focused on the recognition of overlapped speech. In contrast to a tra-
ditional pipelined architecture for overlapped speech recognition, which contains explicit 
speech separation and recognition components, they proposed a streamlined and integrated 
AVSR system architecture. It has implicit speech enhancement and recognition compo-
nents optimized consistently using the lattice-free Maximum Mutual Information (LF-
MMI) discriminative criterion (Povey et al., 2016). The architecture was evaluated on the 
LRS2 dataset (Afouras et al., 2018). The architecture outperformed the audio-only baseline 
LF-MMI DNN system by up to 29.98% absolute in word error rate (WER) reduction.

3 � Preliminaries

In this section, we will introduce an overview of the methods and algorithms used in 
our system. The section involves the explanation of Mel Frequency Cepstral Coefficients 
(MFCCs) algorithm and Gammatone Frequency Cepstral Coefficients (GFCC) algorithm 
for audio feature extraction, Histogram of Oriented Gradients (HOG) algorithm for face 
detection, Convolutional Neural Network (CNN) for visual feature extraction and lipread-
ing, Variational Autoencoder (VAE) used in learning the mutual information between 
modalities, and Recurrent Neural Network (RNN), Deep Neural Network (DNN) and Sup-
port Vector Machine (SVM) classifiers.

3.1 � Mel frequency cepstral coefficients (MFCCs)

MFCCs feature (Davis & Mermelstein, 1980) are widely used in the automatic speech rec-
ognition task. The job of MFCCs is to simulate how the human ear distinguishes the pho-
nemes. It is evidenced by presenting its steps and the purpose of each step. 

1.	 Split the signal into short frames, where the audio signal does not change in a short time. 
Usually, the signal is framed into 20–40 ms frames. For a much shorter frame, there are 
no sufficient samples to obtain a valid spectral estimate. In contrast, the signal changes 
too much across the longer frame.

2.	 Calculate the spectral density of the power spectrum for each frame using the Fast Fou-
rier Transform (FFT) spectrum analyzer (Deery 2007). This calculation is motivated 
by the human cochlea; it vibrates depending on the frequency of the incoming sounds 
at different locations. The spectral density estimation plays the same role; it identifies 
the frequencies present in the frame.

3.	 Apply the Mel-scale filter banks to the power spectrum to extract the frequency bands, 
then add the energy in each filter and take the logarithm of all filterbank energies. The 
Mel-scale filter imitates the non-linear human ear perception of sound; it discriminates 
low frequencies more than high frequencies.
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4.	 Calculate the Discrete Cosine Transform (DCT) (Ahmed et al., 1974) of the log filter-
bank energies. Because the filterbank energies are correlated due to the overlapping of 
filterbanks, the DCT decorrelates them. Out of the 26 DCT coefficients, only 13 are 
retained. Where the higher DCT coefficients reflect rapid changes in the energy of the 
filterbank and it turns out that these rapid changes degrade the output of ASR.

3.2 � Gammatone frequency cepstral coefficients (GFCC)

GFCC can be stated as a biologically inspired MFCC modification that utilizes Gamma-
tone (GT) filters with equivalent rectangular bandwidth (ERB) bands (Fathima & Raseena, 
2013). GFCC computation is similar to MFCC. First, The audio signal is windowed into 
short frames, typically 10–50 ms. Then, the Gammatone filter bank (GT) is applied to the 
FFT of the signal. Finally, the log function and DCT are applied. The design of the GT fil-
ter considers the following characteristics: total filter bank bandwidth, ERB model (Lyon, 
Greenwood, or Glasberg and Moore), GT filter order n, and the number of filters N. The 
total cost of computing is nearly identical to that of the MFCC computation.

3.3 � Histogram of oriented gradients (HOG)

HOG is a feature descriptor used widely in computer vision (Kim & Cho, 2014). It is 
applied in several pattern detection tasks such as object detection (Zaytseva et al., 2012), 
face detection (Shu et al., 2011), human detection (Dalal & Triggs, 2005), etc. It describes 
the texture of a rectangular block. It has achieved superior results in a facial detection task 
(Adnan et  al., 2020). In the localized portions of an image, the technique counts occur-
rences of gradient orientation. The distribution of gradient directions is used as a feature in 
the HOG feature descriptor. An image’s gradients (x and y derivatives) are useful because 
the magnitude of gradients around edges and corners is high. The HOG feature descriptor 
can be estimated using algorithm 1.
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3.4 � Convolutional neural network (CNN)

CNN is one of the supervised deep learning models (Krizhevsky et  al., 2017). It is 
used widely in image classification. There are two main reasons for its superiority in 
the image recognition task. First, no need for complex preprocessing; it takes the raw 
images directly. Second, it aims to automatically learn spatial and temporal features 
from low-level patterns to high-level patterns (Yamashita et  al., 2018). Figure 1 illus-
trates the architecture of CNN, which consists of several convolutional layers, pooling 
layers, and fully connected layers.

Fig. 1   Convolutional neural network architecture
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•	 Convolutional Layer: is a primary component that performs a feature extraction using a 
linear operation (convolution operation) and non-linear operation (activation function) 
as demonstrated in algorithm 2. 

•	 Activation Function: is a non-linear function that transforms the output of linear opera-
tion such as convolution. Its purpose is to prevent the learning of trivial linear input 
combinations. There are several types of activation functions such as sigmoid, softmax, 
tanh, Rectified Linear Unit (ReLU), etc (Karlik & Olgac, 2011). In practice, ReLU is a 
commonly applied activation function.

•	 Pooling Layer: this down-sampling operation reduces the dimensionality of the feature 
map to the learnable parameters. There are two types of pooling operations called max 
pooling and average pooling. Max pooling is a commonly used pooling operation in 
practice, as illustrated in algorithm 3.

•	 Fully Connected Layer: after the convolution and pooling operations sequence, the gen-
erated feature maps are flattened and passed to one or more connected dense layers. Its 
purpose is to calculate the probabilities of each class in classification tasks. An activa-
tion function follows each fully connected layer, such as ReLU. In contrast, the final 
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layer (output layer) is followed by a different activation function, such as the softmax 
activation function in a multiclass classification task.

3.5 � Variational autoencoder (VAE)

VAE is a deep generative model. It is one of the most popular approaches for unsupervised 
learning of complicated distributions (Kingma & Welling, 2014). In other words, VAE can 
be described as an autoencoder whose training is regularized. This regularization avoids 
overfitting and guarantees that the latent variables have sufficient characteristics. Conse-
quently, a generative process is allowed (Doersch 2016).

The traditional autoencoder (AE) is an unsupervised learning model that is used mainly 
for a dimensionality reduction of data points (Hinton & Zemel, 1994). Figure 2 illustrates 
the architecture of the autoencoder. It consists of two neural networks: encoder network 
and decoder network. The encoder network maps the input data points x ∈ Rd into new fea-
tures representation z ∈ Rk where k < d , namely, latent variables. In contrast, the decoder 
network attempts to reconstruct approximately the data points from the latent variables 
such as x̂ = D(z) . Using an iterative optimization process, the AE attempts to learn the best 
encoding decoding scheme that can keep the maximum amount of useful information when 
encoding, thus getting the minimum reconstruction error when decoding.

Suppose the encoder can organize the latent variables well during the training 
phase. In that case, the decoder can work as a data generator by selecting a point from 
the latent variables randomly and decode it to generate new data (Kingma & Welling, 
2014). Indeed, there is no constraint in AE training that enforces it to regularize the 
points in the latent variables. A minor change has been done in the encoding-decoding 
processes to regularize the latent variables. The encoder encodes an input as a distri-
bution over the latent variables to describe a probability distribution for each latent 
attribute, rather than encoding it as a single point to describe each latent state attribute. 
This modification is the objective of VAE. Figure  3 illustrates the difference in the 

Fig. 2   Autoencoder architecture

Fig. 3   The difference between autoencoder (AE) and variational autoencoder (VAE)
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encoding-decoding behavior between AE and VAE. The term “variational” is derived 
from the close relationship between the regularization and the variational inference in 
statistics (Zhu et al., 2014). Variational inference is widely used to approximate distri-
butions in complex latent variables (Ranganath et al., 2014).

VAE architecture consists of a probabilistic encoder defined by p(z|x) and a proba-
bilistic decoder defined by p(x|z) given by a fixed prior p(z). To infer good values from 
the latent variables given the observed data, the calculation of the posterior p(z|x) is 
given by:

where x is called the evidence. It is calculated by marginalizing out the latent variables as:

Unfortunately, for all configurations of latent variables, this integral takes exponential time 
to calculate as it needs to be evaluated. Therefore, this posterior distribution needs to be 
estimated. Variational inference approximates the posterior with a family of distributions 
q
�
(z|x) . The variational parameter � indexes the family of distributions. Kullback-Leibler 

divergence (KL) (Joyce 2011) is used for knowing how well a variational posterior q(z|x) 
approximates the true posterior p(z|x), which measures the lost information when using q 
to approximate p.

The joint representation of the model p(x, z) can be written as:

The goal is to minimize this divergence by obtaining the optimal variational parameters � 
that minimize it. In this way, the optimal estimated posterior is given by:

The main idea of the variational autoencoder (VAE) is to impose a probability distribution 
(usually Gaussian) on the latent variables and learns the distribution. Therefore, the distri-
bution of the decoder outputs matches that of the observed data. Afterward, this distribu-
tion is sampled to generate new data.

3.6 � Deep neural network (DNN)

DNN is a multi-layer artificial neural network (Goodfellow et  al., 2016). It consists 
of an input layer, output layer, and one or more hidden layers. An activation function 
follows each layer. DNN is a feedforward network that transfers data from the input 
layer to the output layer without looping back. It uses the backpropagation algorithm to 
propagate the error back to adjust the weights and bias of the network. Figure 4 dem-
onstrates the basic architecture of DNN.

(6)p(z|x) =
p(x|z)p(z)

p(x)

(7)p(x) = ∫ p(x|z)p(z)dz

(8)KLKLKL(q
�
(z|x)||p(z|x)) = EEEq[logqq�(z|x)] −EEEq[logqp(x, z)] + logp(x)

(9)p(x, z) = p(x|z)p(z)

(10)q
�
(z|x) = min

�
KLKLKL(q

�
(z|x)||p(z|x))
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3.7 � Recurrent neural network (RNN)

RNN is a neural network that releases dynamic information in sequential data through 
hidden layer nodes with periodical connections (Rumelhart et  al., 1986). On the con-
trary to other forward neural networks, RNN can preserve a context state and even store, 
learn, and express related information in the context windows of any length and clas-
sify sequential data. Moreover, RNN extends in space and time sequences, unlike the 
traditional neural networks. The hidden layers of the current and the next moment are 
interrelated, as presented in Fig. 5. Furthermore, RNN is extensively used in scenarios 
related to sequences, such as sentences consisting of words (Tarwani & Edem, 2017), 

Fig. 4   Deep neural network 
architecture

Fig. 5   Recurrent neural network architecture
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videos consisting of image frames (Lakshmi et al., 2020), and audio consisting of clips 
(Amberkar et al., 2018).

There are three common types of RNNs: Long-short Term Memory (LSTM) (Hochre-
iter & Schmidhuber 1997), Gated Recurrent Units (GRUs) (Cho et  al., 2014), and Bidi-
rectional RNNs either with LSTM as Bidirectional Long-short Term Memory (BLSTM) 
(Thireou & Reczko, 2007) or with GRUs as Bidirectional Gated Recurrent Units (BGRUs) 
(Faruk et al., 2020). All of the types aim to avoid the vanishing gradient problem with little 
difference in a mechanism.

3.8 � Support vector machine (SVM)

SVM was presented by Cortes and Vapnik (1995). It is one of the supervised learning algo-
rithms that solve both classification and regression problems. It performs classification by 
finding the hyper-plane that differentiates the two classes very well. It maximizes the dis-
tances between the nearest data point of each class and hyper-plane to decide the right 
hyper-plane. This distance is namely “Margin”. It considers linear and non-linear data by 
using the so-called “kernel trick,” as presented in Fig. 6. The Gaussian kernel is used in 
this work; it is the most commonly utilized kernel in practice.

4 � Proposed system

The details of the proposed system will be introduced in this section. The proposed system 
consists of three phases. The first phase includes data preprocessing for both audio and 
visual signals. The second phase covers the performing of audiovisual features fusion using 
our proposed model BiVAE, which is our main contribution. The last phase involves audio-
visual speech recognition using the three classifiers. The general structure of the proposed 
system is demonstrated in Fig. 7.

Fig. 6   Linear and non-linear classification by support vector machine
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4.1 � Data preprocessing

4.1.1 � Audio signal

In this section, the steps of preparing an audio signal for speech recognition will be illus-
trated. The audio preprocessing phase involves performing audio alignment with video to 
ensure they have the same length, adding noise, and extracting MFCC and GFCC features 
from the audio signal. In the following, the details of each step will be demonstrated.

•	 Audio Alignment with Video: this step means extracting the audio from a video to 
guarantee the same length of both.

•	 Adding Noise: the main focus of this step is making a distortion in the audio signal. A 
copy from the extracted clean audio signal has been taken, and then a noise has been 
added with various signal-to-noise-ratio (SNR). SNR is a ratio of the signal power to 
the noise power. In this work, a White Gaussian noise has been added with several val-
ues of SNR [15 dB, 10 dB, 5 dB, 0 dB, -5 dB, -10 dB, -15 dB]. This noisy signal will 
be used for measuring the robustness of the proposed system in recognizing a speech 
from a distorted signal and emphasizing the effect of utilizing the complementary vis-
ual signal in increasing the accuracy of speech recognition when an audio signal is cor-
rupted.

•	 Audio Feature Extraction: 13 MFCC features and 13 GFCC features are extracted from 
each signal frame for both clean and noisy signals. This work performed the feature 

Fig. 7   The proposed system structure
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extraction process using window length equal 0.025s, “Hamming” window function, 
window step equal 0.01s, FFT size equal 512, and sample rate equal 16 kHZ. For each 
sample file, a feature matrix with n × 13 dimensions is generated, where n is the num-
ber of frames per sample, the same as GFCC features matrix. Zero padding is necessary 
post-processing as a result of a different number of frames in each sample.

4.1.2 � Visual signal

This sub-phase aims to extract the visual features from each video stream. The steps of 
achieving this aim will be demonstrated in this section. The visual signal preprocessing 
task consists of framing, face detection, mouth segmentation, frame stretching, and visual 
features extraction. Each step will be described in full below.

•	 Framing: any video stream consists of many frames. To extract information from the 
video stream, splitting it into its frames must be the initial step.

•	 Face Detection: at this step, the human face must be detected from the scene. For each 
frame, the face is detected using the HOG feature descriptor because of its superior 
results compared with other algorithms (Adnan et al., 2020).

•	 Mouth Segmentation: in a lipreading task, a mouth is a region of interest (ROI). To 
detect this ROI, the facial landmarks detector that was introduced by Kazemi and Sul-
livan (2014) has been used. The pre-trained facial landmark detector is used to esti-
mate the location of 68 (x, y)-coordinates that map to facial structures on the face. It 
was trained on the iBUG 300-W dataset (Sagonas et al., 2013). Figure 8 illustrates the 
coordinates of the facial landmarks. Depending on the ROI coordinates, the mouth is 
cropped.

•	 Frames Stretching: the used data contains multiple images per instance with a variable 
length for each instance. the aim of this step is to prepare the data for the visual features 

Fig. 8   The 68 facial landmarks coordinates (Sagonas et al., 2013)
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extraction step. Due to the CNN nature of taking a single image per instance as input, 
the sequence of images per instance is appended to generate a single image with equal 
width and height. The frames stretching method introduced in Garg et al. (2016) is uti-
lized to unify the dimensions of the generated images for all instances. Frames stretch-
ing means filling the missing location in the generated sequence by the nearest image in 
the original sequence according to the following algorithm 4. 

•	 Visual Features Extraction: CNN is a commonly used model for image feature extrac-
tion in the image classification task. Constructing a CNN model from scratch to get 
strong features needs a lot of data and therefore requires huge computation resources; 
this consumes a lot of time and cost. To avoid this problem, we used a pre-trained 
model on a huge amount of data in a similar task. That is called transfer learning. In 
other words, transfer learning means storing the weights acquired while solving one 
task and applying it to a different but related task. VGGFace2 model is a pre-trained 
model for face recognition (Cao et al., 2018). It was trained on 3.31 M images for 9,131 
identities. It satisfied an error reduction rate by 6.7 compared with the VGGFace model 
(Parkhi et al., 2015) and can perform face recognition across different poses and ages. 
In this work, the VGGFace2 model is utilized to get strong visual features.

4.2 � Features fusion using BiVAE

In this phase, a multimodal features fusion task is performed based on the VAE. Intui-
tively, the primary principle of VAE is that it embeds the x input rather than a point into 
a distribution. Then, a random sample z is taken from the distribution rather than directly 
generated from the encoder. The VAE decoder works as a data generator, unlike the stand-
ard AE used for dimensional reduction. The capabilities of VAE in learning smooth latent 
representations and generating new data have been exploited for generating a unified rep-
resentation from multimodal data. BiVAE is a proposed bimodal model for feature fusion. 
Figure 9 shows the structure of the proposed BiVAE, which is used for audiovisual features 
fusion. The proposed structure consists of five hidden layers. The three middle layers share 
bimodal information. The audio features vector and visual features vector are multiplied 
by W1

L
 and W1

R
 weight matrices, respectively. Then, they are passed through the non-lin-

ear ReLU function separately to form the first abstraction layers of audio ( h1
A
 ) and visual 

( h1
V
 ). Next, the abstraction layers h1

A
 and h1

V
 are multiplied by W3

L
 and W3

R
 and concatenated. 

By performing the ReLU function to the concatenated matrices, the first mutual layer is 
formed h1

AV
 . At the next step, h1

AV
 is multiplied by W5 to form the latent variables.
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VAE forces latent variables to become normally distributed; this happens by creat-
ing two vectors: vector of means and variances. The values from a normal distribution 
are sampled to generate well-organized latent variables. The latent variables contain the 
mutual information from the two modalities, being used as an input in the AVSR task. The 
described steps are continued layer by layer on the decoding side by applying the related 
weight matrices to the layers involved until reconstructing both the audio and the visual 
inputs. The greedy layer-wise pretraining technique (Bengio et al., 2007) is utilized for the 
BiVAE training process to put the network at an appropriate initial point before the final 
training process and prevent the vanishing gradient problem. The greedy layer-wise pre-
training technique is defined as iterative network training, starting with shallow network 
architecture and adding a new layer one by one iteratively. The fine-tuning stage is done to 
minimize the loss function.

4.3 � AVSR task

In this phase, The three classifiers (DNN, RNN, and SVM) perform the AVSR task. This 
phase aims to assess the efficiency of the latent variables generated by BiVAE in the AVSR 
task and measure the benefit of exploiting the visual information in speech recognition 
tasks, especially in the case of the corrupted audio signal. The accuracy of speech rec-
ognition based on the audiovisual features indicates the ability of the BiVAE to learn the 

Fig. 9   Bimodal variational 
autoencoder (BiVAE) structure 
for audiovisual features fusion 
(A: Audio, V: Visual, and AV: 
Audiovisual)
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non-linear correlations between the two signals and generate a single unified representation 
from the two modalities.

5 � Experimental results and discussion

In this section, the performed experiment details will be introduced, and the achieved 
results will be discussed. The experiment contains three stages: 

1.	 Audio Speech Recognition (ASR) task.
2.	 Lipreading task.
3.	 AVSR task based on BiVAE.

The stages of the experiment have been conducted on the CUAVE database. The results 
of the third stage, which are our main target, have been compared with the results of other 
state-of-the-art models. The aim of this comparison is to emphasize the importance of 
exploiting the visual signal in a speech recognition task, especially with corrupted audio. 
Furthermore, the performance of BiVAE has been compared with other models: Bimodal 
+ Audio RBM (Ngiam et al., 2011), DNN-IV (Rahmani et al., 2018), and CorrRNN (Yang 
et al., 2017) in terms of accuracy in the AVSR task. Table 1 shows the specifications of 
the experimental environment. The implementation of the proposed model has been done 
using python and Keras API.

5.1 � Data description

The CUAVE database (Patterson et  al., 2002) is audiovisual. It includes isolated digits 
from 0 to 9 and connected digits. They were pronounced by 36 speakers (19 males and 17 
females). In this database, both the individual speakers and the speaker pairs are involved 
with frontal and profile views. In this experiment, the speaker pairs and the profile views of 
the speakers are excluded. The total number of used utterances in this experiment is 2880 
utterances (80 per speaker).

5.2 � ASR tasks results

In this stage, the speech recognition task is performed based on audio signal only. FFMPEG 
tools is used to extract the audio from audiovisual data to perform an audio alignment with 
video. The audio files is read using read function in Soundfile module that supports any 
audio file format. White Gaussian noise is added to the clean audio with several values of 

Table 1   Experimental 
environment specifications

Type HP ZBook 17 G2 mobile workstation

Processor Intel Core i7-4610M CPU (3.10GHz, 
8 MB L3 cach, 4 cores)

Memory 32 GB DDR3
GPU NVIDIA Quadro K5100M 8 GB
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SNR [15 dB, 10 dB, 5 dB, 0 dB, -5 dB, -10 dB, -15 dB]. The MFCCs features are extracted 
from both the clean and noisy audio using the mfcc module in the python_speech_fea-
tures package that supports any sampling rates. Similarly, GFCCs features are extracted 
from both the clean and noisy audio using the gfcc module in the spafe.features package. 
LSTM, DNN, and SVM classifiers perform ASR tasks on clean and noisy audio separately 
with MFCC and GFCC features. The accuracy of the ASR tasks over five independent is 
recorded for each classifier. Tables 2, 3 and  4 show the difference in performance between 
MFCC and GFCC features in terms of accuracy over the three classifiers.

5.3 � Lipreading task results

In this stage, the speech recognition task is performed based on visual signal only. In the 
beginning, the video frames are captured using VideoCapture function in OpenCV module 
that supports any video format. Then, ROI is segmented based on the coordinates of the 
facial landmarks. Afterward, the frames stretching process is performed with 7 × 7 frames 
in the single image for each video. Finally, the generated images from the stretching pro-
cess are resized into 224 × 224 × 3 to satisfy the requirements of the utilized pre-training 
model. The pre-trained VGGFace2 model is used for the lipreading task. The last fully 
connected layer is replaced, which now classifies ten classes using the softmax activation 
function. Then, the fully connected layers are re-trained on our task. Table  5 shows the 

Table 2   Statistical measures (average AVG and standard deviation STD) of accuracy for ASR tasks based 
on MFCC and GFCC by LSTM classifier over 5 independent runs

Clean 15 dB 10 dB 5 dB 0 dB – 5 dB – 10 dB – 15 dB

MFCC AVG 0.9688 0.9674 0.9598 0.9487 0.9420 0.8959 0.8059 0.6852
STD 0.0077 0.0042 0.0127 0.0208 0.0114 0.0174 0.0316 0.0325

GFCC AVG 0.9332 0.9286 0.9257 0.9175 0.9011 0.8847 0.7822 0.6617
STD 0.0095 0.0082 0.0143 0.0197 0.0165 0.0100 0.0269 0.0139

Table 3   Statistical measures (average AVG and standard deviation STD) of accuracy for ASR tasks based 
on MFCC and GFCC by DNN classifier over 5 independent runs

Clean 15 dB 10 dB 5 dB 0 B – 5 dB – 10 dB –15 dB

MFCC AVG 0.9693 0.9650 0.9487 0.9382 0.9278 0.8654 0.7999 0.6698
STD 0.0055 0.0140 0.0129 0.0072 0.0116 0.0049 0.0166 0.0143

GFCC AVG 0.9254 0.9063 0.9048 0.8907 0.8756 0.8676 0.7144 0.5367
STD 0.0163 0.0160 0.0163 0.0132 0.0125 0.0170 0.0225 0.0266

Table 4   Statistical measures (average AVG and standard deviation STD) of accuracy for ASR tasks based 
on MFCC and GFCC by SVM classifier over 5 independent runs

Clean 15 dB 10 dB 5 dB 0 dB – 5 dB – 10 dB – 15 dB

MFCC AVG 0.9784 0.9796 0.9740 0.9592 0.9456 0.8926 0.8304 0.6744
STD 0.0067 0.0069 0.0050 0.0053 0.0048 0.0054 0.0148 0.0139

GFCC AVG 0.9470 0.9452 0.9384 0.9142 0.9002 0.8880 0.7680 0.6154
STD 0.0036 0.0038 0.0043 0.0065 0.0088 0.0113 0.0281 0.0265
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average and standard deviation of the performance metrics for the lipreading task over five 
independent runs. Tables 2, 3 and 4 show the difference in performance between MFCC 
and GFCC features in terms of accuracy over the three classifiers.

5.4 � AVSR tasks results

In this stage, the speech recognition task is performed based on audio and visual signals. 
The experiment considers whether both modalities are available or only a single modality 
is available during the supervised training and test. BiVAE is used for feature learning. It 
takes audio and visual features to compute the latent variables. The experiment involves 
visual features fusion with MFCC and GFCC audio features separately. Moreover, a cross-
modality experiment is performed for both types of audio features. When computing the 
latent variables in the case of cross-modality, we set the value of the other modality to zero. 
Table 6 shows the assigned optimal values of BiVAE hyper-parameters. These values are 
determined using the grid search algorithm (Shekar & Dagnew, 2019).

LSTM, DNN, and SVM are used for the AVSR task. They take the latent variables 
as input and recognize the pronounced word. The AVSR tasks are performed on clean 
and noisy audio, once with fused MFCC and visual features and another time with fused 
GFCC and visual features over the three classifiers. Similar to ASR, the accuracy of the 
AVSR tasks over five independent runs is recorded for each classifier. Tables 7,  8 and 

Table 5   Statistical measures (average AVG and standard deviation STD) of the performance metrics for the 
Lipreading model over 5 independent runs

Accuracy Precision Recall F1-score

AVG 0.9184 0.9124 0.9112 0.9130
STD 0.0197 0.0274 0.0259 0.0260

Table 6   Specifications of BiVAE

Hyper-parameter Value

Size of audio I/O layers 1859
Size of visual I/O layers 2048
Size of h1

A
 / h2

A
1250

Size of h1
V
 / h2

V
1000

Size of h1
AV

 / h2
AV

1150
Activation function ReLU
Size of latent variables layer 450
Activation function of mean and standard deviation Linear
Activation functions of audio/visual output layers Sigmoid
Optimizer Adam
Learning rate 0.0001
Loss function Mean square error
Number of epochs 50
Batch size 8
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9 show the performance of AVSR with fused MFCC and visual features and with fused 
GFCC and visual features over the three classifiers in terms of accuracy. Moreover, 
Figs. 10, 11 and 12 illustrate the ability of BiVAE to enhance the recognition accuracy 
of the speech through integrating the audio signal with the visual signal. The results in 
Tables 2, 2,  4, 7, 8, 9, and Figs. 10, 11 and 12 illustrate the following: 

1.	 The superiority of our proposed fusion model in the AVSR task compared with the 
results of the ASR task, especially when the audio signal is corrupted, by the average 
accuracy improvement up to ≃ 23.33%, 36.81%, and 33.83% over LSTM, DNN, and 
SVM, respectively.

2.	 Although the MFCC outperforms the GFCC in ASR, their performances are somewhat 
similar in AVSR, especially in DNN and SVM results; That means the ability of BiVAE 
to generalize its performance with different feature extraction techniques.

3.	 The SVM classifier exceeds the LSTM and DNN in terms of speech recognition accu-
racy for both ASR and AVSR tasks.

Furthermore, BiVAE outperforms the state-of-the-art models. Table 10 shows the dif-
ference in terms of accuracy between our model BiVAE, Bimodal + Audio RBM model 

Table 7   Statistical measures (average AVG and standard deviation STD) of accuracy for AVSR tasks based 
on MFCC and GFCC by LSTM classifier over 5 independent runs

Clean 15 dB 10 dB 5 dB 0 dB –5 dB –10 dB –15 dB

MFCC AVG 0.9625 0.9568 0.9519 0.9427 0.9426 0.9286 0.9241 0.9078
STD 0.0125 0.0078 0.0161 0.0228 0.0123 0.0142 0.0168 0.0173

GFCC AVG 0.9318 0.9285 0.9241 0.9178 0.9157 0.9113 0.9087 0.9056
STD 0.0183 0.0087 0.0121 0.0098 0.0135 0.0082 0.0068 0.0132

Table 8   Statistical measures (average AVG and standard deviation STD) of accuracy for AVSR tasks based 
on MFCC and GFCC by DNN classifier over 5 independent runs

Clean 15 dB 10 dB 5 dB 0 dB – 5 dB – 10 dB – 15 dB

MFCC AVG 0.9925 0.9896 0.9888 0.9873 0.9843 0.9840 0.9814 0.9732
STD 0.0033 0.0037 0.0052 0.0027 0.0145 0.0038 0.0054 0.0127

GFCC AVG 0.9910 0.9888 0.9881 0.9851 0.9843 0.9791 0.9784 0.9695
STD 0.0135 0.0023 0.0046 0.0070 0.0054 0.0072 0.0059 0.0113

Table 9   Statistical measures (average AVG and standard deviation STD) of accuracy for AVSR tasks based 
on MFCC and GFCC by SVM classifier over 5 independent runs

Clean 15 dB 10 dB 5 dB 0 dB – 5 dB – 10 dB – 15 dB

MFCC AVG 0.9942 0.9918 0.9896 0.9890 0.9874 0.9860 0.9850 0.9836
STD 0.0035 0.0014 0.0034 0.0037 0.0085 0.0025 0.0074 0.0040

GFCC AVG 0.9926 0.9904 0.9882 0.9858 0.9836 0.9834 0.9830 0.9828
STD 0.0040 0.0048 0.0052 0.0037 0.0037 0.0063 0.0046 0.0060
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(Ngiam et  al., 2011), DNN-IV model model (Rahmani et  al., 2018), and CorrRNN 
model (Yang et al., 2017) in clean and noisy audio based on MFCC features.

Moreover, BiVAE outperforms the state-of-the-art models in both cases (i.e., The 
absence of the acoustic features or the absence of the visual features in the supervised train 
and test processes). Table 11 shows the difference in terms of accuracy between our model 
BiVAE, Bimodal + Audio RBM model (Ngiam et al., 2011), and CorrRNN model (Yang 
et al., 2017) based on MFCC features in the case of cross modality.

As illustrated in Tables  10 and 11, BiVAE outperforms the sate-of-the-art models 
with DNN and SVM classifiers in the case of multimodal and cross-modality. Regard-
less BiVAE with LSTM classifier in the case of multimodal, it outperforms the Bimodal 
+ Audio RBM model and CorrRNN model for both clean and noisy audio. In contrast, it 
outperforms the DNN-IV model for noisy audio. In the case of cross-modality, it exceeds 
the Bimodal + Audio RBM model when the only video signal is available.

6 � Conclusion

Multimodal fusion of data, one of the most trendy research points, was studied in this 
paper. The audiovisual speech recognition task was taken as an example of multimodal 
data.

Fig. 10   The performance of LSTM classifier for AVSR tasks based on MFCC and GFCC separately
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This paper proposed a bimodal model for features fusion based on the generative 
model VAE, named, BiVAE. The ability of VAE to deal with complex data distributions 
through the variational inference indicated the strength and efficiency of the generated 
unified representation in the speech recognition task, especially at high levels of acous-
tic noise. Our system consists of three phases: data preprocessing for audio and visual 
signals, features fusion, and fused features evaluation through the speech recognition 
task.

The experiment was concerned with measuring the performance of the AVSR model 
based on BiVAE against the ASR model, especially when the audio signal was cor-
rupted, based on two audio features extraction techniques, namely, MFCC and GFCC, 
and over the three classifiers LSTM, DNN, and SVM. Furthermore, it was concerned 
with measuring the performance of BiVAE against the state-of-the-art features fusion 
models through the AVSR task over the three classifiers. The experimental results 
showed the suppression of the AVSR model based on BiVAE in speech recognition 
compared with the ASR model by an average accuracy difference up to ≃ 23.33%, 
36.81%, and 33.83% over LSTM, DNN, and SVM, respectively. Moreover, although the 
MFCC outperformed the GFCC in ASR, their performances were somewhat similar in 
AVSR, especially in DNN and SVM results; that means the ability of BiVAE to gen-
eralize its performance with different feature extraction techniques. Besides, the SVM 
classifier exceeded the LSTM and DNN in terms of speech recognition accuracy for 
both ASR and AVSR tasks. Furthermore, our proposed model with the three classifiers 
outperformed the state-of-the-art models, especially in the case of noisy audio, which 

Fig. 11   The performance of DNN classifier for AVSR tasks based on MFCC and GFCC separately
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Fig. 12   The performance of SVM classifier for AVSR tasks based on MFCC and GFCC separately

Table 10   Accuracy obtained by employing the BiVAE features in comparison to the state-of-the-art models 
at clean and 0 dB SNR condition of white noise

Accuracy numbers in which our model excelled the other models are given in bold

Clean audio Noisy audio (0 dB)

Bimodal + Audio RBM (Ngiam et al., 2011) 94.4% 82.2%
DNN-IV (Rahmani et al., 2018) 97.9% 83.3%
CorrRNN (Yang et al., 2017) 96.11% 90.88%
BiVAE-LSTM (our proposed model) 96.25% 94.3%
BiVAE-DNN (our proposed model) 99.25% 98.43%
BiVAE-SVM (our proposed model) 99.42% 98.74%

Table 11   Accuracy obtained by 
employing the BiVAE features in 
comparison to the state-of-the-art 
models in the case of cross-
modality

Accuracy numbers in which our model excelled the other models are 
given in bold

Audio only Video only

Bimodal + audio RBM (Ngiam et al., 2011) – 69.3%
CorrRNN (Yang et al., 2017) 96.11% 96.22%
BiVAE-LSTM (our proposed model) 92.37% 94.7%
BiVAE-DNN (our proposed model) 97.39% 97.76%
BiVAE-SVM (our proposed model) 98.90% 98.10%
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means the ability of BiVAE to generalize its performance with different classifiers. 
BiVAE exceeded the state-of-the-art models in the AVSR task by an average accuracy 
difference ≃ 3.28% and 13.28% for clean and noisy, respectively. Additionally, BiVAE 
outperformed the state-of-the-art models in the case of cross-modality by an accuracy 
difference ≃ 2.79% when the only audio signal is available and 1.88% when the only 
video signal is available.

We suggest designing online and incremental multimodal deep learning models for real-
time multimodal data fusion for future research.
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