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Abstract
Automatically generating a human-like description for a given image is a potential research 
in artificial intelligence, which has attracted a great of attention recently. Most of the exist-
ing attention methods explore the mapping relationships between words in sentence and 
regions in image, such unpredictable matching manner sometimes causes inharmonious 
alignments that may reduce the quality of generated captions. In this paper, we make our 
efforts to reason about more accurate and meaningful captions. We first propose word 
attention to improve the correctness of visual attention when generating sequential descrip-
tions word-by-word. The special word attention emphasizes on word importance when 
focusing on different regions of the input image, and makes full use of the internal annota-
tion knowledge to assist the calculation of visual attention. Then, in order to reveal those 
incomprehensible intentions that cannot be expressed straightforwardly by machines, we 
introduce a new strategy to inject external knowledge extracted from knowledge graph into 
the encoder-decoder framework to facilitate meaningful captioning. Finally, we validate 
our model on two freely available captioning benchmarks: Microsoft COCO dataset and 
Flickr30k dataset. The results demonstrate that our approach achieves state-of-the-art per-
formance and outperforms many of the existing approaches.

Keywords Image captioning · Word attention · Visual attention · Knowledge graph · 
Reinforcement learning

1 Introduction

Image captioning has recently attracted great attention in the field of artificial intelligence, 
due to the significant progress of machine learning technologies and the release of a num-
ber of large-scale datasets (Hossain et al. 2019; Bai and An 2018; Chen et al. 2017c). The 
gist of the caption task is to generate a meaningful and natural sentence that describes the 
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most salient objects and their interactions for the given image. Solving this problem has 
great impact on human community, as it can help visual impaired people understand vari-
ous scenes and be treated as an auxiliary means of early childhood education (Jiang et al. 
2018a, b). Despite its widely practical applications, image captioning has long been viewed 
as a challenging research, mainly because it needs to explore a suitable alignment between 
two different modalities: image and text.

The popular image captioning approaches adopt the encoder-decoder framework (Vin-
yals et al. 2015; Jia et al. 2015; Wu and Cohen 2016; Mathews et al. 2016; Ramanishka 
et  al. 2017). In general, a Convolutional Neural Network (CNN) is often used as the 
encoder to present the image with a fixed-length representation, while a Recurrent Neural 
Network (RNN) or Long Short-Term Memory (LSTM) Network is employed to decode 
this representation into a caption. Attention mechanism has indeed demonstrated signifi-
cant effectiveness on the task of image captioning (Xu et al. 2015; You et al. 2016; Ander-
son et al. 2018; Lu et al. 2017; Wang et al. (2017). This mechanism allows models to attend 
on image regions relevant to each generated word at every time step, rather than only using 
the whole image to guide the generation of captions. Although promising results have 
achieved, it’s obvious that the current captioning systems are limited in two constraints:

First, since visual attention in captioning models can be viewed as the mappings from 
image regions to sentence snippets, however, this mapping procedure usually performs 
compulsively and unpredictably in a “black box”, and thus ignoring the fact that some 
words are not related to any entity in the image. As the result, it may cause inharmonious 
alignments between image regions and sentence snippets that will reduce the quality of 
generated sentences.

Second, most of the captioning models are built on a large number of paired image-
caption data, but each image in the training data only contains several ground-truth cap-
tions, which will lack of sufficient cues to reveal the incomprehensible intentions that are 
not explicitly presented in the image. As shown in Fig. 1. Furthermore, in order to extend 
the ability to describe new entities out of the training data, more knowledge need to be 
introduced from external data sources.

The woman is standing with her luggage

stop sign

Knowledge Graph

related to

bus, bus sta�on,... 

Fig. 1  The ground-truth caption simply describes the low-level content of the image, and doesn’t explain 
why this woman is standing there. By incorporating external knowledge, we speculated that she might be 
waiting for the bus. In the sentence, the words “woman” and “luggage” are more important than others, as 
they describe the main aspects of the image
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In this paper, we mainly focus on alleviating the aforementioned two constraints to gen-
erate more accurate and meaningful captions. As we all know, not all words in the cap-
tion have equivalent importance in describing the image (Chen et al. 2017b). Seen from 
Fig. 1. We capture this perception, and devise a word attention to modulate the alignments 
between words in sentence and regions in image. Specifically, a score is assigned to each 
input word based on its significance in describing the image, then we compute the word 
context vector at each time step to make better use of the bottom-up semantic information 
to boost the process of visual attention. This makes our model suit the human perception 
that some salient regions in the image are more likely to be described than non-salient 
ones. At the same time, we also leverage commonsense knowledge extracted from knowl-
edge graph to achieve better generalization. In stead of fusing the input sentence and exter-
nal knowledge together to train an RNN, we input the knowledge into the word generation 
stage to augment the probabilies of some potential words that are likely to be applied to 
describe the given image. This enables our model to generate more meaningful sentences 
than other existing models. To sum up, our contributions are shown as follows:

• We propose a new text-dependent attention mechanism called word attention to assist 
the generation of visual attention, thereby making our model generate more accurate 
captions.

• We introduce a new strategy to incorporate knowledge graph into our encoder-decoder 
framework to take better use of external knowledge to facilitate novel and meaningful 
captioning.

• By combining the aforementioned two proposed scenarios, experiments conducted on 
MSCOCO and Flickr30k benchmarks show that our approach achieves state-of-the-art 
performance and outperforms many of the existing approaches.

The rest of the paper is organized as: In Sect.  2, we summarize the existing captioning 
models into several categories, and review the previous works that are related to this paper. 
Then, we present the implementation of our approach in Sect. 3. The experiment results 
and analysis are shown in Sect. 4. And in Sect. 5, we make a conclusion and give a brief 
prospect of future work.

2  Related work

The state-of-the-art image captioning solutions are neural network-based sequence learning 
methods, which use CNNs to encode an image into a fixed-length image representation, 
and then adopt RNNs to decode the representation into a meaningful sentence, thus the 
process of caption generation suits an end-to-end style. Since there is a growing body of 
captioning algorithms have achieved superior performance (Vinyals et al. 2015; Jia et al. 
2015; Mathews et  al. 2016), these approaches often suffer from the problems of object 
missing and misprediction, due to their only use image-level representation to initialize the 
hidden state of RNN or LSTM.

2.1  Attention mechanism based models

The problems of object missing and misprediction can be mitigated by introducing atten-
tion mechanism into the general captioning models. Motivated by human perception, and 
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encouraged by recent success in machine translation using attention mechanism, Xu et al. 
(2015) integrated visual attention into the encoder-decoder framework for image cap-
tioning, making their work a new state-of-the-art. Visual attention amounts to learning 
the latent alignments between words in sentence and regions in image when generating 
description word-by-word. Following this successful attempt, different attention meth-
ods are proposed. You et al. (2016) proposed a semantic attention model which learns to 
selectively attend to semantic attributes detected from the given image, thereby making 
better use of the top-down visual information and the bottom-up semantic information. 
Instead, Li et al. (2017b) combined the global features and local features through a Global-
Local attention, where the local features are obtained by Faster R-CNN (Ren et al. 2015). 
Similarly, Anderson et al. (2018) also implemented their bottom-up attention using Faster 
R-CNN, and then a top-down attention is constructed to attend to salient regions of the 
image. Differently from the above methods, Liu et al. (2017a) and Lu et al. (2017) inves-
tigated the agreements between image regions and their corresponding words. The former 
defined a quantitative metric to evaluate the “correctness” of the attention maps generated 
by the uniform attention model and applied supervision to improve the attention correct-
ness, while the latter proposed an adaptive attention and via a “visual sentinel” to decide 
when to attend to the visual signals and when to depend on language properties to predict 
the next word. In particular, Huang et al. (2019) devised an AoA (Attention on Attention) 
model to filter out the inappropriate attention results, and only used the useful attended 
information to guide the caption generation process. All of these works have demonstrated 
the effectiveness of attention mechanism on the image captioning task. In this paper, a new 
text-dependent word attention is added to the uniform visual attention model. Its calcula-
tion only depends on the internal annotation knowledge in the training data, which can 
provide rich semantic information to guide the generation of visual attention.

2.2  Incorporation of external knowledge

While promising advances are presented in exiting captioning methods, they lack the abil-
ity to describe novel objects or attributes outside of training corpora, and are unable to 
express implicit aspects of the image, as the knowledge acquired from ground-truth cap-
tions is not sufficient. Such issue can be solved by incorporating knowledge from external 
resources into the caption generation process. An early study presented in Anne Hendricks 
et al. (2016) exploited object knowledge from external object recognition datasets or text 
corpora to facilitate novel object captioning. Recently, Yao et al. (2017a) employed copy-
ing mechanism to directly copy novel objects that do not exist in the training corpora but 
are learnt from object recognition datasets to the output sentence generated by LSTM, thus 
making their proposed model obtain encouraging performance. Li et  al. (2019b) further 
extended this work by using pointing mechanism to elegantly accommodate the influence 
between copying mechanism and word generation, in order to generate more accurate and 
natural sentence. In contrast to using raw external data sources, some studies attempt to 
incorporate structured knowledge to solve the specific problems. Li et al. (2017a) and Gu 
et  al. (2019) employed knowledge graph for visual question answering and scene graph 
generation, respectively. These two studies both embedded the knowledge retrieved from 
external knowledge graph into a common space with other data, making their models flex-
ible to adapt external test instances. Particularly, in Zhou et al. (2019), Zhou et al. proposed 
to leverage knowledge graph to boost image captioning, which is close to our proposed 
approach. But unlike (Zhou et al. 2019), which use a knowledge graph to extract indirectly 
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related terms and directly related terms about the entities detected by an object detector to 
pretrain an RNN, we inject semantically related information of the detected objects into the 
output stage of the caption generator to augment the probability of some latent meaning-
ful words at each decoding time. This also allows our system to generate more novel and 
meaningful captions.

2.3  Enhanced by reinforcement learning

Moreover, several studies have been proposed to incorporate reinforcement learning tech-
nology to address the issues of non-differentiable evaluation metric and exposure bias 
Ranzato et al. (2015) in image captioning. Ren et al. (2017) treated image captioning as a 
decision-making task, and proposed a deep reinforcement learning based model to gener-
ate a natural description for an image. The model employs a “policy network” and a “value 
network” to collaboratively determine the next word at each intermediate step. In Rennie 
et al. (2017), a self-critical sequence training (SCST) approach is proposed to dramatically 
optimize the training process using the test metrics (especially, the CIDEr metric) at decod-
ing stage. The SCST approach avoids having to estimate the reward signal and consider 
how to normalize the reward, and it exploits the generated captions in the inference phase 
as the “baseline” to encourage the generation of more accurate captions. Anderson et al. 
(2018) and Qin et al. (2019) used the similar manner as Rennie et al. (2017) to improve 
the performance of captioning models, but different in the way of sequence sampling. It is 
worth mentioning that the last two works can also be categorized as attention mechanism 
based method, since the former, as mentioned above, proposed a bottom-up and top-down 
(Up-Down) attention model, and the latter used this proposed model as the “backbone” to 
realize its look back and predict forward (LBPF) model. Later on, Yao et al. (2019) pro-
posed to employ instance-level, region-level and image-level features of an image to build 
a hierarchical structure, thereby giving the caption generator a thorough image understand-
ing. Their proposed architecture is pluggable to many advanced reinforcement learning 
models, and encouraging performance is achieved. In this work, we also follow these work, 
and use SCST approach to optimize our model.

3  Method

Like most of the captioning methods, we attempt to seed for a suitable and human-like 
description for a given image. The overview of the proposed image captioning architec-
ture is illustrated in Fig. 2. Compared to previous models, our model consists of two novel 
ideas. On the one hand, a special word attention is designed to handle the inharmonious 
matching problem between regions in image and words in caption. On the other hand, 
we take commonsense knowledge extracted from external knowledge graph into account 
to facilitate the generation of novel and meaningful captions. Actually, our whole model 
seems to make full use of the internal annotation knowledge and external knowledge to 
guide the caption generation. But note that, the two proposed scenarios use knowledge 
in different ways. In the following, we introduce the implementation of our whole model 
including the extraction of image feature, the implementation of word attention, the incor-
poration of knowledge graph and the usage of reinforcement learning.
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3.1  Image feature extraction and word embedding

To more effectively use the information in the image to guide the caption generation, we 
use region proposal features of the image to train our model. Specifically, following the 
method proposed by Ren et al. (2015), we apply region proposal network to generate a lot 
of rectangular region proposals. Afterwards, each proposal is feed to ROI pooling layer and 
3 full-connected layers to obtain a vector representation vi of each image region. Compared 
to the approach of Xu et al. (2015), which used the z = x × y locations of the activation grid 
to form the image representation, region proposal features provide more useful information 
of the image content. Please note that, given the image feature V =

{
v1, v2,… , vL

}
, vi ∈ ℝ

D 
, we use the mean pooling vector v̄ as the global image information, and the v̄ will be feed 
to initial the LSTM decoder to give an overall understanding of the image.

A common way of word embedding is one-hot encoding. This encoding style sets one 
element of a vector to 1 and others to 0 to represent a specific word in the dictionary. If 
there are too many words in the vocabulary, the one-hot vector will become sparse and the 
problem of dimension explosion will also occur. Besides, the one-hot encoding does not 
consider the order of words, which is unfavorable to the calculation of our word attention. 
Thus, in this work, we use a pre-trained word2vec model for word embedding. The word-
2vec is essentially a neural network, it uses the raw one-hot vectors as inputs to obtain the 
final embedding vectors. Therefore, such embedding manner fully considers the context 
between words and can provide more abundant semantic information.

3.2  Implementation of word attention

In this subsection, we introduce the implementation of the proposed word attention, and inves-
tigate in what manner the word attention contributes to the improvement of visual attention. 

Fig. 2  The overview of our captioning framework with word attention and knowledge graph. Specifically, 
we use objects detected by an object detector to retrieve semantic knowledge from the knowledge graph 
(here we use ConceptNet) to guide the generation of captions. Meanwhile, to extract more useful informa-
tion from the given image, a region proposal network is incorporated to generate the region features. Our 
proposed word attention serves as another pipeline to inject compact textual information to assist the cal-
culation of visual attention. Here, w-att and v-att represent word attention and visual attention, respectively
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Actually, the motivation of word attention comes from the perception that some words are 
more related to the content of a given image than others. What we need to do is to strengthen 
this connection, so that these words can play a better guiding role in the training process. Con-
sequently, the model can learn a more suitable mapping pattern between captions and images, 
which in turn improves the quality of generated captions.

Suppose an image I to be described by a sentence S =
{
w1,w2,… ,wN

}
 , where N repre-

sents the length of the caption. The sequence learning methods usually use RNN or LSTM 
to generate each word at each time stage, in which LSTM has shown great performance. Fol-
lowing this trend, we add a word attention into the caption generator to form our captioning 
model. At the training phase, the word attention mainly depends on ground-truth captions, and 
the operations of the word attention are as follows:

where fw is a function that calculates the weight value allocated to wi , xi is the embedding 
vector of wi , and st represents the word context vector at time t. Note that the �tk stays the 
same during the generation of each word until the last time step. Here, inspired by the pre-
vious works (Kim et al. 2018; Park et al. 2017), we use TF-IDF method as the function fw , 
as this method can measure the importance degree of each word in a sentence or document. 
The word context vector st is then fused with the previous hidden state ht−1 of the LSTM 
decoder to combine more compact semantic information to guide the visual attention, cal-
culated as follows:

where ⊙ is the element-wise multiplication; We , Wv and Wh are learned parameters; tanh is 
the hyperbolic tangent function; the visual context vector ct is the weighted sum of all the 
image region features. Combined with word attention, the decoder LSTM updates for time 
step t are:

(1)�ti =fw
(
wi

)

(2)�ti =
exp

�
�ti
�

∑N

k=1
exp

�
�tk

�

(3)st =

N∑

i=1

�tixi

(4)Ht =st ⊙ ht−1

(5)eti =W
T
e
tanh

(
Wvvi +WhHt

)

(6)�ti =
exp

�
eti
�

∑L

k=1
exp

�
etk

�

(7)ct =

L∑

i=1

�tivi

(8)it =�
(
Wixt + Uict + Ziht−1 + bi

)
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here it , f t , ot , gt , mt and ht are are input gate, forget gate, output gate, cell gate, cell mem-
ory and hidden state of the LSTM, respectively; �(.) represents the sigmoid function; W∗ , 
U∗ , Z∗ , b∗ are weight matrices and biases to be learned; Eq. (14) adopts the generation 
mechanism to predict the next word, where Mg is the transformation matrix.

Finally, our proposed word attention can be insert into the encoder-decoder framework 
in a trainable manner, thus making better use of the caption information annotated by 
humans. As a result, the quality of generated captions will be improved.

3.3  Incorporation of knowledge graph

On the task of image captioning, knowledge is of significantly important, as it provides a 
lot of cues for generating captions. The ground-truth annotations corresponding to each 
image in paired image-caption datasets are the knowledge provided by human beings for 
caption generation, which can be called internal knowledge. However, in many existing 
datasets, it is impossible to include all the knowledge required for captioning task, thereby 
limiting research progress. Therefore, we acquire knowledge from external resources 
to assist the caption generation, so as to improve the generalization performance of the 
captioning model. In recent years, many knowledge graph have appeared in the field of 
artificial intelligence. In this paper, we use ConceptNet (Speer et  al. 2017), which is an 
open multilingual knowledge graph containing common sense knowledge closely related to 
human daily life, to help computers understand human intentions.

In general, each piece of knowledge in the knowledge graph can be view as a tripe (sub-
ject, rel, object), where subject and object represent two entities or concepts in the real 
world, and rel is the relationship between them. To obtain informative knowledge that are 
relevant to the given image, we first use Faster R-CNN (Ren et al. 2015) to detect a series 
of objects or visual concepts, and then use these objects or concepts to retrieve semanti-
cally similar knowledge from the knowledge graph. Figure 3 gives an illustration of using 
a detected word “surfboard” to retrieve sematic knowledge from the ConceptNet. As we 
have seen, each knowledge entity corresponds to a probability pk that represents the degree 
of correlation. For each detected object or concept, we select the relevant knowledge enti-
ties for captioning task. Such we get a small semantic knowledge corpus Wk containing the 
most relevant knowledge.

And the problem is that how to apply the important semantic knowledge extracted 
from the knowledge graph to guide the process of caption generation, which needs to be 

(9)f t =�
(
Wf xt + Uf ct + Zfht−1 + bf

)

(10)ot =�
(
Woxt + Uoct + Zoht−1 + bo

)

(11)gt =�
(
Wgxt + Ugct + Zght−1 + bg

)

(12)mt =f t ⊙mt−1 + it ⊙ gt

(13)ht =ot ⊙ tanh
(
mt

)

(14)pt+1 =w
T
t+1

Mght
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carefully considered. Since unnecessary inputs may cause noise in the training phase, thus 
reducing the performance of the model. Thereby, we do not directly input the semantic 
knowledge into the input layer of LSTM for training, instead we focus on changing the 
logit layer of the caption generation network, and we augment the probability of some 
potential words that are appear in the constructed semantic knowledge corpus Wk when 
we predict the next word. After using Back Propagation to train the whole model, a more 
robust system is obtained. For this purpose, we changed the Eq. (14) as:

where � is a hyper parameter that measures the degree of introducing external semantic 
knowledge. If the word wt+1 exists in the constructed semantic knowledge corpus Wk , the 
prediction probability of the word will be determined by the prediction probability of the 
generation mechanism and the corresponding retrieval probability pk

(
wt+1

)
 . In general, a 

softmax function is used after Eq. (15) to obtain a normalized word probability distribu-
tion. By adding an additional probability to each possible word, the model will be able to 
discover some implicit cues, thus leading to generate more novel and meaningful captions.

3.4  Sequence generation based on reinforcement learning

Here we discuss the caption generation process of our model. It is sure that in the training 
and inference phase, our proposed two scenarios can not only be appropriately combined 
together to guide the caption generation process, but each can perform solely to address 
the different deficiencies existing in the previous models. Our approach suits the popular 
sequence learning based methods. In other word, the sequence is generated word-by-word. 
The state-of-the-art captioning models are typically trained with cross entropy loss:

where p� is a captioning model with all the parameters � , and the sequence 
(
w∗
1
,… ,w∗

T

)
 

is the ground-truth caption. However, the cross entropy objective function dose not per-
form well with the problem of “exposure bias” (Ranzato et  al. 2015). The issue can be 
mitigated by introducing “scheduled sampling” (Bengio et al. 2015) at the decoding stage. 
However, the “scheduled sampling” strategy seems to be statistically inconsistent. Another 

(15)pt+1 =

{
wT
t+1

Mght + �pk
(
wt+1

)
,wt+1 ∈ WK

wT
t+1

Mght, otherwise

(16)L(�) = −

T∑

t=1

log
(
p�
(
w∗

t
|w∗

1
,… ,w∗

t−1

))

surfboard surfboard

waves

surfing

surfer

surfwear

paddleboard

Co
nc

ep
tN

et

Fig. 3  The illustration of knowledge extraction using an object “surfboard”. For convenience, we simply 
give a part of the results. Note that each relevant semantic entity corresponds to a probability pk that repre-
sents the degree of correlation
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alternative solution to “exposure bias” is reinforcement learning (Liu et al. 2016a, b). In 
this paper, we adopt SCST method to optimize our model. Note that, the caption genera-
tor (LSTM) can be viewed as an “agent”, and the caption words and image features serve 
as “environment”. In addition, p� defines a “policy”, that will result in generating the next 
best word. In this case, we minimize the negative expected reward to train the model:

where r
(
w1∶T

)
 is the score function, here we use CIDEr as Rennie et al. (2017) and Ander-

son et al. (2018). The gradient of this loss then will be approximated as:

where ws
1∶T

 and wm
1∶T

 denote the sampled sequence and the result of greedy decoding, 
respectively. In particular, we set the baseline as r

(
wm
1∶T

)
 , this has made our model achieve 

significant gains in the performance.
The core idea of this reinforcement learning based training approach is to take the 

reward obtained by the inference algorithm used by the current model during testing as the 
baseline of the reinforce algorithm. This approach keeps the model consistent during train-
ing and inference, thereby significantly improving the quality of the generated captions. 
In the later, we demonstrate the effectiveness of our model combining with reinforcement 
learning based training manner.

4  Experiments

In this section, extensive experiments are conducted to evaluate the effectiveness of our 
proposed model. We first introduce the datasets and evaluation metrics. Then, the imple-
mentation details of our experiments are followed. Finally, we make a comparison with 
other state-of-the-art models and give brief analysis of the results.

4.1  Datasets and evaluation metrics

We mainly use the popular MSCOCO 2014 dataset to validate the performance of our pro-
posed models. This large dataset contains 123,287 images, with at least 5 ground-truth sen-
tences are annotated per image for image captioning For fair comparison with other meth-
ods, we adopt the ‘Karpathy’ splits (Johnson et  al. 2016) that have been widely used in 
previous work. Thus, we get 113,287 images for training, and 5,000 images for validation 
and testing respectively. Compared to MSCOCO 2014 dataset, flickr30k dataset is smaller, 
and it contains 31,000 images. Since it does not provide official split, we also follow the 
split presented in work (Johnson et al. 2016), i.e., 29,000 images for training, 1,000 images 
for validation, and 1,000 images for testing. In the training phase, we select the most 8000 
common words in the COCO captions to build our vocabulary, and each word in the vocab-
ulary is presented as a 512-demensional vector.

To automatically evaluate the quality of machine-generated captions remains a great 
challenge, mainly because of the fact that machines lack of the ability to make a suita-
ble judgment independently as humans. Most of the existing evaluation metrics for image 
captioning task attempt to calculate a quantitative value according to the consistency of 
ground-truth annotations and generated captions. Here, we briefly introduce the evaluation 

(17)Lr(�) = −�w1∶Tp�

[
r
(
w1∶T

)]

(18)∇�Lr(�) ≈ −
(
r
(
ws
1∶T

)
− r

(
wm
1∶T

))
∇� log p�

(
ws
1∶T

)
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metrics used in the experiment, including BLEU (Papineni et al. 2002), METEOR (Baner-
jee and Lavie 2005), CIDEr-D (Vedantam et  al. 2015) and ROUGE-L (Lin and Hovy 
2003). BLEU is the most common matric for the evaluation of machine generated sen-
tence. Since BLEU is based on n-gram precision, we choose BLEU-1, BLEU-2, BLEU-3 
and BLEU-4 to evaluate the performance. METEOR is designed to make up for the defi-
ciency of BLUE metric, and it takes sentence stems and synonyms into account to evaluate 
the generated sentence. CIDEr-D metric aims to measure the consensus between human 
annotations and generated captions, it is mainly designed for automatically image caption-
ing. In addition, ROUGE-L metric pays more attention on recall rate, and is also employed 
to our experiments.

4.2  Implementation details

In this work, we use Faster R-CNN as the object detector to detect a number of objects. 
The Faster R-CNN is pretrained on the Visual Genome dataset, and then fine-tuned on 
the MSCOCO dataset. The RPN network, which is part of the Faster R-CNN, is also used 
to generate the region features of the given image. As a result, for each 256 × 256 size 
image, We get 36 2048-dimensional image region vectors. In the decoding stage, we use 
the LSTM network as the decoder, and the input and hidden layers are both set to 512. The 
dimension of word embedding is also set to 512. Since complex network structure usually 
leads to overfitting, we adopt dropout method to randomly inactivate some neurons, here 
the dropout rate is set to 0.5. The hyper parameter � is empirically set to 0.2, and we will 
discuss the selection of � in the later.

The training process is divided into the following two stages: In the first stage, the 
model is trained under cross-entropy, and the mini-batch size is set to 64. In particular, we 
use the Adam optimization function to optimize our network, with the initial learning rate 
of 5 × 10−4 and the momentum of 0.9. At every 5 epochs, the learning rate is annealed by 
0.7. In order to obtain a more generalized model, we select the BLEU-4 metric to monitor 
the training process. Early stopping is applied when the BLEU-4 score continues decrease 
in 5 consecutive epochs, and the maximum iteration is set to 30 epochs. In the second 
stage, the reinforcement learning optimization algorithm is run to further optimize the 
model. At this stage, the training epoch is set to 20, the training batch size is adjusted to 
32, the learning rate is fixed at 1 × 10−4 , and other parameters remain unchanged. During 
the inference phase, we use beam search technology to select the most appropriate caption 
from candidate captions, and the beam size is set to 3. The maximum length of generated 
sentence here is set to 16.

4.3  Experimental results and analysis

4.3.1  Results on MSCOCO and flick30k datasets

As mentioned above, we empirically evaluate the effectiveness of our model on MSCOCO 
and flickr30k datasets. In the following, we compare our model with other state-of-the-art 
models, including attention based models, knowledge incorporated models and reinforce-
ment learning Enhanced models.

Table  1 shows the comparison results of our proposed model with other state-of-the-art 
models on MSCOCO dataset. The best result of each metric in the table is shown in bold, 
as are the tables below. Except for the UP-Down model, our model outperforms all the 
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compared models. Even compared with the state-of-the-art Up-Down model, our model 
obtains superior results on several metrics, especially for BLEU, ROUGE-L and CIDEr-D 
metrics, we achieve BLEU-2 / BLEU-3 / BLEU-4 / ROUGE-L /CIDEr-D scores of 0.638, 
0.490, 0.373, 0.574 and 1.212, respectively. The Up-Down model uses bottom-up image 
features acquired by Faster R-CNN and CIDEr-D optimization technology to train the net-
work, which is similar to ours. Besides, this model especially uses two LSTMs to generate 
captions, which can increase the gains to some extent. In contrast, we only employ one 
LSTM at the decoding stage, this may reduce the performance of the model. However, by 
incorporating word attention and knowledge graph, our full model can achieve comparable 
results even better results than the UP-Down model.

To evaluate the effectiveness of our each design, we implement our several models 
with different components. Let RL denotes our reinforcement learning baseline model, 
RL+WA only incorporates word attention to boost captioning, RL+KG only introduces 
the knowledge graph into the baseline architecture, and RL+MA+KG represents the 
full model that combined with word attention and knowledge graph. We can see from 
Table  2, the RL+WA model and RL+KG model show better results over several metrics 

Table 1  Performance comparison with other state-of-the-art models on the MSCOCO benchmark

Bold values indicate the best results of each metric

Method BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE-L CIDEr-D

Google NIC Vinyals et al. 
(2015)

0.666 0.461 0.329 0.246 – – –

Hard-Attention Xu et al. 
(2015)

0.718 0.504 0.357 0.250 0.230 – –

ATT You et al. (2016) 0.731 0.565 0.424 0.316 0.250 0.535 0.943
Review Net Wu and Cohen 

(2016)
0.720 0.550 0.414 0.313 0.256 0.533 0.965

Areas-Att Pedersoli et al. 
(2017)

– – – 0.307 0.245 – 0.938

Adaptive Lu et al. (2017) 0.742 0.580 0.439 0.332 0.266 – 1.085
Saliency-Att Cornia et al. 

(2018)
0.708 0.536 0.391 0.284 0.248 0.521 0.898

CNet-NIC Zhou et al. (2019) 0.731 0.549 0.405 0.299 0.256 0.539 1.072
SCST:Att2in Rennie et al. 

(2017)
– – – 0.333 0.263 0.553 1.114

Up-Down Anderson et al. 
(2018)

0.798 – – 0.363 0.277 0.569 1.204

Ours 0.793 0.638 0.490 0.373 0.273 0.574 1.212

Table 2  Quantitative results on the use of different components

Bold values indicate the best results of each metric

RL WA KG BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE-L CIDEr-D
√

0.773 0.620 0.470 0.364 0.270 0.561 1.132
√ √

0.775 0.618 0.476 0.358 0.269 0.566 1.165
√ √

0.784 0.627 0.482 0.363 0.270 0.563 1.178
√ √ √

0.793 0.638 0.490 0.373 0.273 0.574 1.212
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than the baseline model (RL), and our RL+WA+KG model achieves best performance 
compared to other models. The results demonstrate that not only the performance of the 
model can be improved by using word attention and knowledge graph alone, but also the 
combination of these two designs can make the model get better performance. In addi-
tion, the use of knowledge graph can bring more benefits than word attention, indicat-
ing that through the incorporation of external knowledge, our model is able to discover 
more important cues to describe the given image.

Table   3 shows the comparision results on Flickr30K dataset. By incorporating 
reinforcement learning technology to optimize our model, it is not surprising that we 
outperform all the compared models. The flickr30k dataset contains less training data, 
Thereby leading to a small reduction in the performance. Even that we achieve superior 
performance on all the standard evaluation metrics. Especially, we show the compari-
sion results on the online MSCOCO evaluation server. As shown in Table  4. Compared 
to the state-of-the-art models, we also achieve better results on almost all the metrics.

4.3.2  The analysis of introducing external knowledge

Acquiring the knowledge from the previous work Li et  al. (2019a), we find that each 
image in the captioning datasets (e.g. MSCOCO, Flickr30k) usually contains a small 
number of objects. Therefore, in the experiment, we select the top-3 objects according 
to the detected score, and inject them into the ConceptNet to retrieve semantic knowl-
edge to boost the caption generation. Hence, given an image we get a series of relevant 
knowledge, with each piece of knowledge contains two parts: semantic entity and the 
relevant probability. Then, we consider to use � to control the degree of introducing 
external knowledge. We intuitively choose the value of � from 0 to 0.9. Figure 4 shows 
the change of BLEU-1, BLEU-2 and ROUGE-L scores conditioned on the selection of 
parameter � . We can see that When � = 0.2 the BLEU-1 score and ROUGE-L score 
reach the peak simultaneously, while the BLEU-2 score reach its maximum at � = 0.3 . 
With the � value continues to increase, the scores of these three metrics gradually 
decrease. We speculate that the large � may reduce the stability of the training model, 
while a smaller � provides little benefits to the caption generation process. To bring a 
bigger benefit, we set the � value to 0.2 in other experiments.

Table 3  performance comparison with other state-of-the-art models on the flickr30k benchmark

Bold values indicate the best results of each metric

Method BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE-L CIDEr-D

Google NIC Vinyals et al. 
(2015)

0.663 0.423 0.277 0.183 – – –

Hard-Attention Xu et al. 
(2015)

0.669 0.439 0.296 0.199 0.185 – –

ATT You et al. (2016) 0.647 0.460 0.324 0.230 0.189 – –
SCA-CNN Chen et al. 

(2017a)
0.662 0.468 0.325 0.223 0.195 – –

Adaptive Lu et al. (2017) 0.677 0.494 0.354 0.251 0.204 – 0.531
Att-Region Wu et al. (2017) 0.730 0.550 0.400 0.280 – – –
ours 0.745 0.566 0.417 0.313 0.221 0.498 0.716
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4.3.3  Attention analysis

As the previous work (Xu et  al. 2015), we visualize the attention on individual pixels, 
thereby better revealing the correctness of the visual attention. Figure 5 shows an example 
of word generation when attending to different regions of the image. (a) and (b) are models 
with and without word attention respectively. As indicated by this example, when generat-
ing the descriptive words, especially the more important words, like “man” and “car”, the 
model with word attention can more accurately focus on the appropriate positions of the 
image. Compared to the model without word attention, the model with word attention can 
predict the word “parked”, indicating that more fine-gained captions can be generated by 
our proposed model. The result shows that our proposed word attention combining with the 
standard visual attention can perform well with the word generation process, and facilitate 
to generate more accurate and fine-grained captions.

4.3.4  Qualitative result analysis

Furthermore, to evaluate the quality of captions generated by the entire model and further 
verify the effectiveness of our proposed two scenarios, we provide a qualitative analysis 
of the results. The visualization results are shown in Fig. 6. It can be seen that by combin-
ing word attention and knowledge graph, our full model can generate more fine-grained 
captions, as well as reveal more implicit aspects of the image, which are not easily to be 
discovered by machines, but it seems not difficult for humans. For example, look at the 
first picture, our model can predict the object “court” even if it does not straightforwardly 
appear in the ground-truth captions. In addtion, the model prefers to use detected objects 
to describe the image, of course these objects also appear in our constructed semantic 
knowledge corpus. However, like most existing models, limited by the caption length, the 
proposed model does not perform well for complex images with multiple objects. See the 
last picture, the model can’t predict the object “table”. It is notable that the multi-object 
captioning involves another more challenging study of artificial intelligence, i.e., dense 
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Fig. 4  The change of BLEU-1, BLEU-2 and ROUGE-L scores after selecting diferent � values. This experi-
ment is conducted on MSCOCO benchmark
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captioning, here we only consider generating a caption of a simple image. In general, our 
model is suitable for the description of most scenes and achieves performance compared to 
the state-of-the-art models.

5  Conclusion

In this paper, we explore to incorporate more useful semantic knowledge, including 
the internal annotation knowledge and the external knowledge extracted from knowl-
edge graph, to reason about more accurate and meaningful captions. We first propose a 
new text-dependent attention mechanism, which we call word attention, to improve the 
correctness of basic visual attention when generating sequential descriptions word-by-
word. The special word attention provides important semantic information to the calcu-
lation of visual attention. We demonstrate that our proposed model incorporating word 
attention as well as visual attention can significantly improve the agreement between 

(a) Model with word attention

(b) Model without word attention

Fig. 5  An example illustrating the effectiveness of word attention. < start > and < end > are tokens repre-
senting the beginning and end of sentence respectively
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regions in image and words in sentence. Then, in order to facilitate meaningful caption-
ing and overcome the problem of misprediction, we introduce a new strategy to incorpo-
rate commonsense knowledge extracted form knowledge graph into the encoder-decoder 
framework. This has indeed enhanced the generalization of our captioning model. Fur-
thermore, we exploit reinforcement learning to optimize our training process, thereby 
making a significant improvement of the captioning performance. By combining the 
above mentioned several strategies, we achieve state-of-the-art performance on several 
standard evaluation metrics.

In the future work, we expect to independently construct a more compact knowledge 
graph by using sentence level and image level semantic information of a given instance to 
boost image captioning.

Generated:
A man in a black shirt is speaking using powerpoint.
Annotations:
A man in a black polo and khakis is giving a 
powerpoint presentation.
Man presenting a powerpoint presentation for 
several people.
A man in a black shirt is addressing a group of 
people.
A gentlemen is giving a presentation via powerpoint.
A man is standing before a classroom and speaking.

Generated:
A tennis player is playing tennis in the court.
Annotations:
A man in blue tennis shorts and a white polo 
shirt braces to hit the tennis ball.
A tennis player locked on to the tennis ball with 
his racket and eyes .
A middle-aged man is about to hit a tennis ball 
with his racket .
A tennis player attempts a backhanded shot .
A man in a white shirt is playing tennis .

Generated:
A girl is playing a top airplane next to a cat.
Annotations:
A little girl dressed in pink on the floor playing 
with a toy airplane with a cat looking on.
A cat is watching the movement of a young girl 
who is playing with a toy airplane.
A girl and her cat are curious to see how this 
airplane is built with legos.
A small child plays with her airplane as a cat 
looks on.
A cat is watching a girl construct a Lego airplane .

Generated:
A man riding a surfboard on top of a wave.
Annotations:
Surfer performing one of his moves on a nice 
sunny day with a scene in the background
A skilled surfer grabbing the tip of his board 
while the rides a wave .
One male surfer doing a turn on a surfboard in 
the ocean .
A surfer in a black wetsuit catches a small 
wave .
Man surfing a wave and pulling off a trick .

Detected objects:
person;  tennis racket; sport ball

Knowledge entities:
man; woman; tennis; pi ckleball; 
badminton;; racquet; racket; court; 
hardcourt 

Detected objects:
person;  surfboard;  beach

Knowledge entities:
man ;  wom an;  sur fb oard ;  wa ve; 
s u r f i n g ;  s u r f w e a r ;  s u r f e r ; 
paddleboard; water; overwater

Detected objects:
person;  cat;  aeroplane

Knowledge entities:
man; woman; girl; cat; dog; kitten; 
sharp teeth; aeroplane; airplane; fly 
machine

Detected objects:
person;  chair;  dining table

Knowledge entities:
m an ;  w o ma n ;  t a b le ;  t a b l e top ; 
worktable; placemat; chair; sofa; bed; 
food; 

Fig. 6  Some examples of captions generated by our full model. The words with green color are the impor-
tant words to be described
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