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#### Abstract

This paper presents the first generalization bounds for time series prediction with a non-stationary mixing stochastic process. We prove Rademacher complexity learning bounds for both average-path generalization with non-stationary $\beta$-mixing processes and path-dependent generalization with non-stationary $\phi$-mixing processes. Our guarantees are expressed in terms of $\beta$ - or $\phi$-mixing coefficients and a natural measure of discrepancy between training and target distributions. They admit as special cases previous Rademacher complexity bounds for non-i.i.d. stationary distributions, for independent but not identically distributed random variables, or for the i.i.d. case. We show that, using a new sub-sample selection technique we introduce, our bounds can be tightened under the natural assumption of asymptotically stationary stochastic processes. We also prove that fast learning rates can be achieved by extending existing local Rademacher complexity analyses to the non-i.i.d. setting. We conclude the paper by providing generalization bounds for learning with unbounded losses and non-i.i.d. data.
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[^0]
## 1 Introduction

Given a sample $\left(\left(X_{1}, Y_{1}\right), \ldots,\left(X_{m}, Y_{m}\right)\right)$ of pairs in $\mathcal{Z}=\mathcal{X} \times \mathcal{Y}$, the standard supervised learning task consists of selecting, out of a class of functions $H$, a hypothesis $h: \mathcal{X} \rightarrow \mathcal{Y}$ that admits a small expected loss measured using some specified loss function $L: \mathcal{Y} \times \mathcal{Y} \rightarrow \mathbb{R}_{+}$. The common assumption in the statistical learning theory and the design of algorithms is that samples are drawn i.i.d. from some unknown distribution and generalization in this scenario has been extensively studied in the past. However, for many problems such as time series prediction, the i.i.d. assumption is too restrictive and it is important to analyze generalization in the absence of that condition. A variety of relaxations of this i.i.d. setting have been proposed in the machine learning and statistics literature. In particular, the scenario in which observations are drawn from a stationary mixing distribution has become standard and has been adopted by most previous studies (Alquier and Wintenberger 2010; Alquier et al. 2014; Agarwal and Duchi 2013; Berti and Rigo 1997; Shalizi and Kontorovich 2013; Meir 2000; Mohri and Rostamizadeh 2009, 2010; Pestov 2010; Ralaivola et al. 2010; Steinwart and Christmann 2009; Yu 1994). In this work, we seek to analyze generalization under the more realistic assumption of non-stationary data. This covers a wide spectrum of stochastic processes considered in applications, including Markov chains, which are non-stationary.

Suppose we are given a doubly infinite sequence of $\mathcal{Z}$-valued random variables $\left\{Z_{t}\right\}_{t=-\infty}^{\infty}$ jointly distributed according to $\mathbf{P}$. We will write $\mathbf{Z}_{a^{b}}$ to denote a vector $\left(Z_{a}, Z_{a+1}, \ldots, Z_{b}\right)$ where $a$ and $b$ are allowed to take values $-\infty$ and $\infty$. Similarly, $\mathbf{P}_{a}^{b}$ denotes the distribution of $\mathbf{Z}_{a}^{b}$. Following Doukhan (1994), we define $\beta$-mixing coefficients for $\mathbf{P}$ as follows. For each positive integer $a$, we set

$$
\begin{equation*}
\beta(a)=\sup _{t}\left\|\mathbf{P}_{-\infty}^{t} \otimes \mathbf{P}_{t+a}^{\infty}-\mathbf{P}_{-\infty}^{t} \wedge \mathbf{P}_{t+a}^{\infty}\right\|_{\mathrm{TV}} \tag{1}
\end{equation*}
$$

where $\mathbf{P}_{-\infty}^{t} \wedge \mathbf{P}_{t+a}^{\infty}$ denotes the joint distribution of $\mathbf{Z}_{-\infty}^{t}$ and $\mathbf{Z}_{t+a}^{\infty}$. Recall that the total variation distance $\|\cdot\|_{\text {Tv }}$ between two probability measures $P$ and $Q$ defined on the same $\sigma$-algebra of events $\mathcal{G}$ is given by $\|P-Q\|_{\mathrm{TV}}=\sup _{A \in \mathcal{G}}|P(A)-Q(A)|$. We say that $\mathbf{P}$ is $\beta$-mixing (or absolutely regular) if $\beta(a) \rightarrow 0$ as $a \rightarrow \infty$. Roughly speaking, this means that the dependence with respect to the past weakens over time. We remark that $\beta$-mixing coefficients can be defined equivalently as follows:

$$
\begin{equation*}
\beta(a)=\sup _{t} \underset{\mathbf{Z}_{-\infty}^{t}}{\mathbb{E}}\left[\left\|\mathbf{P}_{t+a}^{\infty}\left(\cdot \mid \mathbf{Z}_{-\infty}^{t}\right)-\mathbf{P}_{t+a}^{\infty}\right\|_{\mathrm{TV}}\right], \tag{2}
\end{equation*}
$$

where $\mathbf{P}(\cdot \mid \cdot)$ denotes conditional probability measure (Doukhan 1994). Another standard measure of the dependence of the future on the past is the $\varphi$-mixing coefficient defined for all $a>0$ by

$$
\begin{equation*}
\varphi(a)=\sup _{t} \sup _{B \in \mathcal{F}_{t}}\left\|\mathbf{P}_{t+a}^{\infty}(\cdot \mid B)-\mathbf{P}_{t+a}^{\infty}\right\|_{\mathrm{TV}} \tag{3}
\end{equation*}
$$

where $\mathcal{F}_{t}$ is the $\sigma$-algebra generated by $\mathbf{Z}_{-\infty}^{t}$. A distribution $\mathbf{P}$ is said to be $\varphi$-mixing if $\varphi(a) \rightarrow 0$ as $a \rightarrow \infty$. Note that, by definition, $\beta(a) \leq \varphi(a)$, so any $\varphi$-mixing distribution is necessarily $\beta$-mixing. All our results hold for a slightly weaker notion of mixing based on finite-dimensional distributions with $\beta(a)=\sup _{t} \mathbb{E}\left\|\mathbf{P}_{t+a}\left(\cdot \mid \mathbf{Z}_{-\infty}^{t}\right)-\mathbf{P}_{t+a}\right\|_{\mathrm{TV}}$ and $\varphi(a)=$ $\sup _{t} \sup _{B \in \mathcal{F}_{t}}\left\|\mathbf{P}_{t+a}(\cdot \mid B)-\mathbf{P}_{t+a}\right\|_{\mathrm{Tv}}$. We note that, in certain special cases, such as Markov chains, mixing coefficients admit upper bounds that can be estimated from data (Hsu et al. 2015).

We also recall that a sequence of random variables $\mathbf{Z}_{-\infty}^{\infty}$ is (strictly) stationary provided that, for any $t$ and any non-negative integers $m$ and $k, \mathbf{Z}_{t}^{t+m}$ and $\mathbf{Z}_{t+k}^{t+m+k}$ admit the same distribution.

Unlike the i.i.d. case where $\mathbb{E}[L(h(X), Y)]$ is used to measure the generalization error of $h$, in the case of time series prediction, there is no unique commonly used measure to assess the quality of a given hypothesis $h$. One approach consists of seeking a hypothesis $h$ that performs well in the near future, given the observed trajectory of the process. That is, we would like to achieve a small path-dependent generalization error

$$
\begin{equation*}
\mathcal{L}_{T+s}(h)=\underset{Z_{T+s}}{\mathbb{E}}\left[L\left(h\left(X_{T+s}\right), Y_{T+s}\right) \mid \mathbf{Z}_{1}^{T}\right] \tag{4}
\end{equation*}
$$

where $s \geq 1$ is fixed. To simplify the notation, we will often write $\ell(h, z)=L(h(x), y)$, where $z=(x, y)$. For time series prediction tasks, we often receive a sample $\mathbf{Y}_{1}^{T}$ and wish to forecast $Y_{T+s}$. A large class of (bounded-memory) auto-regressive models use the past $q$ observations $\mathbf{Y}_{T-q+1}^{T}$ to predict $Y_{T+s}$. Our scenario includes this setting as a special case where we take $\mathcal{X}=\mathcal{Y}^{q}$ and $Z_{t+s}=\left(\mathbf{Y}_{t-q+1}^{t}, Y_{t+s}\right) .{ }^{1}$ The generalization ability of stable algorithms with error defined by (4) was studied by Mohri and Rostamizadeh (2010).

Alternatively, one may wish to perform well in the near future when being on some "average" trajectory. This leads to the averaged generalization error:

$$
\begin{equation*}
\overline{\mathcal{L}}_{T+s}(h)=\underset{\mathbf{Z}_{1}^{T}}{\mathbb{E}}\left[\mathcal{L}_{T+s}(h)\right]=\underset{Z_{T+s}}{\mathbb{E}}\left[\ell\left(h, Z_{T+s}\right)\right] . \tag{5}
\end{equation*}
$$

We note that $\overline{\mathcal{L}}_{T+s}(h)=\mathcal{L}_{T+s}(h)$ when the training and testing sets are independent. The pioneering work of Yu (1994) led to VC-dimension bounds for $\overline{\mathcal{L}}_{T+s}$ under the assumption of stationarity and $\beta$-mixing. Later, Meir (2000) used that to derive generalization bounds in terms of covering numbers of $H$. These results have been further extended by Mohri and Rostamizadeh (2009) to data-dependent learning bounds in terms of the Rademacher complexity of $H$. Ralaivola et al. (2010), Alquier and Wintenberger (2010), and Alquier et al. (2014) provide PAC-Bayesian learning bounds under the same assumptions.

Most of the generalization bounds for non-i.i.d. scenarios that can be found in the machine learning and statistics literature assume that observations come from a (strictly) stationary distribution. The only exception that we are aware of is the work of Agarwal and Duchi (2013), who present bounds for stable on-line learning algorithms under the assumptions of asymptotically stationary process. ${ }^{2}$ The main contribution of our work is the first generalization bounds for both $\mathcal{L}_{T+s}$ and $\overline{\mathcal{L}}_{T+s}$ when the data is generated by a non-stationary mixing stochastic process. ${ }^{3}$ We also show that mixing is in fact necessary for learning with $\overline{\mathcal{L}}_{T+s}$, which further motivates the study of $\mathcal{L}_{T+s}$.

Next, we strengthen our assumptions and give generalization bounds for asymptotically stationary processes. In doing so, we provide guarantees for learning with Markov chains-most widely used class of stochastic processes. These results are algorithm-agnostic analogues of the algorithm-dependent bounds of Agarwal and Duchi (2013). Agarwal and

[^1]Duchi (2013) also prove fast convergence rates when a strongly convex loss is used. Similarly, Steinwart and Christmann (2009) showed that regularized learning algorithms admit faster convergence rates under the assumptions of mixing and stationarity. We show that this is in fact a general phenomenon and use local Rademacher complexity techniques (Bartlett et al. 2005) to establish faster convergence rates for stationary mixing or asymptotically stationary processes.

Finally, all the existing learning guarantees only hold for bounded loss functions. However, for a large class of time series prediction problems, this assumption is not valid. We conclude this paper by providing the first learning guarantees for unbounded losses and non-i.i.d. data.

A key ingredient of the bounds we present is the notion of discrepancy between two probability distributions that was used by Mohri and Muñoz (2012) to give generalization bounds for sequences of independent (but not identically distributed) random variables. In our setting, discrepancy can be defined as

$$
\begin{equation*}
d\left(t_{1}, t_{2}\right)=\sup _{h \in H}\left|\mathcal{L}_{t_{1}}(h)-\mathcal{L}_{t_{2}}(h)\right| . \tag{6}
\end{equation*}
$$

Similarly, we define $\bar{d}\left(t_{1}, t_{2}\right)$ by replacing $\mathcal{L}_{t}$ with $\overline{\mathcal{L}}_{t}$ in the definition of $d\left(t_{1}, t_{2}\right)$. Discrepancy is a natural measure of the non-stationarity of a stochastic process with respect to the hypothesis class $H$ and a loss function $L$. For instance, if the process is strictly stationary, then $\bar{d}\left(t_{1}, t_{2}\right)=0$ for all $t_{1}, t_{2} \in \mathbb{Z}$. As a more interesting example, consider a weakly stationary stochastic process. A process $\mathbf{Z}$ is weakly stationary if $\mathbb{E}\left[Z_{t}\right]$ is a constant function of $t$ and $\mathbb{E}\left[Z_{t_{1}} Z_{t_{2}}\right]$ only depends on $t_{1}-t_{2}$. If $L$ is a squared loss and a set of linear hypothesis $H=\left\{\mathbf{Y}_{t-q+1}^{T} \mapsto w \cdot \mathbf{Y}_{t-q+1}^{T}: w \in \mathbb{R}^{q}\right\}$ is used, then it can be shown (see Lemma 12; "Appendix 1" that in this case we again have $\bar{d}\left(t_{1}, t_{2}\right)=0$ for all $t_{1}, t_{2} \in \mathbb{Z}$. This example highlights the fact that discrepancy captures not only properties of the distribution of the stochastic processes, but also properties of other important components of the learning problem such as the hypothesis set $H$ and the loss function $L$. An additional advantage of the discrepancy measure is that it can be replaced by an upper bound that, under mild conditions, can be estimated from data (Mansour et al. 2009; Kifer et al. 2004).

The rest of this paper is organized as follows. In Sect. 2, we discuss the main technical tool used to derive our bounds. Sections 3 and 5 present learning guarantees for averaged and pathdependent errors respectively. In Sect. 4 we establish that mixing is a necessary condition for learning with averaged path-dependent errors. In Sect. 6, we analyze generalization with asymptotically stationary processes. We present fast learning rates for the non-i.i.d. setting in Sect. 7. In Sect. 8, we conclude with generalization bounds for unbounded loss functions.

An extended abstract of this work appeared as (Kuznetsov and Mohri 2014). This version includes complete proofs of the results in Sects. 2 and 6 as well as a detailed discussion of the results of Sects. 3, 5 and 6. We have also clarified the proofs in Sect. 7. The material in Sects. 4, 8 and Appendix is also entirely new.

## 2 Independent blocks and sub-sample selection

The first step towards our generalization bounds is to reduce the setting of a mixing stochastic process to a simpler scenario of a sequence of independent random variables, where we can take advantage of known concentration results. One way to achieve this is via the independent block technique introduced by Bernstein (1927) which we now describe.

We can divide a given sample $\mathbf{Z}_{1}^{T}$ into $2 m$ blocks such that each block has size $a_{i}$ and we require $T=\sum_{i=1}^{2 m} a_{i}$. In other words, we consider a sequence of random vectors $\mathbf{Z}(i)=$ $\mathbf{Z}_{l(i)}^{u(i)}, i=1, \ldots, 2 m$ where $l(i)=1+\sum_{j=1}^{i-1} a_{j}$ and $u(i)=\sum_{j=1}^{i} a_{j}$. It will be convenient to refer to even and odd blocks separately. We will write $\mathbf{Z}^{o}=(\mathbf{Z}(1), \mathbf{Z}(3) \ldots, \mathbf{Z}(2 m-1))$ and $\mathbf{Z}^{e}=(\mathbf{Z}(2), \mathbf{Z}(4), \ldots, \mathbf{Z}(2 m))$. In fact, we will often work with blocks that are independent.

Let $\widetilde{\mathbf{Z}}{ }^{o}=(\widetilde{\mathbf{Z}}(1), \ldots, \widetilde{\mathbf{Z}}(2 m-1))$ where $\widetilde{\mathbf{Z}}(i), i=1,3, \ldots, 2 m-1$, are independent and each $\widetilde{\mathbf{Z}}(i)$ has the same distribution as $\mathbf{Z}(i)$. We construct $\widetilde{\mathbf{Z}}^{e}$ in the same way. The following result enables us to relate sequences of dependent and independent blocks.

Proposition 1 Let $g$ be a real-valued Borel measurable function such that $-M_{1} \leq g \leq M_{2}$ for some $M_{1}, M_{2} \geq 0$. Then, the following holds:

$$
\left|\mathbb{E}\left[g\left(\widetilde{\mathbf{Z}}^{o}\right)\right]-\mathbb{E}\left[g\left(\mathbf{Z}^{o}\right)\right]\right| \leq\left(M_{1}+M_{2}\right) \sum_{i=1}^{m-1} \beta\left(a_{2 i}\right)
$$

The proof of this result is given in Yu (1994), which in turn is based on Eberlein (1984) and Volkonskii and Rozanov (1959). ${ }^{4}$ For the sake of completeness, we present the full proof of this result below. We will also use the main steps of this proof as stand-alone results later in the sequel.

Lemma 1 Let $Q$ and $P$ be probability measures on $(\Omega, \mathcal{F})$ and let $h: \Omega \rightarrow \mathbb{R}$ be a Borel measurable function such that $-M_{1} \leq h \leq M_{2}$ for some $M_{1}, M_{2} \geq 0$. Then

$$
|\underset{Q}{\mathbb{E}}[h]-\underset{P}{\mathbb{E}}[h]| \leq\left(M_{1}+M_{2}\right)\|P-Q\|_{\mathrm{TV}} .
$$

Proof We start by proving this claim for simple functions of the form

$$
\begin{equation*}
h=\sum_{j=1}^{k} c_{j} \mathbf{1}_{A_{j}} \tag{7}
\end{equation*}
$$

where $A_{j}$ s are in $\mathcal{F}$ and pairwise disjoint. Note that we do not require $c_{j} \geq 0$. Observe that in this case

$$
\begin{aligned}
\underset{Q}{\mathbb{E}} h-\underset{P}{\mathbb{E}} h & =\sum_{j=1}^{k} c_{j}\left(Q\left(A_{j}\right)-P\left(A_{j}\right)\right) \\
& \leq \sum_{j \in J_{1}} c_{j}\left(Q\left(A_{j}\right)-P\left(A_{j}\right)\right)+\sum_{j \in J_{2}} c_{j}\left(Q\left(A_{j}\right)-P\left(A_{j}\right)\right)
\end{aligned}
$$

[^2]where $J_{1}=\left\{j:\left(Q\left(A_{j}\right)-P\left(A_{j}\right)\right) \leq 0, c_{j} \leq 0\right\}$ and $J_{2}=\left\{j:\left(Q\left(A_{j}\right)-P\left(A_{j}\right)\right) \geq 0, c_{j} \geq\right.$ $0\}$. Therefore,
\[

$$
\begin{aligned}
\underset{Q}{\mathbb{E}} h-\underset{P}{\mathbb{E}} h & \leq M_{1} \sum_{j \in J_{1}}\left(P\left(A_{j}\right)-Q\left(A_{j}\right)\right)+M_{2} \sum_{j \in J_{2}}\left(Q\left(A_{j}\right)-P\left(A_{j}\right)\right) \\
& =M_{1}\left(P\left(\cup_{j \in J_{1}} A_{j}\right)-Q\left(\cup_{j \in J_{1}} A_{j}\right)\right)+M_{2}\left(Q\left(\cup_{j \in J_{2}} A_{j}\right)-P\left(\cup_{j \in J_{2}} A_{j}\right)\right) \\
& \leq\left(M_{1}+M_{2}\right)\|Q-P\|_{\mathrm{TV}},
\end{aligned}
$$
\]

where the equality follows from the fact that $A_{j}$ s are disjoint. By symmetry, $\mathbb{E}_{P} h-\mathbb{E}_{Q} h \leq$ $\left(M_{1}+M_{2}\right)\|Q-P\|_{\mathrm{TV}}$ and combining these results shows that the lemma holds for all simple functions of the form (7). To complete the proof of the lemma we use a standard approximation argument. Set $\Psi_{n}(x)=\min \left(n, 2^{-n}\left\lfloor 2^{n} x\right\rfloor\right)$ for $x \geq 0$ and $\Psi_{n}(x)=-\min \left(n, 2^{-n}\left\lfloor-2^{n} x\right\rfloor\right)$ for $x<0$. From this definition it is immediate that $\Psi_{n}(h)$ converges pointwise to $h$ as $n \rightarrow \infty$ and $-M_{1} \leq \Psi_{n}(h) \leq M_{2}$. Therefore, by the bounded convergence theorem, for any $\epsilon>0$, we can find $n$ such that $\left|\mathbb{E}_{P} h-\mathbb{E}_{P} \Psi_{n}(h)\right|<\epsilon$ and $\left|\mathbb{E}_{Q} h-\mathbb{E}_{Q} \Psi_{n}(h)\right|<\epsilon$. Since $\Psi_{n}(h)$ is a simple function of the form (7), by our previous result and the triangle inequality, we find that

$$
\begin{aligned}
|\underset{P}{\mathbb{E}} h-\underset{Q}{\mathbb{E}} h| & \leq\left|\underset{P}{\mathbb{E}} h-\underset{P}{\mathbb{E}} \Psi_{n}(h)\right|+\left|\underset{P}{\mathbb{E}} \Psi_{n}(h)-\underset{Q}{\mathbb{E}} \Psi_{n}(h)\right|+\left|\underset{Q}{\mathbb{E}} h-\underset{Q}{\mathbb{E}} \Psi_{n}(h)\right| \\
& \leq 2 \epsilon+\left(M_{1}+M_{2}\right)\|Q-P\|_{\mathrm{TV}} .
\end{aligned}
$$

Since the inequality holds for all $\epsilon>0$, we conclude that $\left|\mathbb{E}_{P} h-\mathbb{E}_{Q} h\right| \leq\left(M_{1}+M_{2}\right) \| Q-$ $P \|_{\text {TV }}$.

Note that, if $|g|<M$, then $\left\|\mathbb{E}_{Q} g-\mathbb{E}_{P} g\right\| \leq 2 M\|P-Q\|_{\mathrm{TV}}$ and the factor of 2 is necessary in this bound. Consider a measure space $\Omega=\{0,1\}$ equipped with a $\sigma$-algebra $\mathcal{F}=\{\emptyset,\{0\},\{1\}, \Omega\}$. Let $Q$ and $P$ be probability measures on $(\Omega, \mathcal{F})$ such that $Q\{0\}=$ $P\{1\}=1$ and $Q\{1\}=P\{0\}=0$. If $h(0)=1$ and $h(1)=-1$ then $\left|\mathbb{E}_{Q} h-\mathbb{E}_{P} h\right|=2>$ $1=\|P-Q\|_{\mathrm{Tv}}$. Lemma 1 extended via induction yields the following result.

Lemma 2 Let $m \geq 1$ and $\left(\prod_{k=1}^{m} \Omega_{k}, \prod_{k=1}^{m} \mathcal{F}_{k}\right)$ be a measure space with $P$ a measure on this space and $P_{j}$ the marginal on $\left(\prod_{k=1}^{j} \Omega_{k}, \prod_{k=1}^{j} \mathcal{F}_{k}\right)$. Let $Q_{j}$ be a measure on $\left(\Omega_{j}, \mathcal{F}_{j}\right)$ and define

$$
\beta_{j}=\mathbb{E}\left[\left\|P_{j+1}\left(\cdot \mid \prod_{k=1}^{j} \mathcal{F}_{k}\right)-Q_{j+1}\right\|_{\mathrm{TV}}\right],
$$

for $j \geq 1$ and $\beta_{0}=\left\|P_{1}-Q_{1}\right\|_{\mathrm{TV}}$. Then, for any Borel measurable function $h: \prod_{k=1}^{m} \Omega_{k} \rightarrow$ $\mathbb{R}$ such that $-M_{1} \leq h \leq M_{2}$ for some $M_{1}, M_{2} \geq 0$, the following holds

$$
|\underset{P}{\mathbb{E}}[h]-\underset{Q}{\mathbb{E}}[h]| \leq\left(M_{1}+M_{2}\right) \sum_{j=0}^{m-1} \beta_{j}
$$

where $Q=Q_{1} \otimes Q_{2} \otimes \ldots \otimes Q_{m}$.
Proof We will prove this claim by induction on $m$. First suppose $m=1$. Then, the conclusion follows from Lemma 1. Next, assume that the claim holds for $m-1$, where $m \geq 2$. We will show that it must also hold for $m$. Observe that

$$
|\underset{P}{\mid \mathbb{E}} h-\underset{Q}{\mathbb{E}} h| \leq\left|\underset{P}{\mathbb{E}} h-\underset{P_{m-1} \otimes Q_{m}}{\mathbb{E}} h\right|+\left|\underset{P_{m-1} \otimes Q_{m}}{\mathbb{E}} h-\underset{Q_{1} \otimes \ldots \otimes Q_{m}}{\mathbb{E}} h\right| .
$$

For the first term we observe that

$$
\begin{aligned}
\left|\underset{P}{\mid \mathbb{E}} h-\underset{P_{m-1} \otimes Q_{m}}{\mathbb{E}} h\right| & =\left|\underset{\left.P_{m-1} P_{m} \cdot|\cdot| \mathcal{G}_{m-1}\right)}{\mathbb{E}} h-\underset{P_{m-1}}{\mathbb{E}} \underset{Q_{m}}{\mathbb{E}} h\right| \\
& \leq \underset{P_{m-1}}{\left.\mathbb{E}\left|\underset{P_{m}}{\mathbb{E}} \cdot\right| \cdot \mid \mathcal{G}_{m-1}\right)} h-\underset{Q_{m}}{\mathbb{E}} h \mid,
\end{aligned}
$$

where $\mathcal{G}_{j}=\prod_{k=1}^{j} \mathcal{F}_{k}$. Applying Lemma 1 we have that the first term is bounded by $\left(M_{1}+\right.$ $\left.M_{2}\right) \beta_{m-1}$. To bound the second term we apply Fubini's Theorem, Lemma 1 and inductive hypothesis to get that

$$
\begin{aligned}
\left|\underset{P_{m-1} \otimes Q_{m}}{\mathbb{E}} h-\underset{Q_{1} \otimes \ldots \otimes Q_{m}}{\mathbb{E}} h\right| & =\left|\underset{Q_{m} P_{m-1}}{\mathbb{E}} h-\underset{Q_{m}}{\mathbb{E}} \underset{Q_{1} \otimes \ldots \otimes Q_{m-1}}{\mathbb{E}} \quad h\right| \\
& \leq \underset{Q_{m} \mid P_{m-1}}{\mathbb{E} \mid \mathbb{E}} h-\underset{Q_{1} \otimes \ldots \otimes Q_{m-1}}{\mathbb{E}} h \mid \\
& \leq\left(M_{1}+M_{2}\right) \sum_{j=0}^{m-2} \beta_{j}
\end{aligned}
$$

and the desired conclusion follows.
Proposition 1 now follows from Lemma 2 by taking $Q_{j}$ to be the marginal of $P$ on ( $\Omega_{j}, \mathcal{F}_{j}$ ) and applying it to the case of independent blocks.

Proof of Proposition 1 We start by establishing some notation. Let $P_{j}$ denote the joint distribution of $\mathbf{Z}(1), \mathbf{Z}(3), \ldots, \mathbf{Z}(2 j-1)$ and let $Q_{j}$ denote the distribution of $\mathbf{Z}(2 j-1)$ (or equivalently $\widetilde{\mathbf{Z}}(2 j-1))$. We will also denote the joint distribution of $\mathbf{Z}(2 j+1), \ldots, \mathbf{Z}(2 m-1)$ by $P^{j}$. Set $P=P_{m}$ and $Q=Q_{1} \otimes \ldots \otimes Q_{m}$. In other words, $P$ and $Q$ are distributions of $\mathbf{Z}^{o}$ and $\widetilde{\mathbf{Z}}^{o}$ respectively. Then

$$
\left|\mathbb{E} g\left(\widetilde{\mathbf{Z}}^{o}\right)-\mathbb{E} g\left(\mathbf{Z}^{o}\right)\right|=|\underset{Q}{\mathbb{E}} g-\underset{P}{\mathbb{E}} g| \leq\left(M_{1}+M_{2}\right) \sum_{j=0}^{m-1} \beta_{j}
$$

by Lemma 2. Observing that $\beta_{j} \leq \beta\left(a_{2 j}\right)$ and $\beta_{0}=0$ completes the proof of the Proposition 1.
Proposition 1 is not the only way to relate mixing and independent cases. Next, we introduce an alternative technique that we name sub-sample selection, which is particularly useful when the process is asymptotically stationary. Suppose we are given a sample $\mathbf{Z}_{1}^{T}$. Fix $a \geq 1$ such that $T=m a$ for some $m \geq 1$ and define a sub-sample $\mathbf{Z}^{(j)}=\left(Z_{1+j}, \ldots, Z_{m-1+j}\right)$, $j=0, \ldots, a-1$. An application of Lemma 2 yields the following result.

Proposition 2 Let $g$ be a real-valued Borel measurable function such that $-M_{1} \leq g \leq M_{2}$ for some $M_{1}, M_{2} \geq 0$. Then

$$
\left|\mathbb{E}\left[g\left(\widetilde{\mathbf{Z}}_{\Pi}\right)\right]-\mathbb{E}\left[g\left(\mathbf{Z}^{(j)}\right)\right]\right| \leq\left(M_{1}+M_{2}\right) m \beta(a),
$$

where $\beta(a)=\sup _{t} \mathbb{E}\left[\left\|\mathbb{P}_{t+a}\left(\cdot \mid \mathbf{Z}_{1}^{t}\right)-\Pi\right\|_{\mathrm{TV}}\right]$ and $\widetilde{\mathbf{Z}}_{\Pi}$ is an i.i.d. sample of size $m$ from a distribution $\Pi$.

The proof of Proposition 2 is the same as the proof of Proposition 1 modulo the definition of measure $Q$ which we set to $\Pi^{m}$. Proposition 2 is commonly applied with $\Pi$ the stationary probability measure of an asymptotically stationary process.

## 3 Generalization bound for the averaged error

In this section, we derive a generalization bound for averaged error $\overline{\mathcal{L}}_{T+s}$. Given a sample $\mathbf{Z}_{1}^{T}$ generated by a $\left(\beta\right.$-)mixing process, we define $\Phi\left(\mathbf{Z}_{1}^{T}\right)$ as follows:

$$
\begin{equation*}
\Phi\left(\mathbf{Z}_{1}^{T}\right)=\sup _{h \in H}\left(\overline{\mathcal{L}}_{T+s}(h)-\frac{1}{T} \sum_{t=1}^{T} \ell\left(h, Z_{t}\right)\right) . \tag{8}
\end{equation*}
$$

We assume that $\Phi$ is measurable which can be guaranteed under some additional mild assumption on $\mathcal{Z}$ and $H$. We will also use $I_{1}$ to denote the set of indices of the elements from the sample $\mathbf{Z}_{1}^{T}$ that are contained in the odd blocks. Similarly, $I_{2}$ is used for elements in the even blocks.

We establish our bounds in a series of lemmas. We start by proving a concentration result for dependent non-stationary data.

Lemma 3 Let L be a loss function bounded by $M$, and $H$ an arbitrary hypothesis set. For any $a_{1}, \ldots, a_{2 m}>0$ such that $T=\sum_{i=1}^{2 m} a_{i}$, partition the given sample $\mathbf{Z}_{1}^{T}$ into blocks as described in Sect. 2. Then, for any $\epsilon>\max \left(\mathbb{E}\left[\Phi\left(\widetilde{\mathbf{Z}}^{o}\right)\right], \mathbb{E}\left[\Phi\left(\widetilde{\mathbf{Z}}^{e}\right)\right]\right)$, the following holds:
$\mathbb{P}\left(\Phi\left(\mathbf{Z}_{1}^{T}\right)>\epsilon\right) \leq \mathbb{P}\left(\Phi\left(\widetilde{\mathbf{Z}}^{o}\right)-\mathbb{E}\left[\Phi\left(\widetilde{\mathbf{Z}}^{o}\right)\right]>\epsilon_{1}\right)+\mathbb{P}\left(\Phi\left(\widetilde{\mathbf{Z}}^{e}\right)-\mathbb{E}\left[\Phi\left(\widetilde{\mathbf{Z}}^{e}\right)\right]>\epsilon_{2}\right)+\sum_{i=2}^{2 m-1} \beta\left(a_{i}\right)$,
where $\epsilon_{1}=\epsilon-\mathbb{E}\left[\Phi\left(\widetilde{\mathbf{Z}}^{o}\right)\right]$ and $\epsilon_{2}=\epsilon-\mathbb{E}\left[\Phi\left(\widetilde{\mathbf{Z}}^{e}\right)\right]$.
Proof By convexity of the supremum $\Phi\left(\mathbf{Z}_{1}^{T}\right) \leq \frac{\left|I_{1}\right|}{T} \Phi\left(\mathbf{Z}^{o}\right)+\frac{\left|I_{2}\right|}{T} \Phi\left(\mathbf{Z}^{e}\right)$. Since $\left|I_{1}\right|+\left|I_{2}\right|=T$, for $\frac{\left|I_{1}\right|}{T} \Phi\left(\mathbf{Z}^{o}\right)+\frac{\left|I_{2}\right|}{T} \Phi\left(\mathbf{Z}^{e}\right)$ to exceed $\epsilon$ at least one element of $\left\{\Phi\left(\mathbf{Z}^{o}\right), \Phi\left(\mathbf{Z}^{e}\right)\right\}$ must be greater than $\epsilon$. Thus, by the union bound, we can write

$$
\begin{aligned}
\mathbb{P}\left(\Phi\left(\mathbf{Z}_{1}^{T}\right)>\epsilon\right) & \leq \mathbb{P}\left(\Phi\left(\mathbf{Z}^{o}\right)>\epsilon\right)+\mathbb{P}\left(\Phi\left(\mathbf{Z}^{e}\right)>\epsilon\right) \\
& =\mathbb{P}\left(\Phi\left(\mathbf{Z}^{o}\right)-\mathbb{E}\left[\Phi\left(\widetilde{\mathbf{Z}}^{o}\right)\right]>\epsilon_{1}\right)+\mathbb{P}\left(\Phi\left(\mathbf{Z}^{e}\right)-\mathbb{E}\left[\Phi\left(\widetilde{\mathbf{Z}}^{e}\right)\right]>\epsilon_{2}\right) .
\end{aligned}
$$

We apply Proposition 1 to the indicator functions of the events $\left\{\Phi\left(\mathbf{Z}^{o}\right)-\mathbb{E}\left[\Phi\left(\widetilde{\mathbf{Z}}^{o}\right)\right]>\epsilon_{1}\right\}$ and $\left\{\Phi\left(\mathbf{Z}^{e}\right)-\mathbb{E}\left[\Phi\left(\widetilde{\mathbf{Z}}^{e}\right)\right]>\epsilon_{2}\right\}$ to complete the proof.

Lemma 4 Under the same assumptions as in Lemma 3, the following holds:

$$
\mathbb{P}\left(\Phi\left(\mathbf{Z}_{1}^{T}\right)>\epsilon\right) \leq \exp \left(\frac{-2 T^{2} \epsilon_{1}^{2}}{\left\|\mathbf{a}^{o}\right\|_{2}^{2} M^{2}}\right)+\exp \left(\frac{-2 T^{2} \epsilon_{2}^{2}}{\left\|\mathbf{a}^{e}\right\|_{2}^{2} M^{2}}\right)+\sum_{i=2}^{2 m-1} \beta\left(a_{i}\right),
$$

where $\mathbf{a}^{o}=\left(a_{1}, a_{3}, \ldots, a_{2 m-1}\right)$ and $\mathbf{a}^{e}=\left(a_{2}, a_{4}, \ldots, a_{2 m}\right)$.
Proof We apply McDiarmid's inequality (McDiarmid 1989) to the sequence of independent blocks. We note that if $\widetilde{\mathbf{Z}}^{o}$ and $\widetilde{\mathbf{Z}}$ are two sequences of independent (odd) blocks that differ only by one block (say block $i$ ) then $\Phi\left(\widetilde{\mathbf{Z}}^{o}\right)-\Phi(\widetilde{\mathbf{Z}}) \leq a_{i} \frac{M}{T}$ and it follows from McDiarmid's inequality that

$$
\mathbb{P}\left(\Phi\left(\widetilde{\mathbf{Z}}^{o}\right)-\mathbb{E}\left[\Phi\left(\widetilde{\mathbf{Z}}^{o}\right)\right]>\epsilon_{1}\right) \leq \exp \left(\frac{-2 T^{2} \epsilon_{1}^{2}}{\left\|\mathbf{a}^{o}\right\|_{2}^{2} M^{2}}\right) .
$$

Using the same argument for $\widetilde{\mathbf{Z}}^{e}$ finishes the proof of this lemma.

The next step is to bound $\max \left(\mathbb{E}\left[\Phi\left(\widetilde{\mathbf{Z}}^{o}\right)\right], \mathbb{E}\left[\Phi\left(\widetilde{\mathbf{Z}}^{e}\right)\right]\right)$. The bound that we give is in terms of the block Rademacher complexity defined by

$$
\begin{equation*}
\mathfrak{R}\left(\widetilde{\mathbf{Z}}^{o}\right)=\frac{1}{\left|I_{1}\right|} \mathbb{E}\left[\sup _{h \in H} \sum_{i=1}^{m} \sigma_{i} l(h, \mathbf{Z}(2 i-1))\right], \tag{9}
\end{equation*}
$$

where $\sigma_{i}$ is a sequence of Rademacher random variables and $l(h, \mathbf{Z}(2 i-1))=\sum_{t} \ell\left(h, Z_{t}\right)$ and where the sum is taken over $t$ in the $i$ th odd block. Below we will show that if the block size is constant (i.e. $a_{i}=a$ ), then the block complexity can be bounded in terms of the regular Rademacher complexity.

Lemma 5 For $j=1,2$, let $\Delta^{j}=\frac{1}{\left|I_{j}\right|} \sum_{t \in I_{j}} \bar{d}(t, T+s)$, which is an average discrepancy. Then, the following bound holds:

$$
\begin{equation*}
\max \left(\mathbb{E}\left[\Phi\left(\widetilde{\mathbf{Z}}^{o}\right)\right], \mathbb{E}\left[\Phi\left(\widetilde{\mathbf{Z}}^{e}\right)\right]\right) \leq 2 \max \left(\mathfrak{R}\left(\widetilde{\mathbf{Z}}^{o}\right), \mathfrak{R}\left(\widetilde{\mathbf{Z}}^{e}\right)\right)+\max \left(\Delta^{1}, \Delta^{2}\right) . \tag{10}
\end{equation*}
$$

Proof In the course of this proof, $Z_{t}$ denotes a sample drawn according to the distribution of $\widetilde{\mathbf{Z}}^{o}$ (and not that of $\mathbf{Z}^{o}$ ). Using the sub-additivity of the supremum and the linearity of expectation, we can write

$$
\begin{aligned}
\mathbb{E} & {\left[\sup _{h \in H} \overline{\mathcal{L}}_{T+s}(h)-\frac{1}{\left|I_{1}\right|} \sum_{t \in I_{1}} \ell\left(h, Z_{t}\right)\right] } \\
& =\mathbb{E}\left[\sup _{h \in H} \overline{\mathcal{L}}_{T+s}(h)-\frac{1}{\left|I_{1}\right|} \sum_{t \in I_{1}} \overline{\mathcal{L}}_{t}(h)+\frac{1}{\left|I_{1}\right|} \sum_{t \in I_{1}} \overline{\mathcal{L}}_{t}(h)-\frac{1}{\left|I_{1}\right|} \sum_{t \in I_{1}} \ell\left(h, Z_{t}\right)\right] \\
& \leq \mathbb{E}\left[\sup _{h \in H} \overline{\mathcal{L}}_{T+s}(h)-\frac{1}{\left|I_{1}\right|} \sum_{t \in I_{1}} \overline{\mathcal{L}}_{t}(h)+\sup _{h \in H} \frac{1}{\left|I_{1}\right|} \sum_{t \in I_{1}} \overline{\mathcal{L}}_{t}(h)-\frac{1}{\left|I_{1}\right|} \sum_{t \in I_{1}} \ell\left(h, Z_{t}\right)\right] \\
& =\frac{1}{\left|I_{1}\right|} \sum_{t \in I_{1}} \sup _{h \in H}\left|\overline{\mathcal{L}}_{T+s}(h)-\overline{\mathcal{L}}_{t}(h)\right|+\frac{1}{\left|I_{1}\right|} \mathbb{E}\left[\sup _{h \in H} \sum_{t \in I_{1}} \overline{\mathcal{L}}_{t}(h)-\sum_{t \in I_{1}} \ell\left(h, Z_{t}\right)\right] \\
& =\Delta^{1}+\frac{1}{\left|I_{1}\right|} \mathbb{E}\left[\sup _{h \in H} \sum_{i=1}^{m} \mathbb{E}[l(h, \widetilde{\mathbf{Z}}(2 i-1))]-l(h, \widetilde{\mathbf{Z}}(2 i-1))\right] .
\end{aligned}
$$

The second term can be written as

$$
A=\frac{1}{\left|I_{1}\right|} \mathbb{E}\left[\sup _{h \in H} \sum_{i=1}^{m} A_{i}(h)\right],
$$

with $A_{i}(h)=\mathbb{E}[l(h, \widetilde{\mathbf{Z}}(2 i-1))]-l(h, \widetilde{\mathbf{Z}}(2 i-1))$ for all $i \in[1, m]$. Since the terms $A_{i}(h)$ are all independent, the same proof as that of the standard i.i.d. symmetrization bound in terms of the Rademacher complexity applies and $A$ can be bounded by $\mathfrak{R}\left(\widetilde{\mathbf{Z}}^{o}\right)$. Using the same arguments for even blocks completes the proof.

Combining Lemma 4 and 5 leads directly to the main result of this section.

Theorem 1 With the assumptions of Lemma 3, for any $\delta>\sum_{i=2}^{2 m-1} \beta\left(a_{i}\right)$, with probability $1-\delta$, the following holds for all hypotheses $h \in H$ :

$$
\begin{aligned}
\overline{\mathcal{L}}_{T+s}(h) \leq & \frac{1}{T} \sum_{t=1}^{T} \ell\left(h, Z_{t}\right)+2 \max \left(\Re\left(\widetilde{\mathbf{Z}}^{o}\right), \mathfrak{R}\left(\widetilde{\mathbf{Z}}^{e}\right)\right)+\max \left(\Delta^{1}, \Delta^{2}\right) \\
& +\max \left(\left\|\mathbf{a}^{e}\right\|_{2},\left\|\mathbf{a}^{o}\right\|_{2}\right) \sqrt{\frac{\log \frac{2}{\delta^{\prime}}}{2 T^{2}}}
\end{aligned}
$$

where $\delta^{\prime}=\delta-\sum_{i=2}^{m-1} \beta\left(a_{i}\right)$.
The learning bound of Theorem 1 indicates the challenges faced by the learner when presented with data drawn from a non-stationary stochastic process. In particular, the presence of the term $\max \left(\Delta^{1}, \Delta^{2}\right)$ in the bound shows that generalization in this setting depends on the "degree" of non-stationarity of the underlying process. The dependency in the training instances reduces the effective size of the sample from $T$ to $\left(T /\left(\left\|\mathbf{a}^{e}\right\|_{2}+\left\|\mathbf{a}^{o}\right\|_{2}\right)\right)^{2}$. Observe that for a general non-stationary process the learning bounds presented may not converge to zero as a function of the sample size, due to the discrepancies between the training and target distributions. In Sects. 6 and 7, we will describe some natural assumptions under which this convergence does occur. However, in general, a small discrepancy is necessary for learning to be possible, since Barve and Long (1996) showed that $O\left(\gamma^{1 / 3}\right)$ is a lower bound on the generalization error in the setting of binary classification where the sequence $\mathbf{Z}_{1}^{T}$ is a sequence of independent but not identically distributed random variables and where $\gamma$ is an upper bound on discrepancy. We also note that Theorem 1 can be stated in terms of a slightly tighter notion of discrepancy $\sup _{h}\left|\overline{\mathcal{L}}_{T+s}-\left(1 /\left|I_{j}\right|\right) \sum_{t \in I_{j}} \overline{\mathcal{L}}_{t}\right|$ instead of average instantaneous discrepancies $\Delta^{j}$.

When the same size $a$ is used for all the blocks considered in the analysis, thus $T=2 m a$, then the block Rademacher complexity terms can be replaced with standard Rademacher complexities. Indeed, in that case, we can group the summands in the definition of the block complexity according to sub-samples $\mathbf{Z}^{(j)}$ and use the sub-additivity of the supremum to find that $\Re\left(\widetilde{\mathbf{Z}}^{o}\right) \leq \frac{1}{a} \sum_{j=1}^{a} \Re_{m}\left(\widetilde{\mathbf{Z}}^{(j)}\right)$, where $\Re_{m}\left(\widetilde{\mathbf{Z}}^{(j)}\right)=\frac{1}{m} \mathbb{E}\left[\sup _{h \in H} \sum_{i=1} \sigma_{i} \ell\left(h, Z_{i, j}\right)\right]$ with $\left(\sigma_{i}\right)_{i}$ a sequence of Rademacher random variables and $\left(Z_{i, j}\right)_{i, j}$ a sequence of independent random variables such that $Z_{i, j}$ is distributed according to the law of $Z_{a(2 i-1)+j}$ from $\mathbf{Z}_{1}^{T}$. This leads to the following perhaps more informative but somewhat less tight bound.

Corollary 1 With the assumptions of Lemma 3, and $T=2$ am, for some $a, m>0$, for any $\delta>2(m-1) \beta(a)$, with probability $1-\delta$, the following holds for all hypotheses $h \in H$ :

$$
\overline{\mathcal{L}}_{T+s}(h) \leq \frac{1}{T} \sum_{t=1}^{T} \ell\left(h, Z_{t}\right)+\frac{2}{a} \sum_{j=1}^{2 a} \Re_{m}\left(\widetilde{\mathbf{Z}}^{(j)}\right)+\frac{2}{T} \sum_{t=1}^{T} \bar{d}(t, T+s)+M \sqrt{\frac{\log \frac{2}{\delta^{\prime}}}{8 m}} .
$$

If the process is stationary, then we recover as a special case the generalization bound of Mohri and Rostamizadeh (2009). If $\mathbf{Z}_{1}^{T}$ is a sequence of independent but not identically distributed random variables, we recover the results of Mohri and Muñoz (2012). In the i.i.d. case, Theorem 1 reduces to the generalization bounds of Koltchinskii and Panchenko (2000).

The Rademacher complexity $\Re_{m}\left(\widetilde{\mathbf{Z}}^{(j)}\right)$ that appears in our bound is not standard. In particular, the random variables $\widetilde{Z}_{j}, \widetilde{Z}_{2 a+j}, \ldots, \widetilde{Z}_{2 a(m-1)+j}$ may follow different distributions. However, $\Re_{m}\left(\widetilde{\mathbf{Z}}^{(j)}\right)$ can be analyzed in the same way as the standard Rademacher complexity defined in terms of i.i.d. sample. For instance, it can be bounded in terms
of distribution-agnostic combinatorial complexity measures such as the VC-dimension or growth function using standard results such as Massart's lemma (Mohri et al. 2012). Alternatively, for $\rho$-Lipschitz losses, Talagrand's contraction principle can be used to bound the Rademacher complexity of the set of linear hypotheses $H=\left\{x \rightarrow \mathbf{w} \cdot \Psi(x):\|\mathbf{w}\|_{\mathcal{H}} \leq \Lambda\right\}$ by $\operatorname{\rho r} \Lambda / \sqrt{m}$, where $\mathcal{H}$ is a Hilbert space associated to the feature map $\Psi$ and kernel $K$ and where $r=\sup _{x} K(x, x)$.

## 4 Mixing and averaged generalization error

In this section, we show that mixing is in fact necessary for generalization with respect to averaged error.

We consider a task of forecasting binary sequences over $\mathcal{Y}=\{ \pm 1\}$ using side information in $\mathcal{X}$ and history of the stochastic process. That is, a learning algorithm $\mathcal{A}$ is provided with a sample $\mathbf{Z}_{1}^{T} \in \mathcal{X}^{T} \times\{ \pm 1\}^{T}$ and produces a hypothesis $h_{\mathbf{Z}_{1}^{T}}$. At time $T+1$, side information $X_{T+1}$ is observed and $h_{\mathbf{Z}_{1}^{T}}\left(X_{T+1}\right)$ is forecasted by the algorithm. The performance of the algorithm is evaluated using $L\left(y, y^{\prime}\right)=\mathbf{1}_{y \neq y^{\prime}}$.

We have the following result.

Theorem 2 Let $H$ be a set of hypotheses with $d=V C-\operatorname{dim}(H) \geq 2$. For any algorithm $\mathcal{A}$, there is a stationary process that is not $\beta$-mixing and such that for each $T$, there is $T^{\prime} \geq T$ such that

$$
\begin{equation*}
\mathbb{P}\left(\overline{\mathcal{L}}_{T^{\prime}+1}\left(h_{\mathbf{Z}_{1}^{T^{\prime}}}\right)-\inf _{h \in H} \overline{\mathcal{L}}_{T^{\prime}+1}(h) \geq \frac{1}{2}\right) \geq \frac{1}{8} . \tag{11}
\end{equation*}
$$

Proof Since $d \geq 2$, there is $\mathcal{X}^{\prime}=\left\{x_{1}, x_{2}\right\} \subset \mathcal{X}$ such that this set if fully shattered, that is each of the dichotomies is possible on this set. The stochastic process we will define admits $\mathcal{X}^{\prime}$ for support. We will further assume $H=H^{\prime}$, where $H^{\prime}=\left\{h_{1}, h_{2}, h_{3}, h_{4}\right\}$ is a set of hypotheses that represent all possible dichotomies on $\mathcal{X}$.

Now let $S_{T}$ be sample of size $T$ drawn i.i.d. from a Dirac mass $\delta_{\left(x_{1}, 1\right)}$ and let $h_{S_{T}}$ be a hypothesis produced by $\mathcal{A}$ when trained on this sample. Note that $h_{S_{T}}$ is a random variable and the randomness may come from two sources: the sample $S_{T}$ and the algorithm $\mathcal{A}$ itself. Thus, conditioned on $S_{T}$, let $p_{T}$ be the distribution over $H$ used by the algorithm to produce $h_{S_{T}}$. Note that $p_{T}$ is completely determined by $\left(x_{1}, 1, T\right)$. If the algorithm is deterministic then $p_{T}$ is a point mass.

Consider now a sequence of distributions $p_{1}, p_{2}, \ldots$, define

$$
h_{T}=\underset{h \in H}{\operatorname{argmax}} p_{T}(h)
$$

and observe that $p_{T}\left(h_{T}\right) \geq \frac{1}{4}$. Let $h^{*}$ be an element of $H$ that appears in the sequence $h_{1}, h_{2}, \ldots$ infinitely often. The existence of $h^{*}$ is guaranteed by the finiteness of $H$.

Let $y_{0}=-h^{*}\left(x_{2}\right)$. We define a distribution $\mathcal{D}=\frac{1}{2} \delta_{\left(x_{1}, 1\right)}+\frac{1}{2} \delta_{\left(x_{2}, y_{0}\right)}$. Then let $\left(X_{1}, Y_{1}\right) \sim$ $\mathcal{D}$ and for all $t>1$,

$$
\left(X_{t}, Y_{t}\right) \sim \begin{cases}\delta_{\left(x_{1}, 1\right)}, & \text { if } X_{1}=x_{1} \\ \delta_{\left(x_{2}, y_{0}\right)}, & \text { otherwise }\end{cases}
$$

We first show that this stochastic process satisfies (11). Indeed, observe that $\inf _{h \in H} \overline{\mathcal{L}}_{T^{\prime}+1}$ (h) $=0$ and if $E_{T}=\left\{\overline{\mathcal{L}}_{T+1}\left(h_{\mathbf{Z}_{1}^{T}}\right) \geq \frac{1}{2}\right\}$

$$
\mathbb{P}\left(E_{T^{\prime}}\right)=\frac{1}{2} \mathbb{P}\left(E_{T^{\prime}} \mid X_{1}=x_{1}\right)+\frac{1}{2} \mathbb{P}\left(E_{T^{\prime}} \mid X_{1} \neq x_{1}\right) \geq \frac{1}{2} \mathbb{P}\left(E_{T^{\prime}} \mid X_{1}=x_{1}\right) .
$$

Choose $T^{\prime}$ such that $h_{T^{\prime}}=h^{*}$ and observe that in that case

$$
\frac{1}{2} \mathbb{P}\left(E_{T^{\prime}} \mid X_{1}=x_{1}\right) \geq \frac{1}{8} \mathbb{P}\left(E_{T^{\prime}} \mid h^{*}=h_{T^{\prime}}=h_{\mathbf{Z}_{1}^{T}}, X_{1}=x_{1}\right)=\frac{1}{8}
$$

where the last equality follows from:

$$
\overline{\mathcal{L}}_{T+1}\left(h_{\mathbf{Z}_{1}^{T}}\right)=\frac{1}{2} L\left(h_{T^{\prime}}\left(x_{1}\right), 1\right)+\frac{1}{2} L\left(h_{T^{\prime}}\left(x_{2}\right),-h_{T^{\prime}}\left(x_{2}\right)\right) \geq \frac{1}{2},
$$

when we condition on $h^{*}=h_{T^{\prime}}=h_{\mathbf{Z}_{1}^{T}}$ and $X_{1}=x_{1}$.
We conclude this proof by showing that this process is stationary and not $\beta$-mixing. One can check that for any $t$, and any $k$ and any sequence $\left(z_{1}, \ldots, z_{k}\right)$, the following holds

$$
\mathbb{P}\left(Z_{t}=z_{1}, \ldots, Z_{t+k}=z_{k}\right)= \begin{cases}\frac{1}{2}, & \text { if } z_{1}=\ldots=z_{k}=\left(x_{1}, 1\right), \\ \frac{1}{2}, & \text { if } z_{1}=\ldots=z_{k}=\left(x_{2}, y_{0}\right), \\ 0, & \text { otherwise }\end{cases}
$$

Since the right-hand side is independent of $t$ it follows that this process is stationary. Now observe that for any event $A$

$$
\left|\mathbf{P}_{t+a}\left(A \mid Z_{1}=\left(x_{1}, 1\right), \mathbf{Z}_{2}^{T}\right)-\mathbf{P}_{t+a}(A)\right|=\frac{1}{2}\left|\delta_{\left(x_{2}, y_{0}\right)}(A)-\delta_{\left(x_{1}, 1\right)}(A)\right|
$$

and taking the supremum over $A$ yields that $\left\|\mathbf{P}_{t+a}\left(\cdot \mid Z_{1}=\left(x_{1}, 1\right), \mathbf{Z}_{2}^{T}\right)-\mathbf{P}_{t+a}\right\|_{\mathrm{T} V}=\frac{1}{2}$. Similarly, one can show that $\left\|\mathbf{P}_{t+a}\left(\cdot \mid Z_{1}=\left(x_{2}, y_{0}\right), \mathbf{Z}_{2}^{T}\right)-\mathbf{P}_{t+a}\right\|_{\mathrm{T} V}=\frac{1}{2}$, which proves that $\beta(a)=\frac{1}{2}$ for all $a$ and this process is not $\beta$-mixing.

We note that, in fact, the process that is constructed in Theorem 2 is not even $\alpha$-mixing.
Note that this result does not imply that mixing is necessary for generalization with respect to path-dependent generalization error and this further motivates the study of this quantity.

## 5 Generalization bound for the path-dependent error

In this section, we give generalization bounds for a path-dependent error $\mathcal{L}_{T+s}$ under the assumption that the data is generated by a $(\varphi$-)mixing non-stationary process. In this section, we will use $\Phi\left(\mathbf{Z}_{1}^{T}\right)$ to denote the same quantity as in (8) except that $\overline{\mathcal{L}}_{T+s}$ is replaced with $\mathcal{L}_{T+s}$.

The key technical tool that we will use is the version of McDiarmid's inequality for dependent random variables, which requires a bound on the differences of conditional expectations of $\Phi$ [see Corollary 6.10 in McDiarmid (1989) or "Appendix 3"]. We start with the following adaptation of Lemma 1 to this setting.

Lemma 6 Let $\mathbf{Z}_{1}^{T}$ be a sequence of $\mathcal{Z}$-valued random variables and suppose $g: \mathcal{Z}^{k+j} \rightarrow \mathbb{R}$ is a Borel-measurable function such that $-M_{1} \leq g \leq M_{2}$ for some $M_{1}, M_{2} \geq 0$. Then, for
any $z_{1}, \ldots, z_{k} \in \mathcal{Z}$, the following bound holds:

$$
\begin{aligned}
& \left|\mathbb{E}\left[g\left(Z_{1}, \ldots, Z_{k}, Z_{T-j+1}, \ldots, Z_{T}\right) \mid z_{1}, \ldots, z_{k}\right]-\mathbb{E}\left[g\left(z_{1}, \ldots, z_{k}, Z_{T-j+1}, \ldots, Z_{T}\right)\right]\right| \\
& \quad \leq\left(M_{1}+M_{2}\right) \varphi(T+1-(k+j)) .
\end{aligned}
$$

Proof This result follows from an application of Lemma 1:

$$
\begin{aligned}
& \left|\mathbb{E}\left[g\left(Z_{1}, \ldots, Z_{k}, Z_{T-j+1}, \ldots, Z_{T}\right) \mid z_{1}, \ldots, z_{k}\right]-\mathbb{E}\left[g\left(z_{1}, \ldots, z_{k}, Z_{T-j+1}, \ldots, Z_{T}\right)\right]\right| \\
& \quad \leq\left(M_{1}+M_{2}\right)\left\|\mathbf{P}_{T-j+1}^{T}\left(\cdot \mid z_{1}, \ldots, z_{k}\right)-\mathbf{P}_{T-j+1}^{T}\right\|_{\mathrm{TV}} \\
& \quad \leq\left(M_{1}+M_{2}\right) \varphi(T+1-(k+j)),
\end{aligned}
$$

where the second inequality follows from the definition of $\varphi$-mixing coefficients.
Lemma 7 For any $z_{1}, \ldots, z_{k}, z_{k}^{\prime} \in \mathcal{Z}$ and any $0 \leq j \leq T-k$ with $k>1$, the following holds:

$$
\left|\mathbb{E}\left[\Phi\left(\mathbf{Z}_{1}^{T}\right) \mid z_{1}, \ldots, z_{k}\right]-\mathbb{E}\left[\Phi\left(\mathbf{Z}_{1}^{T}\right) \mid z_{1}, \ldots, z_{k}^{\prime}\right]\right| \leq 2 M\left(\frac{j+1}{T}+\gamma \varphi(j+2)+\varphi(s)\right),
$$

where $\gamma=1$ iff $j+k<T$ and 0 otherwise. Moreover, if $\mathcal{L}_{T+s}(h)=\overline{\mathcal{L}}_{T+s}(h)$ then the term $\varphi(s)$ can be omitted from the bound.

Proof First, we observe that using Lemma 6 we have $\left|\mathcal{L}_{T+s}(h)-\overline{\mathcal{L}}_{T+s}(h)\right| \leq M \varphi(s)$. Next, we use this result, the properties of conditional expectation and Lemma 6 to show that $\mathbb{E}\left[\Phi\left(\mathbf{Z}_{1}^{T}\right) \mid z_{1}, \ldots, z_{k}\right]$ is bounded by

$$
\begin{aligned}
\mathbb{E} & {\left[\left.\sup _{h \in H}\left(\overline{\mathcal{L}}_{T+s}(h)-\frac{1}{T} \sum_{t=1}^{T} \ell\left(h, Z_{t}\right)\right) \right\rvert\, z_{1}, \ldots, z_{k}\right]+M \varphi(s) } \\
& \leq \mathbb{E}\left[\left.\sup _{h \in H}\left(\overline{\mathcal{L}}_{T+s}(h)-\frac{1}{T} \sum_{t=k+j}^{T} \ell\left(h, Z_{t}\right)-\frac{1}{T} \sum_{t=1}^{k-1} \ell\left(h, Z_{t}\right)\right) \right\rvert\, z_{1}, \ldots, z_{k}\right]+\eta \\
& \leq \mathbb{E}\left[\sup _{h \in H}\left(\overline{\mathcal{L}}_{T+s}(h)-\frac{1}{T} \sum_{t=k+j}^{T} \ell\left(h, Z_{t}\right)-\frac{1}{T} \sum_{t=1}^{k-1} \ell\left(h, z_{t}\right)\right)\right]+M \gamma \varphi(j+2)+\eta,
\end{aligned}
$$

where $\eta=M\left(\frac{j}{T}+\varphi(s)\right)$. Using a similar argument to bound $\mathbb{E}\left[\Phi\left(\mathbf{Z}_{1}^{T}\right) \mid z_{1}, \ldots, z_{k}^{\prime}\right]$ from below by $-M\left(\gamma \varphi(j+2)+\frac{j}{T}+\varphi(s)\right)$ and taking the difference completes the proof.

The last ingredient needed to establish a generalization bound for $\mathcal{L}_{T+s}$ is a bound on $\mathbb{E}[\Phi]$. The bound we present is in terms of a discrepancy measure and the sequential Rademacher complexity introduced in Rakhlin et al. (2010) and further shown to characterize learning in scenarios with sequential data (Rakhlin et al. 2011a, b, 2015). We give a brief overview of sequential Rademacher complexity in "Appendix 2".

Lemma 8 The following bound holds

$$
\mathbb{E}\left[\Phi\left(\mathbf{Z}_{1}^{T}\right)\right] \leq \mathbb{E}[\Delta]+2 \mathfrak{R}_{T-s}^{\text {seq }}\left(H_{\ell}\right)+M \frac{s-1}{T}
$$

where $\mathfrak{R}_{T-s}^{\text {seq }}\left(H_{\ell}\right)$ is the sequential Rademacher complexity of the function class $H_{\ell}=\{z \mapsto$ $\ell(h, z): h \in H\}$ and $\Delta=\frac{1}{T} \sum_{t=1}^{T-s} d(t+s, T+s)$.

Proof First, we write $\mathbb{E}\left[\Phi\left(\mathbf{Z}_{1}^{T}\right)\right] \leq \mathbb{E}\left[\sup _{h \in H}\left(\mathcal{L}_{T+s}(h)-\frac{1}{T} \sum_{t=s}^{T} \ell\left(h, Z_{t}\right)\right)\right]+M \frac{s-1}{T}$. Using the sub-additivity of the supremum, we bound the first term by

$$
\mathbb{E}\left[\sup _{h \in H} \frac{1}{T} \sum_{t=1}^{T-s}\left(\mathcal{L}_{t+s}(h)-\ell\left(h, Z_{t+s}\right)\right)\right]+\mathbb{E}\left[\sup _{h \in H} \frac{1}{T} \sum_{t=1}^{T-s}\left(\mathcal{L}_{T+s}(h)-\mathcal{L}_{t+s}(h)\right)\right] .
$$

The first summand above is bounded by $2 \mathfrak{R}_{T-s}^{\mathrm{seq}}\left(H_{\ell}\right)$ by Theorem 2 of Rakhlin et al. (2015). Note that the result of Rakhlin et al. (2015) is for $s=1$ but it can be extended to an arbitrary $s$. We explain how to carry out this extension in "Appendix 2 ". The second summand is bounded by $\mathbb{E}[\Delta]$ by the definition of the discrepancy.

Note that Lemma 8 and all subsequent results in this Section can be stated in terms of a slightly tighter notion of discrepancy $\mathbb{E}\left[\sup _{h}\left|\mathcal{L}_{T+s}-(1 / T) \sum_{t=1}^{T} \mathcal{L}_{t}\right|\right]$ instead of average instantaneous discrepancy $\mathbb{E}[\Delta]$.

McDiarmid's inequality [Corollary 6.10 in McDiarmid (1989)], Lemma 7 and Lemma 8 combined yield the following generalization bound for path-dependent error $\mathcal{L}_{T+s}(h)$.

Theorem 3 Let $L$ be a loss function bounded by $M$ and let $H$ be an arbitrary hypothesis set. Let $\mathbf{d}=\left(d_{1}, \ldots, d_{T}\right)$ with $d_{t}=\frac{j_{t}+1}{T}+\gamma_{t} \varphi\left(j_{t}+2\right)+\varphi(s)$ where $0 \leq j_{t} \leq T-t$ and $\gamma_{t}=1$ iff $j_{t}+t<T$ and 0 otherwise (in case training and testing sets are independent we can take $d_{t}=\frac{j_{t}+1}{T}+\gamma_{t} \varphi\left(j_{t}+2\right)$. Then, for any $\delta>0$, with probability at least $1-\delta$, the following holds for all $h \in H$ :

$$
\mathcal{L}_{T+s}(h) \leq \frac{1}{T} \sum_{t=1}^{T} \ell\left(h, Z_{t}\right)+\mathbb{E}[\Delta]+2 \mathfrak{R}_{T-s}^{\text {seq }}\left(H_{\ell}\right)+M\|\mathbf{d}\|_{2} \sqrt{2 \log \frac{1}{\delta}}+M \frac{s-1}{T} .
$$

Observe that for the bound of Theorem 3 to be nontrivial the mixing rate is required to be sufficiently fast. For instance, if $\varphi(\log (T))=O\left(T^{-2}\right)$, then taking $s=\log (T)$ and $j_{t}=\min \{t, \log T\}$ yields $\|\mathbf{d}\|_{2}=O\left(\sqrt{(\log T)^{3} / T}\right)$. Combining this with an observation that by Lemma $6, \mathbb{E}[\Delta] \leq 2 \varphi(s)+\frac{1}{T} \sum_{t=1}^{T} \bar{d}(t, T+s)$ one can show that for any $\delta>0$ with probability at least $1-\delta$, the following holds for all $h \in H$ :

$$
\mathcal{L}_{T+s}(h) \leq \frac{1}{T} \sum_{t=1}^{T} \ell\left(h, Z_{t}\right)+2 \mathfrak{R}_{T-s}^{\mathrm{seq}}\left(H_{\ell}\right)+\frac{1}{T} \sum_{t=1}^{T} \bar{d}(t, T+s)+O\left(\sqrt{\frac{(\log T)^{3}}{T}}\right) .
$$

As commented in Sect. 3, in general, our bounds are convergent under some natural assumptions examined in the next sections.

## 6 Asymptotically stationary processes

In Sects. 3 and 5 we observed that, for a general non-stationary process, our learning bounds may not converge to zero as a function of the sample size, due to the discrepancies between the training and target distributions. The bounds that we derive suggest that for that convergence to take place, training distributions should "get closer" to the target distribution. However, the issue is that as the sample size grows, the target "is moving". In light of this, we consider a stochastic process that converges to some stationary distribution $\Pi$. More precisely, we define

$$
\begin{equation*}
\beta(a)=\sup _{t} \mathbb{E}\left[\left\|\mathbf{P}_{t+a}\left(\cdot \mid \mathbf{Z}_{-\infty}^{t}\right)-\Pi\right\|_{\mathrm{TV}}\right] \tag{12}
\end{equation*}
$$

and define $\phi(a)$ in a similar way. We say that a process is $\beta$ - or $\phi$-mixing if $\beta(a) \rightarrow 0$ or $\phi(a) \rightarrow 0$ as $a \rightarrow \infty$ respectively. We define a process to be asymptotically stationary if it is either $\beta$ - or $\phi$-mixing. ${ }^{5}$ This is precisely the assumption used by Agarwal and Duchi (2013) to give stability bounds for on-line learning algorithms. Note that the notions of $\beta$ and $\phi$-mixing are strictly stronger than the necessary mixing assumptions in Sects. 3 and 5. Indeed, consider a sequence $Z_{t}$ of independent Gaussian random variables with mean $t$ and unit variance. It is immediate that this sequence is $\beta$-mixing but it is not $\beta$-mixing. On the other hand, if we use finite-dimensional mixing coefficients, then the following holds:

$$
\begin{aligned}
\beta(a) & =\sup _{t} \mathbb{E}\left[\left\|\mathbf{P}_{t+a}\left(\cdot \mid \mathbf{Z}_{-\infty}^{t}\right)-\mathbf{P}_{t+a}\right\|_{\mathrm{TV}}\right] \\
& \leq \sup _{t} \mathbb{E}\left[\left\|\mathbf{P}_{t+a}\left(\cdot \mid \mathbf{Z}_{-\infty}^{t}\right)-\Pi\right\|_{\mathrm{TV}}\right]+\sup _{t} \sup _{A}\left|\mathbb{E}\left[\underset{t+a}{\mathbb{E}}\left[\mathbf{1}_{A} \mid \mathbf{Z}_{-\infty}^{t}\right]\right]-\Pi\right| \\
& \leq 2 \beta(a) .
\end{aligned}
$$

However, note that a stationary $\beta$-mixing process is necessarily $\beta$-mixing with $\Pi=\mathbf{P}_{0}$.
Asymptotically stationary processes constitute an important class of stochastic processes that are common in many modern applications. In particular, any homogeneous aperiodic irreducible Markov chain with stationary distribution $\Pi$ is asymptotically stationary since

$$
\phi(a)=\sup _{t} \sup _{z_{1}^{T}}\left[\left\|\mathbf{P}_{t+a}\left(\cdot \mid z_{1}^{T}\right)-\Pi\right\|_{\mathrm{TV}}\right]=\sup _{z \in \mathcal{Z}}\left[\left\|\mathbf{P}_{a}(\cdot \mid z)-\Pi\right\|_{\mathrm{TV}}\right] \rightarrow 0
$$

where the second equality follows from homogeneity and the Markov property and where the limit result is a consequence of the Markov Chain Convergence Theorem. Note that, in general, a Markov chain may not be stationary, which shows that the generalization bounds that we present here are an important extension of statistical learning theory to a scenario frequent appearing in applications.

We define the long-term loss or error $\mathcal{L}_{\Pi}(h)=\mathbb{E}_{\Pi}[\ell(h, Z)]$ and observe that $\overline{\mathcal{L}}_{T}(h) \leq$ $\mathcal{L}_{\Pi}(h)+M \beta(T)$ since by Lemma 1 the following inequality holds:

$$
\begin{aligned}
\left|\overline{\mathcal{L}}_{T}(h)-\mathcal{L}_{\Pi}(h)\right| & \leq M\left\|\mathbf{P}_{T}-\Pi\right\|_{\mathrm{TV}} \leq M \mathbb{E}\left[\left\|\mathbf{P}_{T}\left(\cdot \mid \mathcal{F}_{0}\right)-\Pi\right\|_{\mathrm{TV}}\right] \\
& \leq \sup _{t} \mathbb{E}\left[\left\|\mathbf{P}_{T+t}\left(\cdot \mid \mathcal{F}_{t}\right)-\Pi\right\|_{\mathrm{TV}}\right]=M \beta(T) .
\end{aligned}
$$

Similarly, we can show that the following holds: $\mathcal{L}_{T+s}(h) \leq \mathcal{L}_{\Pi}(h)+M \phi(s)$. Therefore, we can use $\mathcal{L}_{\Pi}$ as a proxy to derive our generalization bound. With this in mind, we consider $\Phi\left(\mathbf{Z}_{1}^{T}\right)$ defined as in (8) except $\overline{\mathcal{L}}_{T+s}$ is replaced by $\mathcal{L}_{\Pi}$. Using the sub-sample selection technique of Proposition 2 and the same arguments as in the proof of Lemma 3, we obtain the following result.

Lemma 9 Let L be a loss function bounded by $M$ and $H$ any hypothesis set. Suppose that $T=$ ma for some $m, a>0$. Then, for any $\epsilon>\mathbb{E}\left[\Phi\left(\widetilde{\mathbf{Z}}_{\Pi}\right)\right]$, the following holds:

$$
\begin{equation*}
\mathbb{P}\left(\Phi\left(\mathbf{Z}_{1}^{T}\right)>\epsilon\right) \leq a \mathbb{P}\left(\Phi\left(\widetilde{\mathbf{Z}}_{\Pi}\right)-\mathbb{E}\left[\Phi\left(\widetilde{\mathbf{Z}}_{\Pi}\right)\right]>\epsilon^{\prime}\right)+T \beta(a), \tag{13}
\end{equation*}
$$

where $\epsilon^{\prime}=\epsilon-\mathbb{E}\left[\Phi\left(\widetilde{\mathbf{Z}}_{\Pi}\right)\right]$ and $\widetilde{\mathbf{Z}}_{\Pi}$ is an i.i.d. sample of size $m$ from $\Pi$.
Proof By convexity of the supremum, the following holds:

$$
\Phi\left(\mathbf{Z}_{1}^{T}\right) \leq \frac{1}{a} \sum_{j=1}^{a} \sup _{h \in H}\left(\mathcal{L}_{\Pi}(h)-\frac{1}{m} \sum_{t=0}^{m-1} \ell\left(h, Z_{t a+j}\right)\right) .
$$

[^3]We denote by $\Phi\left(\mathbf{Z}^{(j)}\right)$ the $j$-summand appearing on the right-hand side. For $\Phi\left(\mathbf{Z}_{1}^{T}\right)$ to exceed $\epsilon$ at least one of $\Phi\left(\mathbf{Z}^{(j)}\right)$ s must exceed $\epsilon$. Thus, by the union bound, we have that

$$
\mathbb{P}\left(\Phi\left(\mathbf{Z}_{1}^{T}\right) \geq \epsilon\right) \leq \sum_{j=1}^{a} \mathbb{P}\left(\Phi\left(\mathbf{Z}^{(j)}\right) \geq \epsilon\right)
$$

Applying Proposition 2 to each term on the right-hand side yields the desired result.
Using the standard Rademacher complexity bound of Koltchinskii and Panchenko (2000) for $\mathbb{P}\left(\Phi\left(\widetilde{\mathbf{Z}}_{\Pi}\right)-\mathbb{E}\left[\Phi\left(\widetilde{\mathbf{Z}}_{\Pi}\right)\right]>\epsilon^{\prime}\right)$ yields the following result.

Theorem 4 With the assumptions of Lemma 9, for any $\delta>a(m-1) \beta(a)$, with probability $1-\delta$, the following holds for all hypothesis $h \in H$ :

$$
\mathcal{L}_{\Pi}(h) \leq \frac{1}{T} \sum_{t=1}^{T} \ell\left(h, Z_{t}\right)+2 \mathfrak{R}_{m}(H, \Pi)+M \sqrt{\frac{\log \frac{a}{\delta^{\prime}}}{2 m}},
$$

where $\delta^{\prime}=\delta-T \beta(a)$ and $\Re_{m}(H, \Pi)=\frac{1}{m} \mathbb{E}\left[\sup _{h \in H} \sum_{i=1}^{m} \sigma_{i} \ell\left(h, \widetilde{Z}_{\Pi, i}\right)\right]$ with $\sigma_{i} a$ sequence of Rademacher random variables.

Note that our bound requires the confidence parameter $\delta$ to be at least $T \beta(a)$. Therefore, for the bound to hold with high probability, we need to require $T \beta(a) \rightarrow 0$ as $T \rightarrow \infty$. This imposes restrictions on the speed of decay of $\beta$. Suppose first that our process is algebraically $\beta$-mixing, that is $\beta(a) \leq C a^{-d}$ where $C>0$ and $d>0$. Then $T \beta(a) \leq C_{0} T a^{-d}$ for some $C_{0}>0$. Therefore, we would require $a=T^{\alpha}$ with $\frac{1}{d}<\alpha \leq 1$, which leads to a convergence rate of the order $\sqrt{T^{(\alpha-1)} \log T}$. Note that we must have $d>1$. If the processes is exponentially $\beta$-mixing, i.e. $\beta(a) \leq C e^{-d a}$ for some $C, d>0$, then setting $a=\log T^{2 / d}$ leads to a convergence rate of the order $\sqrt{T^{-1}(\log T)^{2}}$.

The Rademacher complexity $\Re_{m}(H, \Pi)$ can be upper bounded by distribution-agnostic combinatorial measures of complexity such as VC-dimension using standard techniques. Alternatively, using the same arguments, it is possible to replace $\Re_{m}(H, \Pi)$ by its empirical counterpart $\frac{1}{m} \mathbb{E}\left[\sup _{h \in H} \sum_{t=0}^{m-1} \sigma_{t} \ell\left(h, Z_{a t+j}\right) \mid \mathbf{Z}^{(j)}\right]$ leading to data-dependent bounds.

Corollary 2 With the assumptions of Lemma 9, for any $\delta>2 a(m-1) \beta(a)$, with probability $1-\delta$, the following holds for all hypothesis $h \in H$ :

$$
\mathcal{L}_{\Pi}(h) \leq \frac{1}{T} \sum_{t=1}^{T} \ell\left(h, Z_{t}\right)+\frac{2}{a} \sum_{j=1}^{a} \widehat{\Re}_{m}\left(H, \mathbf{Z}^{(j)}\right)+3 M \sqrt{\frac{\log \frac{2 a}{\delta^{\prime}}}{2 m}},
$$

where $\delta^{\prime}=\delta-T \beta(a)$ and $\widehat{\mathfrak{R}}_{m}\left(H, \mathbf{Z}^{(j)}\right)=\frac{1}{m} \mathbb{E}\left[\sup _{h \in H} \sum_{t=0}^{m-1} \sigma_{t} \ell\left(h, Z_{a t+j)} \mid \mathbf{Z}^{(j)}\right]\right.$ is empirical Rademacher complexity with $\sigma_{i}$ a sequence of Rademacher random variables.

Proof By union bound, it follows that

$$
\mathbb{P}\left(\Re_{m}(H, \Pi)-\frac{1}{a} \sum_{j=1}^{a} \widehat{\Re}_{m}\left(H, \mathbf{Z}^{(j)}\right) \geq \epsilon\right) \leq \sum_{j=1}^{a} \mathbb{P}\left(\Psi\left(\mathbf{Z}^{(j)}\right) \geq \epsilon\right)
$$

where $\Psi\left(\mathbf{Z}^{(j)}\right)=\mathfrak{R}_{m}(H, \Pi)-\widehat{\mathfrak{R}}_{m}\left(H, \mathbf{Z}^{(j)}\right)$. By Proposition 2, we can bound the above by

$$
a \mathbb{P}\left(\Psi\left(\mathbf{Z}_{\Pi}\right) \geq \epsilon\right)+T \beta(a),
$$

where $\mathbf{Z}_{\Pi}$ is an i.i.d. sample of size $m$ from $\Pi$. The rest of the proof follows from the standard result for Rademacher complexity of i.i.d. random variables, McDiarmid's inequality and union bound.

The significance of Corollary 2 follows from the fact that $\widehat{\Re}_{m}\left(H, \mathbf{Z}^{(j)}\right)$ can be estimated from the sample $\mathbf{Z}_{1}^{T}$ leading to learning bounds that can computed from the data.

We conclude this section by observing that Theorem 1 and 3 could also be used to derive similar learning guarantees to the ones presented in this section by directly upper bounding the discrepancy:

$$
\begin{aligned}
\bar{d}(T+s, t)=\sup _{h}\left|\overline{\mathcal{L}}_{T+s}(h)-\overline{\mathcal{L}}_{t}(h)\right| \leq & \sup _{h}\left|\overline{\mathcal{L}}_{T+s}(h)-\mathcal{L}_{\Pi}(h)\right|+\sup _{h}\left|\overline{\mathcal{L}}_{t}(h)-\mathcal{L}_{\Pi}(h)\right| \\
\leq & \mathbb{E}\left[\sup _{h}\left|\mathbb{E}\left[\ell\left(h, Z_{T+s}\right) \mid \mathbf{Z}_{-\infty}^{0}\right]-\mathcal{L}_{\Pi}(h)\right|\right. \\
& +\mathbb{E}\left[\sup _{h}\left|\mathbb{E}\left[\ell\left(h, Z_{t}\right) \mid \mathbf{Z}_{-\infty}^{0}\right]-\mathcal{L}_{\Pi}(h)\right|\right. \\
\leq & \beta(T+s)+\beta(t),
\end{aligned}
$$

and similarly for $d(T+s, t) \leq \phi(T+s)+\phi(t)+2 \phi(s)$. However, we chose to illustrate our sub-sample selection technique in this simpler setting since we will use it in Sects. 7 and 8 to give fast rates and learning guarantees for unbounded losses for non-i.i.d. data.

## 7 Fast rates for non-i.i.d. data

For stationary mixing processes, Steinwart and Christmann (2009) established fast convergence rates when a class of regularized learning algorithms is considered. ${ }^{6}$ Agarwal and Duchi (2013) also showed that stable on-line learning algorithms enjoy faster convergence rates if the loss function is strictly convex. In this section, we present an extension of the local Rademacher complexity results of Bartlett et al. (2005) which imply that, under some mild assumptions on the hypothesis set (that are typically adopted in i.i.d. setting as well), it is possible to achieve fast learning rates when the data is generated by an asymptotically stationary process.

The technical assumption that we will exploit is that the Rademacher complexity $\Re_{m}\left(H_{\ell}\right)$ of the function class $H_{\ell}=\{z \mapsto \ell(h, z): h \in H\}$ is bounded by some sub-root function $\psi(r)$. A non-negative non-decreasing function $\psi(r)$ is said to be sub-root if $\psi(r) / \sqrt{r}$ is non-increasing. Note that in this section $\mathfrak{R}_{m}(F)$ always denotes the standard Rademacher complexity with respect to distribution $\Pi$ defined by $\mathfrak{R}_{m}(F)=\mathbb{E}\left[\sup _{f \in F} \frac{1}{m} \sum_{i=1}^{m} \sigma_{i} f\left(\widetilde{Z}_{i}\right)\right]$ where $\widetilde{Z}_{i}$ is an i.i.d. sample of size $m$ drawn according to $\Pi$ and $F$ is an arbitrary function class. Observe that one can always find a sub-root upper bound on $\mathfrak{R}_{m}\left(\left\{f \in F: \mathbb{E}\left[f^{2}\right] \leq r\right\}\right)$ by considering a slightly enlarged function class. More precisely, for

$$
\mathfrak{R}_{m}\left(\left\{f \in F: \mathbb{E}\left[f^{2}\right] \leq r\right\}\right) \leq \mathfrak{R}_{m}\left(\left\{g: \mathbb{E}\left[g^{2}\right] \leq r, g=\alpha f, \alpha \in[0,1], f \in F\right\}\right)=\psi(r),
$$

$\psi(r)$ can be shown to be sub-root [see Lemma 3.4 in Bartlett et al. (2005)]. The following analogue of Theorem 3.3 in Bartlett et al. (2005) for the i.i.d. setting is the main result of this section.

[^4]Theorem 5 Let $T=$ am for some $a, m>0$. Assume that the Rademacher complexity $\mathfrak{R}_{m}\left(\left\{g \in H_{\ell}: \mathbb{E}\left[g^{2}\right] \leq r\right\}\right)$ is upper bounded by a sub-root function $\psi(r)$ with a fixed point $r^{*} .{ }^{7}$ Then, for any $K>1$ and any $\delta>T \beta(a)$, with probability at least $1-\delta$, the following holds for all $h \in H$ :

$$
\begin{equation*}
\mathcal{L}_{\Pi}(h) \leq\left(\frac{K}{K-1}\right) \frac{1}{T} \sum_{t=1}^{T} \ell\left(h, Z_{t}\right)+C_{1} r^{*}+\frac{C_{2} \log \frac{a}{\delta^{\prime}}}{m} \tag{14}
\end{equation*}
$$

where $\delta^{\prime}=\delta-T \beta(a), C_{1}=704 K / M$, and $C_{2}=26 M K+11 M$.
Before we prove Theorem 5, we discuss the consequences of this result. Theorem 5 tells us that with high probability, for any $h \in H, \mathcal{L}_{\Pi}(h)$ is bounded by a term proportional to the empirical loss, another term proportional to $r^{*}$, which represents the complexity of $H$, and a term in $O\left(\frac{1}{m}\right)=O\left(\frac{2 a}{T}\right)$. Here, $m$ can be thought of as an "effective" size of the sample and $a$ the price to pay for the dependency in the training sample. In certain situations of interest, the complexity term $r^{*}$ decays at a fast rate. For example, if $H_{\ell}$ is a class of $\{0,1\}$-valued functions with finite VC-dimension $d$, then we can replace $r^{*}$ in the statement of the Theorem with a term of order $d \log \frac{m}{d} / m$ at the price of slightly worse constants [see Corollary 2.2, Corollary 3.7, and Theorem B. 7 in Bartlett et al. (2005)].

Note that unlike standard high probability results, our bound requires the confidence parameter $\delta$ to be at least $T \beta(a)$. Therefore, for our bound to hold with high probability, we need to require $T \beta(a) \rightarrow 0$ as $T \rightarrow \infty$ which depends on mixing rate. Suppose that our process is algebraically mixing, that is $\beta(a) \leq C a^{-d}$ where $C>0$ and $d>0$. Then, we can write $T \beta(a) \leq C T a^{-d}$ and in order to guarantee that $T \beta(a) \rightarrow 0$ we would require $a=T^{\alpha}$ with $\frac{1}{d}<\alpha \leq 1$. On the other hand, this leads to a rate of convergence of the order $T^{\alpha-1} \log T$ and in order to achieve a fast rate, we need $\frac{1}{2}>\alpha$ which is possible only if $d>2$. We conclude that for a high probability fast rate result, in addition to the technical assumptions on the function class $H_{\ell}$, we may also need to require that the process generating the data be algebraically mixing with exponent $d>2$. We remark that if the underlying stochastic process is geometrically mixing, that is $\beta(a) \leq C e^{-d a}$ for some $C, d>0$, then a similar analysis shows that taking $a=\log T^{2 / d}$ leads to a high probability fast rate of $T^{-1}(\log T)^{2}$.

We now present the proof of Theorem 5.
Proof First, we define

$$
\Phi\left(\mathbf{Z}_{1}^{T}\right)=\sup _{h \in H}\left(\mathcal{L}_{\Pi}(h)-\frac{K}{K-1} \frac{1}{T} \sum_{t=1}^{T} \ell\left(h, Z_{t}\right)\right) .
$$

Observe that $\Phi\left(\mathbf{Z}_{1}^{T}\right) \leq \frac{1}{a} \sum_{j=1}^{a} \Phi\left(\mathbf{Z}^{(j)}\right)$ and at least one of $\Phi\left(\mathbf{Z}^{(j)}\right)$ s must exceed $\epsilon$ in order for event $\left\{\Phi\left(\mathbf{Z}_{1}^{T}\right) \geq \epsilon\right\}$ to occur. Therefore, by the union bound and the sub-sample selection technique of Proposition 2, we obtain that

$$
\mathbb{P}\left(\Phi\left(\mathbf{Z}_{1}^{T}\right)>\epsilon\right) \leq a \mathbb{P}\left(\Phi\left(\widetilde{\mathbf{Z}}_{\Pi}\right)>\epsilon\right)+T \beta(a)
$$

where $\widetilde{\mathbf{Z}}_{\Pi}$ is an i.i.d. sample of size $m$ from $\Pi$. By Theorem 3.3 of Bartlett et al. (2005), if $\epsilon=C_{1} r^{*}+\frac{C_{2} \log \frac{a}{\delta^{\prime}}}{m}$, then $a \mathbb{P}\left(\Phi\left(\widetilde{\mathbf{Z}}_{\Pi}\right)>\epsilon\right)$ is bounded above by $\delta-a(m-1) \beta(a)$, which completes the proof. Note that Theorem 3.3 requires that there exists $B$ such that $\mathbb{E}_{\Pi}\left[g^{2}\right] \leq B \mathbb{E}_{\Pi}[g]$ for all $g \in H_{\ell}$. This condition is satisfied with $B=M$ since each $g \in H_{\ell}$ is a bounded non-negative function.

[^5]We remark that, using similar arguments, most of the results of Bartlett et al. (2005) can be extended to the setting of asymptotically stationary processes. Of course, these results also hold for stationary $\beta$-mixing processes since, as we pointed out in Sect. 6, these are just a special case of asymptotically stationary processes.

## 8 Unbounded loss functions

The learning guarantees that we have presented so far only hold for bounded loss functions. For a large variety of time series prediction problems, this assumption does not hold. We now demonstrate that the sub-sample selection technique of Proposition 2 enables us to extend the relative deviation bounds (Cortes et al. 2013; Vapnik 1998) to the setting of asymptotically stationary processes, thereby providing guarantees for learning with unbounded losses in this scenario. In fact, since stationary mixing processes are asymptotically stationary, these results are the first generalization bounds for unbounded losses even in that simpler case.

The guarantees that we present are in terms of the expected number of dichotomies generated by a set $Q=\left\{(z, t) \mapsto \mathbf{1}_{\ell(h, z) \geq t}: h \in H, t \in \mathbb{R}\right\}$ over the sample $\mathbf{Z}_{1}^{T}$ that we denote by $\mathbb{S}_{Q}\left(\mathbf{Z}_{1}^{T}\right)$. We will also use the following notation for the $\alpha$ th moment of the loss function with respect to stationary distribution: $\mathcal{L}_{\Pi, \alpha}(h)=\mathbb{E}_{\Pi}\left[\ell(h, Z)^{\alpha}\right]$. Define

$$
\Phi_{\tau, \alpha}\left(\mathbf{Z}_{1}^{T}\right)=\sup _{h}\left(\frac{\mathcal{L}_{\Pi}(h)-\frac{1}{T} \sum_{t=1}^{T} \ell\left(h, Z_{t}\right)}{\left(\mathcal{L}_{\Pi, \alpha}+\tau\right)^{1 / \alpha}}\right) .
$$

Lemma 10 Let $0 \leq \epsilon<1,1<\alpha \leq 2$, and $0<\tau^{\frac{\alpha-1}{\alpha}} \leq \epsilon^{\frac{\alpha}{\alpha-1}}$. Let L be any (possibly unbounded) loss function and $H$ any hypothesis set such that $\mathcal{L}_{\Pi, \alpha}(h)<\infty$ for all $h \in H$. Suppose that $T=m a$ for some $m, a>0$. Then, for any $\epsilon>0$, the following holds:

$$
\mathbb{P}\left(\Phi_{\tau, \alpha}\left(\mathbf{Z}_{1}^{T}\right)>\Gamma(\alpha, \epsilon) \epsilon\right) \leq a \mathbb{P}\left(\Phi_{\tau, \alpha}\left(\widetilde{\mathbf{Z}}_{\Pi}\right)>\Gamma(\alpha, \epsilon) \epsilon\right)+T \beta(a)
$$

where $\widetilde{\mathbf{Z}}_{\Pi}$ is an i.i.d. sample of size $m$ from $\Pi$ and $\Gamma(\alpha, \epsilon)=\frac{\alpha-1}{\alpha}(1+\tau)^{\frac{1}{\alpha}}+\frac{1}{\alpha}\left(\alpha_{\alpha-1}^{\alpha-1}\right)(1+$ $\left.\left(\frac{\alpha-1}{\alpha}\right)^{\alpha} \tau^{\frac{1}{\alpha}}\right)^{\frac{1}{\alpha}}\left[1+\left(\frac{\alpha-1}{\alpha}\right)^{\frac{\alpha-1}{\alpha}} \log (1 / \epsilon)\right]^{\frac{\alpha-1}{\alpha}}$.

Proof We observe that the following holds:

$$
\begin{aligned}
\left\{\Phi_{\tau, \alpha}\left(\mathbf{Z}_{1}^{T}\right)\right. & >\Gamma(\alpha, \epsilon) \epsilon\} \\
& =\left\{\exists h: \frac{1}{T} \sum_{t=1}^{T}\left(\mathcal{L}_{\Pi}(h)-\ell\left(h, Z_{t}\right)\right)>\left(\mathcal{L}_{\Pi, \alpha}+\tau\right)^{1 / \alpha} \Gamma(\alpha, \epsilon) \epsilon\right\} \\
& =\left\{\exists h: \frac{1}{a m} \sum_{j=1}^{a} \sum_{t=0}^{m-1}\left(\mathcal{L}_{\Pi}(h)-\ell\left(h, Z_{t a+j}\right)\right)>\left(\mathcal{L}_{\Pi, \alpha}+\tau\right)^{1 / \alpha} \Gamma(\alpha, \epsilon) \epsilon\right\} \\
& \subset \cup_{j=1}^{a}\left\{\exists h: \frac{1}{m} \sum_{t=0}^{m-1}\left(\mathcal{L}_{\Pi}(h)-\ell\left(h, Z_{t a+j}\right)\right)>\left(\mathcal{L}_{\Pi, \alpha}+\tau\right)^{1 / \alpha} \Gamma(\alpha, \epsilon) \epsilon\right\} \\
& =\cup_{j=1}^{a}\left\{\Phi_{\tau, \alpha}\left(\mathbf{Z}^{(j)}\right)>\Gamma(\alpha, \epsilon) \epsilon\right\} .
\end{aligned}
$$

Therefore, by Proposition 2 and the union bound the following result follows:

$$
\begin{aligned}
\mathbb{P}\left(\Phi_{\tau, \alpha}\left(\mathbf{Z}_{1}^{T}\right)>\Gamma(\alpha, \epsilon) \epsilon\right) & \leq \sum_{j=1}^{a} \mathbb{P}\left(\Phi_{\tau, \alpha}\left(\mathbf{Z}^{(j)}\right)>\Gamma(\alpha, \epsilon) \epsilon\right) \\
& \leq a \mathbb{P}\left(\Phi_{\tau, \alpha}\left(\widetilde{\mathbf{Z}}_{\Pi}\right)>\Gamma(\alpha, \epsilon) \epsilon\right)+T \beta(a),
\end{aligned}
$$

and this concludes the proof.
Lemma 10, Corollary 13 and Corollary 14 in Cortes et al. (2013) immediately yield the following learning guarantee for $\alpha=2$.

Corollary 3 With the assumptions of Lemma 10, for any $\delta>a(m-1) \beta(a)$, with probability $1-\delta$, the following holds for all hypothesis $h \in H$ :

$$
\mathcal{L}_{\Pi}(h) \leq \sum_{t=1}^{T} \ell\left(h, Z_{t}\right)+2 \sqrt{\mathcal{L}_{\Pi, 2}(h)} B_{m} \Gamma_{0}\left(2 B_{m}\right)
$$

where $\delta^{\prime}=\delta-T \beta(a), \Gamma_{0}(\epsilon)=\frac{1}{2}+\sqrt{1+\frac{1}{2} \log \frac{1}{\epsilon}}$ and

$$
B_{m}=\sqrt{\frac{2 \log \mathbb{E}_{\Pi}\left[\mathbb{S}_{Q}\left(\mathbf{Z}_{1}^{T}\right)\right]+\log \frac{1}{\delta^{\prime}}}{m}}
$$

This result generalizes i.i.d. learning guarantees with unbounded losses to the setting of non-i.i.d. data. Observe, that $\Gamma_{0}\left(2 B_{m}\right)$ scales logarithmically with $m$ and this bound admits $O(\log (m) / \sqrt{m})$ dependency. It is also possible to give learning guarantees in terms of higher order moments $\alpha>2$.

Lemma 11 Let $0 \leq \epsilon<1, \alpha>2$, and $0<\tau \leq \epsilon^{2}$. Let L be any (possibly unbounded) loss function and $H$ any hypothesis set such that $\mathcal{L}_{\Pi, \alpha}(h)<\infty$ for all $h \in H$. Suppose that $T=m a$ for some $m, a>0$. Then, for any $\epsilon>0$, the following holds:

$$
\mathbb{P}\left(\Phi_{\tau, \alpha}\left(\mathbf{Z}_{1}^{T}\right)>\Lambda(\alpha, \epsilon) \epsilon\right) \leq a \mathbb{P}\left(\Phi_{\tau, \alpha}\left(\widetilde{\mathbf{Z}}_{\Pi}\right)>\Lambda(\alpha, \epsilon) \epsilon\right)+T \beta(a)
$$

where $\widetilde{\mathbf{Z}}_{\Pi}$ is an i.i.d. sample of size $m$ from $\Pi$ and $\Lambda(\alpha, \epsilon)=2^{-2 / \alpha}\left(\frac{\alpha}{\alpha-2}\right)^{\frac{\alpha-1}{\alpha}}+\frac{\alpha}{\alpha-1} \tau^{\frac{\alpha-2}{2 \alpha}}$.
Finally, it is also possible to extend the guarantees for the ERM algorithm with unbounded losses given for i.i.d. data in Liang et al. $(2015)$, Mendelson $(2014,2015)$ to the setting of asymptotically stationary processes using our sub-sample selection technique.

## 9 Conclusion

We presented a series of generalization guarantees for learning in presence of non-stationary stochastic processes in terms of an average discrepancy measure that appears as a natural quantity in our general analysis. Our bounds can guide the design of time series prediction algorithms that would tame non-stationarity by minimizing an upper bound on the discrepancy that can be computed from the data (Mansour et al. 2009; Kifer et al. 2004). The learning guarantees that we present strictly generalize previous Rademacher complexity guarantees derived for stationary stochastic processes or a drifting setting. We also presented simpler bounds under the natural assumption of asymptotically stationary processes. In doing so, we
have introduced a new sub-sample selection technique that can be of independent interest. We also proved new fast rate learning guarantees in the non-i.i.d. setting. The fast rate guarantees presented can be further expanded by extending in a similar way several of the results of Bartlett et al. (2005). Finally, we also provide the first learning guarantees for unbounded losses in the setting of non-i.i.d. data.
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## Appendix 1: Proofs

Lemma 12 Let $\mathbf{Y}$ be a weakly stationary processes, $L$ be a squared loss function and $H=$ $\left\{\mathbf{Y}_{t-q+1}^{t} \mapsto \mathbf{w} \cdot \mathbf{Y}_{t-q+1}^{t}: w \in \mathbb{R}^{q}\right\}$. Then $\bar{d}\left(t_{1}, t_{2}\right)=0$ for all $t_{1}, t_{2}$.
Proof Observe that for any $t_{1}$ we can write

$$
\mathbb{E}\left[\left(\mathbf{w} \cdot \mathbf{Y}_{t_{1}-q+1}^{t}-Y_{t_{1}+s}\right)^{2}\right]=\mathbb{E}\left[\left(\mathbf{w} \cdot \mathbf{Y}_{t_{1}-q+1}^{t}\right)^{2}\right]+\mathbb{E}\left[Y_{t_{1}+s}^{2}\right]-2 \mathbb{E}\left[\left(\mathbf{w} \cdot \mathbf{Y}_{t_{1}-q+1}^{t}\right) Y_{t_{1}+s}\right] .
$$

The first term on the right-hand side can be written as

$$
\sum_{j, i=1}^{q} w_{j} w_{i} \mathbb{E}\left[Y_{t_{1}-i+1} Y_{t_{1}-j+1}\right]=\sum_{j, i=1}^{q} w_{j} w_{i} f(i-j)
$$

for some function $f$, since $\mathbf{Y}$ is weakly stationary. Similarly we can write the last term as

$$
\sum_{j}^{q} w_{j} f(s+j-1)
$$

and the second term is $f(0)$. Therefore, we have that

$$
\mathbb{E}\left[\left(\mathbf{w} \cdot \mathbf{Y}_{t_{1}-q+1}^{t}-Y_{t_{1}+s}\right)^{2}\right]=\sum_{j, i=1}^{q} w_{j} w_{i} f(i-j)+f(0)-2 \sum_{j}^{q} w_{j} f(s+j-1)
$$

Observe that the right-hand side in the last equation is independent of $t_{1}$. This implies that $\mathcal{L}_{t_{1}}(h)=\mathcal{L}_{t_{2}}(h)$ for all $t_{1}, t_{2}$ and all $h \in H$, concluding the proof that $\bar{d}\left(t_{1}, t_{2}\right)=0$.

## Appendix 2: Review of sequential rademacher complexity

One of the main ingredients for our generalization bounds in Sect. 5 is so called sequential Rademacher complexity originally introduced in Rakhlin et al. (2010). Let $\mathcal{G}$ be a set of functions from $\mathcal{Z}$ to $\mathbb{R}$. Sequential Rademacher complexity of a function class $\mathcal{G}$ is defined to be

$$
\begin{equation*}
\mathfrak{R}_{T}^{\text {seq }}(\mathcal{G})=\frac{1}{T} \sup _{\mathbf{z} \in \mathcal{Z}} \mathbb{E}\left[\sup _{g \in \mathcal{G}} \sum_{t=1}^{T} \epsilon_{t} g\left(z_{t}(\epsilon)\right)\right], \tag{15}
\end{equation*}
$$

where supremum is taken over all complete binary trees of depth $T$ with values in $\mathcal{Z}$ and $\epsilon$ is a sequence of Rademacher random variables. For our purposes we adopt the following definition of a complete binary tree. A $\mathcal{Z}$-valued complete binary tree $\mathbf{z}$ a sequence
$\left(z_{1}, \ldots, z_{T}\right)$ where $z_{t}:\{ \pm 1\}^{t-1} \rightarrow \mathcal{Z}$. The reader should think of the root $z_{1}$ as some constant in $\mathcal{Z}$. The left child of the root is $z_{2}(-1)$ and the right child is $z_{2}(1)$. A path in the tree is $\epsilon=\left(\epsilon_{1}, \ldots, \epsilon_{T-1}\right)$. To simplify the notation we will write $v_{t}(\epsilon)$ instead of $z_{t}\left(\epsilon_{1}, \ldots, \epsilon_{t-1}\right)$. The following symmetrization result from Rakhlin et al. (2015) is needed in the proof of Lemma 8.

Theorem 6 [Theorem 2 in Rakhlin et al. (2015)] The following bound holds

$$
\frac{1}{T} \mathbb{E}\left[\sup _{g \in \mathcal{G}} \sum_{t=1}^{T}\left(\mathbb{E}\left[g\left(Z_{t+s}\right) \mid \mathbf{Z}_{1}^{t}\right]-g\left(Z_{t+s}\right)\right)\right] \leq 2 \mathfrak{R}_{T}^{\text {seq }}(\mathcal{G})
$$

Proof The proof of this result is given in Rakhlin et al. (2015) for the case $s=1$. We will now demonstrate that the same proof is valid for an arbitrary $s$. Let $\left\{Z_{t}^{\prime}\right\}$ be a decoupled tangent sequence to $\left\{Z_{t}\right\}$. That is, $Z_{t+s}^{\prime}$ is drawn from $\mathbf{P}_{t+s}\left(\cdot \mid \mathbf{Z}_{1}^{t}\right)$ independently of $\mathbf{Z}_{t+1}^{\infty} .{ }^{8}$ We will carry out the formal construction of this sequence at the end of this proof and in the meantime we assume that such a sequence always exists. Observe that definition implies that

$$
\mathbb{E}\left[g\left(Z_{t+s}\right) \mid \mathbf{Z}_{1}^{t}\right]=\mathbb{E}\left[g\left(Z_{t+s}^{\prime}\right) \mid \mathbf{Z}_{1}^{t}\right]=\mathbb{E}\left[g\left(Z_{t+s}^{\prime}\right) \mid \mathbf{Z}_{1}^{T+s}\right]
$$

and also we have that $g\left(Z_{t+s}\right)=\mathbb{E}\left[g\left(Z_{t+s}\right) \mid \mathbf{Z}_{1}^{T+s}\right]$. Following the argument from Rakhlin et al. (2015), we have that

$$
\begin{aligned}
\mathbb{E}\left[\sup _{g \in \mathcal{G}} \sum_{t=1}^{T}\left(\mathbb{E}\left[g\left(Z_{t+s}\right) \mid \mathbf{Z}_{1}^{t}\right]-g\left(Z_{t+s}\right)\right)\right] & =\mathbb{E}\left[\sup _{g \in \mathcal{G}} \sum_{t=1}^{T} \mathbb{E}\left[g\left(Z_{t+s}^{\prime}\right)-g\left(Z_{t+s}\right) \mid \mathbf{Z}_{1}^{T+s}\right]\right] \\
& \leq \mathbb{E}\left[\sup _{g \in \mathcal{G}} \sum_{t=1}^{T}\left(g\left(Z_{t+s}^{\prime}\right)-g\left(Z_{t+s}\right)\right)\right],
\end{aligned}
$$

where the inequality is a consequence of the linearity of expectation and Jensen's inequality. The next step in the proof of Rakhlin et al. (2015) is to appeal to Lemma 18. Since Lemma 18 in Rakhlin et al. (2015) is stated in terms of decoupled tangent sequences with $s=1$, we repeat the argument here for $s>1$.

Observe that since $Z_{t+s}$ and $Z_{t+s}^{\prime}$ are independent and identically distributed given $\mathbf{Z}_{1}^{T}$, if $\mathbb{E}_{T}$ denotes expectation with respect to $Z_{T+s}^{\prime}, Z_{T+s}$, we must have that

$$
\begin{aligned}
& \underset{T}{\mathbb{E}}\left[\sup _{g \in \mathcal{G}}\left(\sum_{t=1}^{T-1}\left(g\left(Z_{t+s}^{\prime}\right)-g\left(Z_{t+s}\right)\right)+\left(g\left(Z_{T+s}^{\prime}\right)-g\left(Z_{T+s}\right)\right)\right) \mid \mathbf{Z}_{1}^{T}, \mathbf{Z}_{1}^{\prime T}\right] \\
&=\underset{T}{\mathbb{E}}\left[\sup _{g \in \mathcal{G}}\left(\sum_{t=1}^{T-1}\left(g\left(Z_{t+s}^{\prime}\right)-g\left(Z_{t+s}\right)\right)-\left(g\left(Z_{T+s}^{\prime}\right)-g\left(Z_{T+s}\right)\right)\right) \mid \mathbf{Z}_{1}^{T}, \mathbf{Z}_{1}^{T}\right] \\
&=\underset{\epsilon_{T} T}{\mathbb{E}} \mathbb{E}\left[\sup _{g \in \mathcal{G}}\left(\sum_{t=1}^{T-1}\left(g\left(Z_{t+s}^{\prime}\right)-g\left(Z_{t+s}\right)\right)+\epsilon_{T}\left(g\left(Z_{T+s}^{\prime}\right)-g\left(Z_{T+s}\right)\right)\right) \mid \mathbf{Z}_{1}^{T}, \mathbf{Z}_{1}^{T}\right] \\
&=\underset{T \epsilon_{T}}{\mathbb{E} \mathbb{E}}\left[\sup _{g \in \mathcal{G}}\left(\sum_{t=1}^{T-1}\left(g\left(Z_{t+s}^{\prime}\right)-g\left(Z_{t+s}\right)\right)+\epsilon_{T}\left(g\left(Z_{T+s}^{\prime}\right)-g\left(Z_{T+s}\right)\right)\right) \mid \mathbf{Z}_{1}^{T}, \mathbf{Z}_{1}^{T}\right] \\
& \leq \sup _{z_{T+s}, z_{T+s}^{\prime} \in \mathcal{Z}^{2} \epsilon_{T}}^{\mathbb{E}}\left[\sup _{g \in \mathcal{G}}\left(\sum_{t=1}^{T-1}\left(g\left(Z_{t+s}^{\prime}\right)-g\left(Z_{t+s}\right)\right)+\epsilon_{T}\left(g\left(z_{T+s}^{\prime}\right)-g\left(z_{T+s}\right)\right)\right)\right] .
\end{aligned}
$$

[^6]Iterating the above inequality and using the tower property of the conditional expectation as in Rakhlin et al. (2015), we obtain

$$
\begin{aligned}
& \mathbb{E}\left[\sup _{g \in \mathcal{G}} \sum_{t=1}^{T}\left(\mathbb{E}\left[g\left(Z_{t+s}\right) \mid \mathbf{Z}_{1}^{t}\right]-g\left(Z_{t+s}\right)\right)\right] \\
& \quad \leq \sup _{z_{1+s}, z_{1+s}^{\prime}} \underset{\epsilon_{1}}{\mathbb{E}} \ldots \sup _{z_{T+s}, z_{T+s}^{\prime}} \underset{\epsilon_{T}}{\mathbb{E}}\left[\sup _{g \in \mathcal{G}}\left(\sum_{t=1}^{T} \epsilon_{t}\left(g\left(z_{t+s}^{\prime}\right)-g\left(z_{t+s}\right)\right)\right)\right] \\
& \quad \leq 2 \sup _{z_{1+s}}^{\mathbb{E}} \ldots \sup _{z_{T+s}}^{\mathbb{E}}\left[\sup _{T}\left(\sum_{g \in \mathcal{G}}^{T} \epsilon_{t=1} g\left(z_{t+s}\right)\right)\right] .
\end{aligned}
$$

The last upper bound precisely matches Eq. (14) from Rakhlin et al. (2015) (up to reparametrization) and the rest of the argument is the same.

To complete the proof we show that the decoupled tangent sequence always exist. Existence of such a sequence in case $s=1$ is well-known [see for example De la Peña and Giné (1999)]. We show that the standard construction also works for an arbitrary $s$. If $\mathbf{Z}$ is a sequence of random variables defined on the probability triple $(\Omega, \Sigma, \mathbf{P})$ and taking values in $(\mathcal{Z}, \mathcal{B})$, where $\mathcal{Z}$ is a Polish space and $\mathcal{B}$ is its Borel $\sigma$-algebra. Then consider a measure space a measure space ( $\Omega \times \mathcal{Z}^{\mathbb{N}}, \Sigma \times \mathcal{B}^{\mathbb{N}}$ ). Define a probability measure $\widehat{\mathbf{P}}$ on this extended measure space by

$$
\widehat{\mathbf{P}}(A \times B)=\underset{\mathbf{P}}{\mathbb{E}}\left[\otimes_{t=1}^{\infty} \mathbf{P}_{t+s}\left(B \mid \mathbf{Z}_{1}^{t}\right) \mathbf{1}_{A}\right]=\int_{A} \otimes_{t=1}^{\infty} \mathbf{P}_{t+s}\left(B \mid \mathbf{Z}_{1}^{t}\right)(w) d \mathbf{P}(w)
$$

With out loss of generality, we may assume that $Z_{t}$ is defined on the extended measure space by $Z_{t}(w, \mathbf{z})=Z_{t}(w)$ since $Z_{t}(w, \mathbf{z})$ and $Z_{t}$ have the same finite dimensional distributions. We define $Z_{t}^{\prime}(w, \mathbf{z})=z_{t}$. From this construction, it follows that $Z_{t}$ and $Z_{T}^{\prime}$ are decoupled tangent sequences and the proof is complete.

## Appendix 3: McDiarmid's inequality for dependent random variables

One of the main ingredients of our bounds in Sect. 5 is a version of McDiarmid's inequality for dependent random variables from McDiarmid (1989). For convenience of our reader, we state this result in the next theorem.

Theorem 7 [Corollary 6.10 in McDiarmid (1989)] Let $Z_{1}, \ldots, Z_{T}$ be $\mathcal{Z}$-valued random variables and $\Phi: \mathcal{Z}^{T} \rightarrow \mathbb{R}$ be a Borel-measurable function such that there exist non-negative constants $c_{1}, \ldots, c_{T}$ satisfying

$$
\left|\mathbb{E}\left[\Phi\left(\mathcal{Z}_{1}^{T}\right) \mid z_{1}, \ldots, z_{t}\right]-\mathbb{E}\left[\Phi\left(\mathcal{Z}_{1}^{T}\right) \mid z_{1}, \ldots, z_{t}^{\prime}\right]\right| \leq c_{t}
$$

for all $z_{1}, \ldots, z_{t}, z_{t}^{\prime} \in \mathcal{Z}$. Then for any $\epsilon>0$ the following inequality holds

$$
\mathbb{P}\left(\Phi\left(\mathcal{Z}_{1}^{T}\right)-\mathbb{E} \Phi\left(\mathcal{Z}_{1}^{T}\right) \geq \epsilon\right) \leq \exp \left(\frac{-2 \epsilon^{2}}{\sum_{t=1}^{T} c_{t}^{2}}\right) .
$$
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[^1]:    ${ }^{1}$ Observe that if $\mathbf{Y}$ is $\beta$-mixing, then so is $\mathbf{Z}$ and $\beta_{\mathbf{Z}}(a)=\beta_{\mathbf{Y}}(a-q)$. Similarly, the $\varphi$-mixing assumption is also preserved. It is an open problem [posed by Meir (2000)] to derive generalization bounds for unboundedmemory models.
    ${ }^{2}$ Agarwal and Duchi (2013) additionally assume that distributions are absolutely continuous and that the loss function is convex and Lipschitz.
    ${ }^{3}$ While this work was under review, Kuznetsov and Mohri (2015) used techniques that appeared in the extended abstract of this work (Kuznetsov and Mohri 2014) to establish generalization bounds for learning with non-stationary non-mixing processes.

[^2]:    ${ }^{4}$ The bound stated in Yu (1994) only holds in case $M_{1}=0$, i.e. for non-negative $g$ and $a_{t}=a$ for all $t$. Indeed, to see that if $|g| \leq M$ it need not be the case that $\left|\mathbb{E}\left[g\left(\widetilde{\mathbf{Z}}^{o}\right)\right]-\mathbb{E}\left[g\left(\mathbf{Z}^{o}\right)\right]\right| \leq M(m-1) \beta(a)$, consider $Z_{t}=Z$ for all $t$, where $\mathbb{P}(Z=1)=p$ and $\mathbb{P}(Z=-1)=q$. Suppose $g: \mathbb{R}^{T} \rightarrow \mathbb{R}$ s.t. $g\left(z_{1}, \ldots, z_{m a}\right)=1$ if $z_{1}=\ldots=z_{m a}$ and -1 otherwise. Then one can show that $\mathbb{E} g\left(S_{1}\right)-\mathbb{E} g\left(\widetilde{S}_{1}\right)=2-2\left(p^{m}+(1-p)^{m}\right.$ and $\beta(a)=p(1-p)$ for any $a$. For any $m$ we can find $p$ such that $2-2\left(p^{m}+(1-p)^{m}>(m-1) p(1-p)\right.$. For instance, if $m=2$ then $p=\frac{1}{2}$ will suffice.

[^3]:    5 Note that asymptotically stationary processes are called convergent (Kuznetsov and Mohri 2014).

[^4]:    ${ }^{6}$ In fact, the results of Steinwart and Christmann (2009) hold for $\alpha$-mixing processes which is a weaker statistical assumption than $\beta$-mixing.

[^5]:    7 The existence of a unique fixed point is guaranteed by Lemma 3.2 in Bartlett et al. (2005).

[^6]:    ${ }^{8}$ Note that the regular conditional law $\mathbf{P}_{t+s}\left(\cdot \mid \mathbf{Z}_{1}^{t}\right)$ exists provided $\mathcal{Z}$ is a Polish space (Dudley 2002).

