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Abstract
The k0-INRIM is a software implemented at the Italian Metrology Institute (INRIM) to aid users elaborating data to obtain 
results including uncertainty budgets for Neutron Activation Analysis (NAA). The code relies on the efficiency evaluation 
based on an experimental characterization of the gamma detection system to calculate efficiency-based corrections. In order 
to validate the models adopted for these corrections in most demanding experimental conditions, an experiment is performed 
to collect data from point-like and extended-sources counted far from and near to the end-cap of two gamma detectors having 
different relative efficiency. The results comparing the experimentally evaluated and the calculated corrections are reported 
with detailed uncertainty estimation.

Keywords Neutron activation analysis · γ-spectrometry · k0-standardization · Uncertainty evaluation · Detection efficiency · 
Software automation

Introduction

Gamma spectrometry represents the predominant detection 
technique for all the standardization methods based on Neu-
tron Activation Analysis (NAA) where it allows to quantify 
γ-rays emitted from the produced radionuclides thanks to the 
peaks identified in the resulting γ-spectrum. Specifically, net 
peak counts are related to amount of emitted γ-rays from the 
radioactive source through the absolute full-peak efficiency 
(detection efficiency), which depends on source-detector 
geometry, energy of the emissions and intrinsic efficiency 
of the detector [1].

The three main standardization methods of NAA (rela-
tive, k0, absolute) employ different approaches while dealing 
with gamma spectrometry: (i) the relative method compares 
peaks coming from the same radionuclide for standard and 
sample measured at the same counting distance and usually 

having similar shape so that the detection efficiency is 
modeled by a ratio approaching the unity value, (ii) the k0-
method compares peaks coming from different radionuclides 
for standard and sample usually having different shape and 
measured at different counting distance so that the detection 
efficiency is modeled by correction factors departing from 
the unity value, (iii) the absolute method is carried out with 
the sole acquisition of sample, thus absolute value of detec-
tion efficiency has to be carefully modeled.

For routine analysis the k0-NAA method offers the best 
tradeoff between high sample throughput and suitable 
measurement uncertainty. However, in k0-standardization, 
the detection efficiency represents a key parameter of the 
measurement model and is usually one of the most important 
contributors to the combined uncertainty of the result [2]. To 
date, several procedures were developed to deal with detec-
tion efficiency evaluation mainly involving a combination of 
experimental measurements and Monte Carlo simulations 
[3]; the Monte Carlo is largely appreciated for its flexibil-
ity but requires fine tuning of detector-defining parameters, 
through experimental characterization [4] or diagnostic tools 
[5], to get the best results [6]. Even when detector manu-
facturers provide all the necessary information, the impor-
tance of optimization and validation of the simulation in the 
intended counting setup cannot be overstated [7].
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As an alternative to simulation procedures, we recently 
proposed a strategy to manage detection efficiency exclu-
sively based on experimental determination of γ-sources in 
all the counting positions, which also allows to take into 
account correlations among input parameters [8, 9]. This 
strategy was adopted as a building block of the k0-INRIM 
software, developed at INRIM, focused on elaboration of 
k0-NAA measurements [10] and will also be included in its 
counterpart, called Rel-INRIM software, implementing the 
relative standardization method, which is on its way to be 
completed.

The participation of k0-INRIM to an inter-comparison 
among well-established commercial and home-made codes, 
proposed by International Atomic Energy Agency (IAEA) 
and focused to investigate k0-NAA software, attested the 
suitability of the overall implementation; interestingly, it 
also confirmed that the different implementations of detec-
tion efficiency approaches adopted by the various codes are 
the main cause of variability of results among the corre-
sponding laboratories with discrepancies up to a few percent 
despite starting from identical input data [11]. Those find-
ings reiterated the importance to not overlook the evaluation 
process of detection efficiency prompting the need for the 
study here reported.

In this work, the equation models developed for the detec-
tion efficiency and adopted in the k0-INRIM are validated 
in demanding experimental conditions, i.e. for close count-
ing positions and with non-point-like samples. The outcome 
will point out to what extent the corrections defined in the 
adopted measurement model are suitable in those practical 
situations. The study of the estimated uncertainty of these 
corrections will also indicate whether the model takes into 
account all the significant effects.

Equation models

The monitor to analyte efficiency ratio, k� , is modelled in 
the k0-INRIM software as product of five correction factors:

where k�ΔE is the energy correction factor at reference posi-
tion, k�Δd is the large-scale counting position correction 
factor (among counting positions defined in the experi-
mental detector characterization), kpos is the experimental 
local positioning (small deviations from the defined count-
ing positions) correction factor, kgeo is the geometry cor-
rection factor (accounting for non-point sources) and ksa is 
the γ-self-absorption correction factor. The comprehensive 
description of the five parameters in Eq. (1) is given in [9] 
while here we briefly recall the adopted formulae.

The k�ΔE is estimated using:

(1)k� = k�ΔE k�Δd kpos kgeo ksa,

where ai indicates fitting parameters obtained by a 6-terms 
expression fit performed on efficiency data calculated from 
acquisitions of SI traceable point-like γ-sources at reference 
position and E is the energy of the corresponding γ-lines for 
monitor and analyte, here and hereafter identified with sub-
scripts m and a, respectively. Accordingly, Eq. (2) models a ratio 
of two efficiencies at reference position for any pair of energies 
Em and Ea. The well-known significant correlation among ai 
positively affects the resulting uncertainty up to making it null 
when the monitor and analyte energy coincide. Since both true-
coincidence and true-coincidence free emissions can be used 
at reference position, the fitting algorithm can be fed by a large 
amount of data-points over an extended range of energies which 
makes the knowledge of k�ΔE , to some extent, robust.

The k�Δd is estimated using different formulae depending 
on the experimental counting scenario adopted in the analy-
sis. In this work, the most demanding counting scenario is 
tested, i.e. when the standard is acquired at reference and the 
sample closer to the detector. The corresponding formula is:

where bi indicates fitting parameters obtained by means of a 
6-terms expression fit performed on count rate ratios calcu-
lated from acquisitions of true-coincidence free γ-emitters. 
The k�Δd correction factor plays a significant role when the 
distance between reference and counting position is large. 
Since only true-coincidence free emissions can be used, the 
fitting algorithm is fed by a small amount of data-points over 
a limited range of energies which makes the knowledge of 
k�Δd to some extent challenging as it strongly depends on 
availability and choice of γ-sources.

The kpos is the ratio of two efficiency ratios at counting 
positions calculated via the inverse square law of distance:

where d is the distance between the γ-reference source and 
the detector end-cap identifying a nominal (characterized) 
counting position,�d is an offset between the nominal and 
the actual counting position of standard and sample and d′

0
 is 

the distance between the point-of-action within the detector 
crystal and the end-cap. The adopted model for d′

0
 is

where li are fitting parameters depending on nominal count-
ing position of m and a obtained by means of a 5-terms 
expression fit performed on d′

0
 values calculated from local 

linearization of curves modelling normalized count rate 

(2)k�ΔE = e
∑6
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ai(E2−i

m
−E2−i
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variations versus distance [9]. The kgeo is the ratio of two 
efficiency ratios calculated via the inverse square law of 
distance accounting for extended cylindrical geometry of 
standard and sample:

where h is the cylinder height. The adopted formula assumes 
that γ-emitters are homogeneously distributed in standard 
and sample volumes.

It is worth to note that kpos and kgeo share the same param-
eters except h , thus it might be convenient to consider them 
as a single parameter.

The ksa is the ratio of two self-absorption corrections 
based on the Debertin-Helmer formula [12]:

where, � and � are the mass attenuation coefficient and den-
sity, respectively.

In order to validate the novel equations developed for 
k�ΔE , k�Δd, kpos and kgeo correction factors, we carried out 
an experiment designed to measure k� in specific testing 
conditions based on γ-spectrometry. To this aim, it is use-
ful rearranging the measurement equation implemented in 
the k0-INRIM software (which in turn derives from the k0-
method original formulation [13]). The rearranged equation, 
short of parameters modeling blank effects, is:

where np is the net area of the full-energy peak, COI is the 
true-coincidence correction factor, and k0 Au(a)

k0 Au(m)
=

�a�a�aMm

�m�m�mMa

 
with � the emission yield, λ is the decay constant, tc and tl are 
real and live counting times, Δtd is the difference between 
the decay times at the beginning of the acquisitions of the 
spectra and � is the excess counting loss constant of the 
detection system; subscripts std and sm refer to standard and 
sample, respectively. See [9] for name and detailed descrip-
tion of the remaining parameters.

(6)
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Energy correction factor

The model adopted for the k�ΔE correction factor is verified 
by elaborating a single spectrum of a point-like γ-source 
containing radionuclides emitting multiple emissions 
acquired far from the detector end-cap. We consider two 
emissions at different energies of the same radionuclide, one 
for the monitor and one for the analyte. The proposed experi-
mental setup allows to make negligible the effect of all other 
correction factors in k�  

(
k�Δd = kpos = kgeo = ksa = 1

)
 . In 

addition, k0 Au(a)

k0 Au(m)
 simplifies to �a

�m
 . Accordingly, Eq.  (8) 

becomes:

Here and hereafter, subscripts in parenthesis identify a 
specific sample (p for “point-source” or e for “extended”) in a 
specific counting position (f for “far-away” or n for “near” the 
detector end-cap); when a parameter refers to both samples or 
both positions, as it’s the case for kpos and kgeo in Eq. (10,12), 
two couples of subscripts separated by a comma are recalled.

Equation  (9) displays a ratio of γ-emission yields in 
place of the ratio of k0 constants. Their values are equiva-
lent based on the proposed experimental setup, however, the 
yields ratio is more suitable to evaluate uncertainties since it 
doesn’t take into account parameters that are fully correlated 
( � , � and M).

Large‑scale counting position correction factor

The model adopted for the k�Δd correction factor is veri-
fied by elaborating two spectra of an extended cylindrical 
γ-source, the first acquired far from the detector end-cap and 
the latter acquired close to the detector end-cap. We consider 
the same emission of a radionuclide for both the monitor and 
the analyte. Under this assumption, it can be demonstrated 
that Eq. (8) simplifies to

(9)k−1
�ΔE

=
np a(fp)�m

np m(fp)�a
.
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In addition, the equation adopted to calculate the COI 
value is based on De Corte's work [13]:

where, i indicates any cascade possibly involved in a true-
coincidence with the γ-emission of interest, while Floss 
and Fsum represent a pool of functions depending on the 
investigated emission to evaluate loss and summing effects, 
respectively. Functions and values of relevant parameters are 
reported in literature [13].

Local positioning and geometry correction factors

The models adopted for the kpos and kgeo correction factors 
are verified by elaborating two spectra of an extended cylin-
drical γ-source (the first acquired far from the detector end-
cap and the latter acquired close to the detector end-cap) 
and two spectra of a point-like γ-source (the first acquired 
far from the detector end-cap and the latter acquired close 
to the detector end-cap). Both the extended cylindrical and 
point-like sources contain the same radionuclides. Under 
this assumption, the ratio of Eq. (8) evaluated on the same 
emission both for the monitor and the analyte acquired in the 
far and the closer counting position simplifies to

It is worth noting that in eqs. (9–10,12), all the parameters 
adopted to model the detection efficiency are included in 
the left-hand side, hereafter defined Kmod , while the right 
hand-side, hereafter defined Kexp , includes experimental data 
dealing with γ-spectrometry measurements; the two sides of 
the equation should be in agreement to validate the formulae 
adopted for the correction factors k�ΔE , k�Δd , kpos and kgeo.

Experimental

A material composed of shredded printed circuit boards 
(PCBs) containing Au, Cr, Sb and Zn was adopted to pre-
pare two extended cylindrical samples, hereafter called E1 
and E2, with heights at the upper limits usually reached in 
the real measurements; masses of 574 mg and 814 mg were 
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pressed at 10 bar in the shape of a cylindrical tablet with 
10 mm diameter resulting in heights of 3.65(3) mm and 
5.45(3) mm for E1 and E2, respectively (see Fig. 1). Tablets 
dimensions were carefully measured with an analogic twen-
tieth reading caliper. Numbers in parenthesis indicate the 
assigned standard uncertainties (k = 1) referring to the cor-
responding last digits of the associated values; parameters 
whose values are reported without uncertainty are not part 
of the measurement models and are only mentioned to fully 
describe the experimental procedure.

Four mono-elemental solutions were used to prepare two 
point-like samples (hereafter called P1 and P2); suitable 
volumes of Au, Se, Sb and Zn solutions (1000 mg  L−1 mass 
concentration for the first three elements and 10,000 mg  L−1 
mass concentration for the latter) were pipetted on two filter 
paper disks (6 mm diameters and 0.15(5) mm thickness), 

Fig. 1  Extended cylindrical PCB samples E1 (right) and E2 (left)

Fig. 2  Point-like samples P1 and P2
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evaporated with UV lamp and sealed with foils of adhesive 
tape (see Fig. 2).

The cylindrical extended samples E1 and E2 were then 
placed in polyethylene (PE) vials suitable for irradiation and 
piled, together with the two point-like samples P1 and P2, 
within a PE irradiation container (see Fig. 3).

The neutron irradiation took place for 30 min at 250 kW 
power in a channel of the carousel facility of TRIGA Mark 
II nuclear reactor of Pavia. A cooling time of 5 days was 
observed before retrieving the samples from the irradia-
tion container and individually transferring them in specific 
counting containers: E1 and E2 were kept in their PE vials 
while P1 and P2 were transferred to new PE vials suitable 
to obtain a similar distance between the basis of support of 
the vial and the lower base of the samples.

The acquisitions were performed on two detection sys-
tems equipped with Hyper-pure Ge (HPGe) detectors from 
ORTEC: one, hereafter called OR50, providing 50% relative 
efficiency and 1.90 keV resolution at 1332 keV energy while 
the other, hereafter called OR20, providing 20% relative effi-
ciency and 1.69 keV resolution at 1332 keV energy. The 
detectors were connected to their own ORTEC DSPEC 502 
multi-channel analyzers and controlled by personal comput-
ers running GammaVision software for spectra acquisition. 
HyperLab software was used for peak elaboration.

The detector characterization on both systems was 
performed as described in [9, 10] adopting point-like 
(disks, 3 mm diameter and 0.2 mm thickness) γ-sources 
152Eu (LEA, code EU152EGMA20), 133Ba (LEA, code 
BA133EGMA20), 241Am (CMI, type EG1), 109Cd (CMI, 
type EG1X), 57Co (CMI, type EG1X), 65Zn (homemade), 
51Cr (homemade), 198Au (homemade) and 137Cs (CMI, 
type EG1) acquired in 10 counting positions with refer-
ence at 203.6(1) mm from detector end-cap while the two 
closest positions were at 43.6(1) mm and 23.6(1) mm dis-
tances, respectively. The resulting energy range contain-
ing the adopted emissions went from 53.2 keV (133Ba) 

to 1457.6 keV (152Eu) at the reference position and from 
59.5 keV (241Am) to 1115.5 keV (65Zn) at the two closest 
counting positions. The positioning systems adopted to 
place γ-sources were tailored on the detectors’ diameters 
and composed of a series of modular plastic hollow spac-
ers ending with platforms to place a PE container centered 
along the vertical axis of the detector. Spacers provide 
counting position slots every 20 mm from 23.6(1) mm to 
203.6(1) mm; the reported counting distances consider the 
length from the top of the detector end-cap to the lower 
base of the point-like reference γ-sources and were care-
fully measured with the caliper.

The irradiated samples E1, E2, P1 and P2 were acquired 
on both detectors producing multiple spectra with acqui-
sition times ranging from 8 to 156 h in order to reach a 
relative standard uncertainty due to counting below 1.5% 
for the least intense investigated γ-peak. Values of acqui-
sition times ( tc and tl ) were computed by the γ–spectrum 
acquisition software with a resolution of 0.020 s; assum-
ing the resolution value as a variability interval with uni-
form distribution, a standard uncertainty of 0.012 s was 
assigned to all counting times. Similarly, since Δtd values 
were evaluated as differences of recorded dates and times, 
a standard uncertainty of 0.81 s was assigned to all Δtd 
considering 1 s resolution as inferred from the displayed 
date and time format.

Two spectra of E1, E2, P1 and P2 were recorded at refer-
ence (“far-away”) position, the first to acquire γ–emissions 
from medium-lived activated radionuclides and the latter to 
acquire γ–emissions from long-lived activated radionuclides, 
while a single spectrum of E1, E2, P1 and P2 was recorded 
in both the two closest (“near”) positions from the detector 
end-cap. The spectra acquisition lasted 35 days. It is worth 
to note that the actual counting distances of the irradiated 
samples differed with respect to those defined during the 
detector characterization. The offset was calculated from 
dimensional measurements of counting containers and vials 
performed with the caliper and resulted in a value of 0.40(5) 
mm for E1 and E2, and 0.55(7) mm for P1 and P2.

Results and discussion

All acquired spectra were elaborated with HyperLab soft-
ware to get the net peak area of the investigated emissions 
and convert their files to ASCII text, a format readable from 
the k0-INRIM software.

Aiming at pointing out possible issues affecting detec-
tion efficiency-based corrections we calculated the ratio 
Kexp∕Kmod to highlight departures from 1. The uncertainty 
of the ratio, evaluated by applying the law of uncertainty Fig. 3  The PE irradiation container housing the cylindrical extended 

samples E1 and E2, and the point-like samples P1 and P2
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propagation for Kexp and Kmod as non-correlated quantities, 
played a key role to assess whether departures from 1 are 
significant.

Energy correction factor

Data obtained from P1 and P2 acquired at 203.6 mm ref-
erence position on OR20 and OR50 were used to check 
Eq. (2) adopted as model for k�ΔE . Emissions of 75Se at 
energies 121.1 keV, 136.0 keV, 264.7 keV and 279.5 keV 
and emissions of 124Sb at energies 602.7 keV, 722.8 keV 
and 1691.0  keV were considered to provide multiple 
γ-lines over a wide energy range. The 279.5 keV of 75Se 
and 602.7 keV of 124Sb were adopted as monitors to com-
pute Kexp and Kmod according to Eq. (9) for the remaining 
emissions of the same radionuclide adopted as analytes. 
Additional emissions, like the 400.7 keV (75Se), were 
not considered because their uncertainty due to counting 
statistics was larger than the 0.5% threshold we fixed to 
identify biases.

Experimental values of np and literature values of � [14, 
15] were used to calculate Kexp whereas literature values 
of Em and Ea and fitted values of ai were used to calculate 
Kmod . Fitting parameters ai , including their covariance 
matrix, were obtained by processing detector characteriza-
tion data with the k0-INRIM software. The resulting Kmod , 

Kexp and corresponding Kexp∕Kmod ratio values obtained for 
each delta energy ΔE = Ea—Em on both detectors OR20 
and OR50 are reported in Table 1.

In order to graphically point out possible significant 
departures from 1, the Kexp∕Kmod values are plotted with 
respect to the analyte emission energy Ea in Fig. 4.

Results plotted in Fig. 4 show departures limited within 
1+0.015
−0.021

 . Moreover, departures are non-significant because 
they lie within the coverage intervals of the Kexp∕Kmod val-
ues at 95% level of confidence; accordingly, Kmod is in agree-
ment with Kexp under all test conditions. As expected, best 
test conditions, where the contribution to the uncertainty 
due to k�ΔE is the main one, are reached at analyte energies 
121.1 keV and 1691.0 keV, i.e. at maximum delta energies.

Large‑scale counting position correction factor

Data obtained from E1 and E2 acquired at 203.6 mm refer-
ence position and 43.6 mm and 23.6 mm counting positions 
on OR20 and OR50 were used to check Eq. (3) adopted as 
model for k�Δd . Emissions of 51Cr, 198Au, 122Sb and 65Zn at 
energies 320.1 keV, 411.8 keV, 564.2 keV and 1115.5 keV 
were considered to compute Kexp and Kmod according to 
Eq. (10) for the two delta counting positions (43.6—203.6) 
mm and (23.6—203.6) mm.

Table 1  Kmod and Kexp values 
testing the model adopted for 
k�ΔE depending on delta energy 
ΔE

Indexes I of k�ΔE (related to Kmod ), and grouped np and grouped � values (related to Kexp ) highlighting their 
contribution to the combined uncertainty of the Kexp∕Kmod ratio are given. The Kexp∕Kmod values are also 
displayed

Sample Detector ΔE/keV Kmod I(k�ΔE)/% Kexp I(np)/% I(�)/% Kexp∕Kmod

P1 OR20 121.1–279.5 1.437(17) 46.4 1.431(18) 21.2 32.3 0.996(18)
136.0–279.5 1.465(14) 38.0 1.476(18) 21.5 40.5 1.007(16)
264.7–279.5 1.0469(6) 0.2 1.054(12) 25.9 73.9 1.007(12)
722.8–602.7 0.8554(46) 36.1 0.8531(61) 25.4 38.6 0.9973(89)

1691.0–602.7 0.4136(64) 87.9 0.4161(24) 3.3 8.8 1.006(17)
OR50 121.1–279.5 1.404(12) 29.4 1.4030(18) 26.6 44.0 0.999(15)

136.0–279.5 1.3995(90) 24.5 1.378(16) 16.8 58.7 0.985(13)
264.7–279.5 1.0369(4) 0.1 1.031(12) 22.4 77.5 0.994(11)
722.8–602.7 0.8864(8) 1.1 0.8744(71) 52.4 46.5 0.9865(81)

1691.0–602.7 0.5000(68) 85.4 0.4909(28) 3.7 10.9 0.982(15)
P2 OR20 121.1–279.5 1.437(17) 40.4 1.459(21) 31.4 28.2 1.015(19)

136.0–279.5 1.465(14) 37.3 1.468(18) 23.0 39.7 1.002(16)
264.7–279.5 1.0469(6) 0.2 1.053(13) 38.5 61.4 1.006(13)
722.8–602.7 0.8554(46) 36.1 0.8531(61) 25.4 38.6 0.9973(89)

1691.0–602.7 0.4136(64) 87.9 0.4161(24) 3.3 8.8 1.006(17)
OR50 121.1–279.5 1.404(12) 31.1 1.392(17) 22.1 46.7 0.991(15)

136.0–279.5 1.3995(90) 25.7 1.379(15) 12.7 61.6 0.985(13)
264.7–279.5 1.0369(4) 0.2 1.032(11) 17.5 82.4 0.995(11)
722.8–602.7 0.8864(8) 1.6 0.8807(60) 32.2 66.2 0.9936(68)

1691.0–602.7 0.5000(68) 86.8 0.4891(26) 2.1 11.1 0.978(14)
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Experimental values of tc , tl , Δtd and � , and literature 
values of � were used to calculate Kexp whereas measured 
values of h , d and �d , calculated values of d′

0
 and COI and 

fitted values of bi were used to calculate Kmod . In details, fit-
ting parameters bi , including their covariance matrix, were 
obtained by processing detector characterization data with 
the k0-INRIM software. In addition, all the considered emis-
sions were true-coincidence free, except for the 564.2 keV 
of 122Sb. However, the corresponding 0.9931(14) COI cor-
rection at 23.6 mm counting position on the OR50 detec-
tor was small compared to the other components involved 
in the calculations. The COI uncertainty was evaluated by 
propagation of variances for all the adopted parameters and 
assigning a conservative 20% relative uncertainty if no value 
was reported in literature; the conservative choice proved 
acceptable since, in the framework of this experiment, COI 
(and its uncertainty) had negligible impact on the evaluation 
of Kexp∕Kmod ratio (Table 2).

The resulting Kmod , Kexp and corresponding Kexp∕Kmod 
ratio values obtained for each sample, emission energy and 
delta counting position, Δd = d(ne)—d(fe) , on both detectors 
OR20 and OR50 are reported in Table 2a and Table 2b, 
respectively.

Indexes I of k�Δd , grouped kpos and kpos , and COI (related 
to Kmod ), and grouped np and grouped t  values (related 
to Kexp ) highlighting their contribution to the combined 

uncertainty of the Kexp∕Kmod ratio are given. The Kexp∕Kmod 
values are also displayed.

In order to graphically point out possible significant 
departures from 1, the Kexp∕Kmod values are plotted with 
respect to the emission energy E in Fig. 5.

Results plotted in Fig. 5 show departures limited within 
1+0.0241
−0.0120

 . However, departures are somewhere significant, 
especially at low emission energies, because they lie out-
side the coverage intervals of the Kexp∕Kmod values at 95% 
level of confidence; accordingly, Kmod is not in agreement 
with Kexp under most test conditions. Indexes reported in 
Table 2 point out that the experimental setup allowed to 
focus exclusively on  k�Δd by canceling the contribution to 
the uncertainty due to COI and t and limiting the contribu-
tion due to kpos and kgeo . The remaining major contributor is 
counting statistics (grouped np).

Local positioning and geometry correction factors

Data obtained from E1, E2, P1 and P2 acquired at 203.6 mm 
reference position and 43.6 mm and 23.6 mm counting 
positions on OR20 and OR50 were used to check Eq. (4) 
and Eq.  (6) adopted as models for kpos and kgeo , respec-
tively. Emissions of 198Au, 122Sb, 124Sb, 65Zn at energies 
411.8 keV, 564.2 keV, 602.7 keV, 722.8 keV, 1115.5 keV 
and 1691.0 keV were considered. The 203.6 mm reference 

Fig. 4  The Kexp∕Kmod values plotted versus the analyte energy Ea testing the model adopted for k�ΔE with both the multiple gamma emissions of 
75Se (black circles) and 124Sb (white circles). The error bars indicate the standard uncertainty
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position was used to compute Kexp and Kmod according 
to Eq. (12) for the two 43.6 mm and 23.6 mm counting 
positions.

The resulting Kmod , Kexp and corresponding Kexp∕Kmod 
ratio values obtained for each sample, emission energy and 
near counting position on both detectors OR20 and OR50 
are reported in Table 3a and Table 3b, respectively.

In order to graphically point out possible significant 
departures from 1, the Kexp∕Kmod values are plotted with 
respect to the emission energy E in Fig. 6.

Results plotted in Fig. 6 show departures limited within 
1+0.0181
−0.0286

 . Moreover, departures are non-significant because 
they lie within the coverage intervals of the Kexp∕Kmod 
values at 95% level of confidence; accordingly, Kmod is in 
agreement with Kexp under almost all test conditions. Indexes 
reported in Table 3 point out that the experimental setup 
allowed to focus exclusively on grouped kpos and kgeo with 
counting statistics of grouped np the only other significant 
contributor.

The correction factors described in Eq. (1) and investi-
gated in this study through the application of eqs. (9–10,12) 

Table 2  Kmod and Kexp values testing the model adopted for k�Δd depending on energy E and delta counting position Δd on both detectors OR20 
(a) and OR50 (b)

a–detector OR20

Sample E / keV Δd/ mm Kmod I(k�Δd)/% I(kpos, kgeo)/% I(COI)/% Kexp I(np)/% I(t)/% Kexp∕Kmod

E1 320.1 43.6–203.6 11.213(47) 42.0 7.1 0.0 11.327(48) 50.9 0.0 1.0102(60)
23.6–203.6 22.69(11) 47.6 5.9 0.0 22.420(99) 46.5 0.0 0.9880(64)

411.8 43.6–203.6 11.028(42) 57.9 11.5 0.0 11.140(28) 30.3 0.3 1.0101(46)
23.6–203.6 21.602(99) 53.5 15.1 0.0 21.812(68) 31.1 0.2 1.0097(56)

564.2 43.6–203.6 10.854(44) 71.8 12.1 1.3 10.940(19) 13.7 1.1 1.0079(44)
23.6–203.6 21.12(10) 66.8 15.7 3.3 21.469(43) 13.3 1.0 1.0167(54)

1115.5 43.6–203.6 10.740(51) 68.7 8.2 0.0 10.802(28) 23.0 0.0 1.0058(54)
23.6–203.6 20.84(12) 68.1 12.1 0.0 20.977(59) 19.8 0.0 1.0064(64)

E2 320.1 43.6–203.6 11.021(46) 46.7 7.9 0.0 11.153(42) 45.5 0.0 1.0120(57)
23.6–203.6 21.51(11) 48.4 12.5 0.0 22.027(89) 39.0 0.0 1.0241(66)

411.8 43.6–203.6 10.841(41) 63.5 12.5 0.0 10.977(23) 23.6 0.4 1.0125(44)
23.6–203.6 21.039(97) 51.6 14.6 0.0 21.373(70) 33.5 0.3 1.0159(57)

564.2 43.6–203.6 10.673(43) 76.2 12.6 1.4 10.830(15) 8.3 1.5 1.0147(43)
23.6–203.6 20.57(10) 69.3 16.0 3.4 20.989(37) 10.1 1.2 1.0203(53)

1115.5 43.6–203.6 10.561(50) 72.6 8.9 0.0 10.730(24) 18.4 0.0 1.0160(53)
23.6–203.6 20.31(12) 71.4 13.6 0.0 20.640(49) 14.9 0.0 1.0162(63)

b—detector OR50

Sample E / keV Δd/ mm Kmod I(k�Δd)/% I(kpos, kgeo)/% I(COI)/% Kexp I(np)/% I(t)/% Kexp∕Kmod

E1 320.1 43.6–203.6 10.316(22) 11.7 11.9 0.0 10.509(40) 76.4 0.0 1.0187(44)
23.6–203.6 19.603(69) 59.9% 6.1 0.0 19.495(69) 34.0 0.0 0.9945(60)

411.8 43.6–203.6 10.106(21) 23.0 23.3 0.0 10.203(23) 52.8 1.0 1.0096(30)
23.6–203.6 18.662(93) 57.5 10.7 0.0 18.980(65) 31.6 0.3 1.0170(61)

564.2 43.6–203.6 9.863(21) 30.4 34.8 9.5 9.921(12) 20.4 4.8 1.0059(25)
23.6–203.6 18.070(89) 69.1 14.6 7.2 18.288(29) 7.9 1.3 1.0120(52)

1115.5 43.6–203.6 9.512(25) 48.2 20.4 0.0 9.509(17) 31.4 0.0 0.9997(31)
23.6–203.6 17.39(12) 86.1 6.6 0.0 17.256(35) 7.3 0.0 0.9923(74)

E2 320.1 43.6–203.6 10.154(21) 18.8 19.4 0.0 10.285(27) 61.7 0.1 1.0129(34)
23.6–203.6 18.707(96) 63.2 12.7 0.0 19.076(55) 24.1 0.1 1.0197(60)

411.8 43.6–203.6 9.949(20) 29.7 30.1 0.0 10.006(17) 39.2 1.0% 1.0057(27)
23.6–203.6 18.225(91) 68.5 13.0 0.0 18.407(44) 18.3 0.2 1.0100(56)

564.2 43.6–203.6 9.713(21) 33.2 38.3 10.4 9.7818(97) 14.0 4.1 1.0071(24)
23.6–203.6 17.656(87) 71.0 15.6 7.4 17.869(22) 5.0 1.1 1.0121(52)

1115.5 43.6–203.6 9.372(24) 52.6 22.6 0.0 9.414(14) 24.8 0.1 1.0045(30)
23.6–203.6 17.01(12) 87.7 7.1 0.0 17.024(29) 5.2 0.0 1.0009(73)
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have an important role within the evaluation of detection 
efficiency depending on the adopted standardization method 
of NAA: k�ΔE and k�Δd usually represent the most impactful 
factors when applying the k0-standardization, while kpos and 
kgeo are the relevant ones when the relative-standardization is 
adopted, because in this case k�ΔE = k�Δd = 1 . Although the 
ksa correction factor has not been investigated in this study, 
it affects detection efficiency to various extents regardless of 
the chosen standardization method since it is dependent on 
the sample composition.

For what concerns the suitability of the adopted models 
for k� to the k0-standardization, the data reported in Table 1 
and plotted in Fig. 4 pointed out a Kmod value in agreement 
with corresponding Kexp value. Thus, the analyte to monitor 
detection efficiency conversion due to ΔE at reference count-
ing position is successfully modeled by k�ΔE.

The data reported in Table 2 and plotted in Fig. 5 high-
lighted a Kmod value on average lower than its corresponding 
Kexp value, implying an overestimation of the k�Δd correction 
factor. The overestimation is prominent at low emission ener-
gies and for Δd at the closest dn to the detector end-cap. The 
reason of the bias still needs to be understood: a likely cause 
might be related to the dimensional measurements performed 
during detector characterization: in fact, distances of nominal 
counting positions were evaluated as the sum of the individual 
components (plastic spacers, ending platform, PE container, 
gap of the point-source itself) before assembling; if this is the 

case, a helpful strategy to limit the issue would be replacing 
the caliper with a laser measuring system in order to assess dis-
tances on the assembled counting positions and also decrease 
even more the overall uncertainty. In addition, the number of 
free-coincidence γ-sources adopted in the characterization is 
one of the limiting aspects of the proposed modelization and 
could have also played a role in this study: in fact, the 7 avail-
able experimental data represent the bare minimum amount 
to get a meaningful fit optimizing 6 parameters and should be 
carefully handled. However, considering that the overestima-
tion resulted at a percent level, the use of k�Δd is suitable to 
convert the analyte detection efficiency due to Δd on applica-
tions requiring larger target relative uncertainties. Whether the 
highest accuracy is required, its adoption becomes question-
able if the bias is not addressed, thus users should be aware of 
its current shortcomings.

Finally, the data reported in Table 3 and plotted in Fig. 6 
pointed out a Kmod value in agreement with corresponding Kexp 
value. Thus, the analyte and monitor detection efficiencies con-
version due to positioning and geometry are successfully mod-
eled by kpos and kgeo in case of extended cylindrical sources 
up to 5.4 mm height counted at the closest positions from the 
detector end cap. This outcome also confirms the suitability of 
the adopted models for k� to the relative-standardization where 
only the kpos and kgeo correction factors are relevant. In this 
case, no bias was noticed within the percent level uncertainty 
reached during the test.

Fig. 5  The Kexp∕Kmod values plotted versus the emission energy E testing the model adopted for k�Δd for both the counting positions 43.6 mm 
(black circles) and 23.6 mm (white circles). The error bars indicate the standard uncertainty
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Table 3  Kmod and Kexp values testing the model adopted for grouped kpos and kgeo depending on energy E and near counting position dn on both 
detectors OR20 (a) and OR50 (b)

a—detector OR20

Sample E / keV dn/ mm Kmod I(kpos, kgeo)/% Kexp I(np)/% I(t)/% Kexp∕Kmod

E1 411.8 43.6 0.9687(26) 45.2 0.9659(29) 54.7 0.1 0.9970(40)
23.6 0.9512(36) 49.5 0.9373(36) 50.5 0.0 0.9853(53)

564.2 43.6 0.9691(26) 48.0 0.9650(27) 51.8 0.2 0.9958(38)
23.6 0.9519(35) 54.9 0.9528(32) 45.1 0.0 1.0010(50)

602.7 43.6 0.9691(26) 64.3 0.9635(19) 35.6 0.1 0.9942(33)
23.6 0.9520(35) 75.3 0.9459(20) 24.6 0.1 0.9936(42)

722.8 43.6 0.9692(26) 10.5 0.9641(75) 89.5 0.0 0.9947(82)
23.6 0.9522(35) 15.9 0.9695(82) 84.1 0.0 1.0181(94)

1115.5 43.6 0.9692(26) 22.3 0.9735(48) 77.7 0.0 1.0044(57)
23.6 0.9522(35) 33.7 0.9496(49) 66.3 0.0 0.9973(64)

1691.0 43.6 0.9690(27) 31.0 0.9644(39) 69.0 0.0 0.9953(49)
23.6 0.9517(38) 45.9 0.9457(41) 54.1 0.1 0.9937(58)

E2 411.8 43.6 0.9524(26) 46.9 0.9447(27) 53.0 0.1 0.9920(39)
23.6 0.9263(35) 45.1 0.9093(38) 54.9 0.0 0.9815(55)

564.2 43.6 0.9529(25) 38.4 0.9387(32) 61.4 0.2 0.9852(42)
23.6 0.9273(34) 34.9 0.9008(45) 65.1 0.0 0.9714(61)

602.7 43.6 0.9529(25) 47.4 0.9457(26) 52.6 0.0 0.9924(38)
23.6 0.9275(34) 63.1 0.9171(26) 36.8 0.1 0.9888(46)

722.8 43.6 0.9531(25) 7.7 0.9564(88) 92.3 0.0 1.0035(96)
23.6 0.9278(34) 12.8 0.9203(88) 87.2 0.0 0.992(10)

1115.5 43.6 0.9531(25) 24.1 0.9646(46) 75.9 0.0 1.0121(55)
23.6 0.9278(35) 37.5 0.9296(45) 62.5 0.0 1.0019(61)

1691.0 43.6 0.9527(27) 22.1 0.9433(50) 77.9 0.0 0.9902(60)
23.6 0.9270(40) 36.6 0.9289(52) 63.4 0.0 1.0021(71)

b- detector OR50

Sample E / keV dn/ mm Kmod I(kpos, kgeo)/% Kexp I(np)/% I(t)/% Kexp∕Kmod

E1 411.8 43.6 0.9714(25) 51.3 0.9689(24) 48.5 0.2 0.9974(35)
23.6 0.9565(33) 43.7 0.9482(37) 56.3 0.0 0.9913(51)

564.2 43.6 0.9719(24) 63.5 0.9642(18) 36.0 0.4 0.9921(31)
23.6 0.9574(32) 64.6 0.9478(24) 35.4 0.0 0.9900(41)

602.7 43.6 0.9720(24) 71.7 0.9664(15) 28.3 0.0 0.9943(29)
23.6 0.9575(32) 82.7 0.9546(15) 17.2 0.1 0.9969(37)

722.8 43.6 0.9722(24) 12.4 0.9724(64) 87.6 0.0 1.0002(70)
23.6 0.9580(32) 19.4 0.9562(65) 80.6 0.0 0.9981(75)

1115.5 43.6 0.9728(24) 37.2 0.9649(30) 62.8 0.0 0.9919(40)
23.6 0.9592(31) 48.8 0.9380(31) 51.2 0.0 0.9779(45)

1691.0 43.6 0.9736(24) 43.8 0.9706(27) 56.2 0.0 0.9969(37)
23.6 0.9606(33) 56.2 0.9610(29) 43.7 0.1 1.0005(46)

E2 411.8 43.6 0.9564(26) 61.2 0.9516(20) 38.6 0.2 0.9950(34)
23.6 0.9341(32) 57.9 0.9220(27) 42.1 0.0 0.9871(44)

564.2 43.6 0.9570(24) 52.1 0.9519(23) 47.6 0.4 0.9946(34)
23.6 0.9354(32) 52.4 0.9207(30) 47.5 0.0 0.9842(45)

602.7 43.6 0.9572(24) 64.6 0.9500(17) 35.2 0.2 0.9925(31)
23.6 0.9357(32) 74.4 0.9297(18) 25.4 0.2 0.9937(39)

722.8 43.6 0.9576(24) 10.3 0.9470(69) 89.7 0.0 0.9890(76)
23.6 0.9364(31) 16.1 0.9282(71) 83.9 0.1 0.9913(83)

1115.5 43.6 0.9585(23) 41.5 0.9505(27) 58.5 0.1 0.9916(37)
23.6 0.9381(31) 53.6 0.9204(28) 46.3 0.1 0.9811(44)

1691.0 43.6 0.9596(25) 34.5 0.9583(34) 65.4 0.1 0.9987(44)
23.6 0.9402(35) 49.2 0.9422(36) 50.6 0.1 1.0022(53)
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Conclusion

The modeling of the detection efficiency ratio imple-
mented in the k0-INRIM originates from an approach fully 
based on experimental characterization of the detection 
system. It provides both advantages and limitations tied 
to its experimental nature: while it might be of easy appli-
cation since it requires no knowledge of detector dimen-
sional parameters, it is heavily dependent on the number 
and energy distribution of γ-sources adopted in the charac-
terization as well as the characterized counting positions.

Novel equation models adopted for correction factors 
concerning emission energy, counting position and sample 
geometry were investigated in challenging experimental 
conditions by acquisition of point-like and extended-sam-
ples both at reference and closest counting positions from 
the detector end-cap to highlight possible biases.

The results proved the suitability of the equation mod-
els when adopted for the relative-standardization method; 
on the other hand, while adopted for the k0-standardization 

method, a bias at percent level of the large-scale count-
ing position correction factor was highlighted in case of 
demanding experimental conditions.

The outcome of this study represents a solid endorse-
ment towards the application of the investigated local 
positioning and geometry correction factors to analysis 
performed through the relative-standardization method 
and supports its scheduled implementation on a dedicated 
software (Rel-INRIM). Conversely, it prompts the need for 
further investigations of the bias affecting the large-scale 
counting position correction factor for its application with 
the k0-standardization. Nevertheless, given the experimen-
tal simplicity and since the accounted bias is evaluated 
to be in the order of percent level, the use of the model 
could still be suitable, as it is, for routine applications of 
k0-NAA where the ultimate uncertainty of the method isn’t 
required.
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Table 3  (continued)
Indexes I of grouped kpos and kgeo (related to Kmod ), and grouped np and grouped t  values (related to Kexp ) highlighting their contribution to the 
combined uncertainty of the Kexp∕Kmod ratio are given. The Kexp∕Kmod values are also displayed

Fig. 6  The Kexp∕Kmod values plotted versus the emission energy E testing the model adopted for grouped kpos and kgeo for both the near counting 
positions 43.6 mm (black circles) and 23.6 mm (white circles). The error bars indicate the standard uncertainty
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