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Abstract

In this paper, some concepts related to the intrinsic convexity of non-homogeneous
quadratic functions on the hyperbolic space are studied. Unlike in the Euclidean space,
the study of intrinsic convexity of non-homogeneous quadratic functions in the hyper-
bolic space is more elaborate than that of homogeneous quadratic functions. Several
characterizations that allow the construction of many examples will be presented.
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1 Introduction

The hyperbolic space was discovered due to attempts to understand Euclid’s axiomatic
basis for geometry dating back to the 1800s. This space is one of the most interesting
models of non-Euclidean Riemannian manifold of negative constant sectional curva-
ture, see for example [1, 3, 14]. Since the discovery of the hyperbolic space, several
efforts have been made to understand its properties and several models of it have
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emerged over the years, including the hyperboloid model (also called Lorentz model),
the Poincaré half-plane model, the Poincaré disk model and the Klein model, see [1].
The growing interest over the years in the hyperbolic space has resulted in a proven
success story, helping to make impressive advances in many fields of science, one of
the best known being general relativity, see [17]. It is also worth mentioning that in
many practical applications, the natural structure of the data is modeled in the hyper-
bolic space. Various topics of research use this type of modeling, see for example
the papers in machine learning [13], artificial intelligence [12], neural circuits [15],
low-rank approximations of hyperbolic embeddings [7, 16], financial networks [8],
complex networks [9, 11], embeddings of data [19], strain analysis [18, 20] and the
references therein.

The convex quadratic functions are the most popular convex functions in the
Euclidean space as well as various geometric contexts, occurring in many problems,
such as eigenvalue optimization, least square approximation and linear regression.

The convex quadratic functions are the most popular convex functions in Euclidean
space as well as in various geometric contexts, occurring in many problems such as
eigenvalue optimization, least square approximation, and linear regression. A com-
prehensive study of the convexity of homogeneous quadratic functions in the context
of spheres is discussed in [4]. The aim of this paper is to study the convexity of
non-homogeneous quadratic functions on the hyperbolic space in an intrinsic way.
In particular, in this study, we will present several characterizations that allow the
construction of several examples. To this end, among the aforementioned models
of hyperbolic space, we choose the hyperboloid model. The study of the convex-
ity of homogeneous quadratic functions in the hyperboloid model of the hyperbolic
space was started in [5]. As it is well-known, in Euclidean space, there is no con-
ceptual difference between the convexity of homogeneous and non-homogeneous
quadratic functions. However, we will see that in the hyperboloid model of the
hyperbolic space, the conceptual intrinsic hyperbolic convexity of homogeneous and
non-homogeneous quadratic functions are quite different, requiring much more effort
than in the Euclidean scenario to understand it. The primary challenge lies in estab-
lishing the role of the linear term on the hyperbolic convexity of a non-homogeneous
quadratic function. This is because introducing a linear term to a hyperbolically convex
homogeneous function can result in the newly formed non-homogeneous quadratic
function losing its hyperbolic convexity.

The structure of this paper is as follows. In Sect. 1.1, we recall some notations
and basic results. In Sect. 2, we recall some notations, definitions and basic properties
about the geometry of the hyperbolic space. The main results are presented in Sect. 3.
We conclude the paper by making some final remarks in Sect. 4.

1.1 Notation and Basics Results

For any real number « denote @™ := max(a,0) and @~ = (—a)™. Let R™ be
the m-dimensional Euclidean space. Denote by e’ is the i-th canonical unit vector
in R"*!. The Euclidean norm of u € R™ is denoted by |u|>» := ~/u'u . The set
of all m x n matrices with real entries is denoted by R”*" and R” = R”*!. For
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M € R™ " the matrix M| € R"™™ denotes the transpose of M. The operator
norm associated with Euclidean norm of a matrix M € R"*™ is defined by ||A||; :=
max{||Mull> : |lull =1, u € R™}. The numbers Ami, (M) and Apax (M) stand for
the minimum and maximum eigenvalue of the matrix M € R™*", respectively. If
u € R™, then diag(u) € R™*™ denotes a diagonal matrix with (i, i)-th entry equal to
uj,i =1,...,m. The matrix I denotes the m x m identity matrix.

In the following, we state a version of Finsler’s lemma, see [6]. A proof of it can
be found, for example, in [10, Theorem 2].

Lemma 1.1 Let M, N € R™ " be two symmetric matrices with N # 0. Ifx TNx =0
implies x " Mx > 0, then there exists A € R such that M + AN is positive semidefinite.

In order to state a special version of Lemma 1.1 in a convenient form, we take the
diagonal matrix J € R"+Dx+1 defined by

J:=diag(l,..., 1, —1) e ROHDx(+D, (D)

By using the matrix (1), the Lorentz cone .Z and its boundary 3.Z are defined, respec-
tively, by

L = {x eR L xTIx <0, Xp+l > O},
0.7 = {x eR™ xTIx =0, xppy > 0] . )
A matrix M is called 9.2 -copositive if Z2"Mz >0, forall z € 3.%. Then, combining

Lemma 1.1 with the second equality in (2), we obtain the following special version of
Lemma 1.1.

Corollary 1.1 Let M € R™*" be a symmetric matrix. If M is 0.2 -copositive, then there
exists A € R such that M + A is positive semidefinite.

The dual cone of a cone % C R™ is a cone defined by #™* := {x ¢ R™ : (x,y) >
0, Vy € #}. Itis well-known that ¥ = Z* = (0.%)*.

2 Basics Results About the Hyperbolic Space

In this section, we recall some notations, definitions and basic properties about the
geometry of the hyperbolic space used throughout the paper. They can be found in
many introductory books on Riemannian and differential geometry, for example in [1,
14], see also [2].

Let (-, -) be the Lorentzian inner product of x = (x1, ..., Xy, Xp41) ' and y :=
(V1s -+ Yus Yus1) | on R*F1 defined as follows:
(X, ) :=x1y1 4+ + XnYn — Xut1Yn+1- 3)
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For each x € R"*!, the Lorentzian norm (length) of x is defined to be the complex
number

Xl == v/ (x, x). “)

Here, ||x|| is either positive, zero, or positive imaginary. By using (1), the Lorentz
inner product (3) can be stated equivalently as follows:

(x,y):= xTJy, Vx,y € R 5)

Throughout the paper, the n-dimensional hyperbolic space and its tangent hyperplane
at a point p are denoted by

H' = {peR™': (p,p)=—1, p"' >0},

T,H" = {v eR™! . (p,v) = o}, (6)

respectively. It is worth noting that the Lorentzian inner product defined in (3) is not
positive definite in the entire space R"*!. However, one can show that its restriction to
the tangent spaces of H" is positive definite; see [2, Section 7.6]. Consequently, ||v|| >
0 forall v € T,H" and all p € " with v # 0. Therefore, (-, -) and || - || are in fact a
positive inner product and the associated norm in T,H", for all p € H". Moreover,
forall p,g € H", (p,q) < —1and (p, q) = —1 if and only if p = q. Therefore, (3)
actually defines a Riemannian metric on H", see [3, pp. 67]. The Lorentzian projection
onto the tangent hyperplane T,H" is the linear mapping defined by

I+ pp"): R S T,H',  VpeH". (7

The Lorentzian projection (7) is self-adjoint with respect to the Lorentzian inner prod-
uct (3),i.e., (I+ pp " Du, v) = (u, A+ pp Hv), forallu, v e R and all p € H".
Moreover, we also have (I+ pp "I+ pp'J) =1+ pp '], forall p € H".

The intrinsic distance on the hyperbolic space between two points p, g € H" is
defined by

d(p, q) := arcosh(—(p, q)). (8)

It can be shown that (H", d) is a complete metric space, so that d(p, g) > 0 for all
p,q € H",and d(p, q) = 0 if and only if p = g. Moreover, (H", d) has the same
topology as R". The intersection curve of a plane though the origin of R**! with H"
is called a geodesic. If p, g € H" and g # p, then the unique geodesic segment from

ptoqis

g, Vrel0,d(p,q)]l

, inh ¢ inh ¢
qu ([) — (Cosht _I_ M) Sin

(p.g)?—1 (p.g)?—1

@ Springer



Journal of Optimization Theory and Applications (2023) 199:1085-1105 1089

Let f : H" — R be a twice differentiable function. The Hessian on the hyperbolic
space of f ata point p € H" is the mapping Hess f(p) : T,H" — T,H" given by

Hess f(p) = [1+ pp"3][1- D2F(p) + 0~ DF (p). ). ©

where D? f(p) is the usual Hessian (Euclidean Hessian) of the function f at a point
p, see [2, Proposition 7.6, p.163].

3 Hyperbolically Quadratic Convex Functions

Our aim is to study the hyperbolic convexity of the non-homogeneous quadratic func-
tion f : H" — R defined by

f(p)=p Ap+b"p+ec, (10)

where A = AT e RO+D>x0+D ', ¢ R+ ¢ e R, For that we first recall some general
characterizations for a non-homogeneous quadratic convex function. We begin with
the general definition of a convex function on the hyperbolic space.

Definition 3.1 A function f : H" — R is said to be hyperbolically convex (respec-
tively, strictly hyperbolically convex) if for any geodesic segment y, the composition
f oy is convex (respectively, strictly convex) in the usual sense.

In the following, we recall the general second-order characterization for hyperbolically
convex functions on hyperbolic spaces, for a proof see [5, Proposition 5.4].

Proposition 3.1 Let f : H" — R be a twice differentiable function. The function f
is hyperbolically convex if and only if the Hessian Hess f on the hyperbolic space
satisfies the inequality (Hess f(p)v,v) > 0, for all p € H" and all v € T,H", or
equivalently,

(J- D f(p)v, v>+ (J-DF(p). p) (v.v) 20, VpeH" YveT,H"

where D? f (p) is the usual Hessian and Df (p) is the usual gradient of f at a point
p € H". If the above inequalities are strict, then f is strictly hyperbolically convex.

In the following, we present a general characterization for convexity of the function
(10), which is an immediate consequence of Proposition 3.1.

Corollary3.1 Let A = AT € RHDx0+D ¢ R+ ¢ € R, The function f(p) =
pTAp + b p + c is hyperbolically convex if and only if

2 Av+2pTAp+bTp>0, Vp,veR"™ with pTip=-—1,
v v = 1, pTJU =0.
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Proof Considering that Df (p) = 2Ap + b, D> f(p) = 2A and JJ = I, we conclude
that

(1- D2 £ (pyv. v)+ 0 DF (). p) (v, 0) = 20T Av+ @pTAp+ 5T p) (v, 0)

Thus, it follows from Proposition 3.1 that the function f is hyperbolically convex in
H" if and only if 2" Av +2pTAp +b"p > 0, forall p € H*, allv € T,H" with
v'Jv = 1. Considering that p € H" and v € T,H" with v'Jv = 1 if and only if
p'Ip=—1,vJv=1and p"Jv = 0, the result follows. O

Next, we relate the hyperbolic convexity of f with the boundary of the Lorentz cone
0.Z.

Lemma3.1 Let A = AT € ROTDxn+D) o R+l ¢ ¢ R, The following three
conditions are equivalent:

() The function f : H* — R defined by f(p) = p' Ap+b" p + c is hyperbolically
convex;
(i) 4xTAx +4yTAy +/2b T (x +y) > 0, forall x, y € R withx, y € 3. and
T
x'Jy=—1;
(iil) 42T Az +4wTAw 4+ =27TTw b (z +w) > 0, forall z, w € R* withz, w €
3.Z and 7" Jw < 0.

Proof First, we prove the equivalence between (i) and (ii). For that, it is convenient
first to consider the following invertible transformations

p:%(ijy), v:%(x—y) if and only if x:—jf(p+v),

1
=—(p—v), 11
y=sr=v (1D

where x, y, p, v € R"*!. By using the first two equalities in (11), after some calcula-
tions, we have

2p"Ip=x"Ix +2x Ty +y' Iy,
20 Ju=x"Jx — 2xTJy + yTJy,
2pTJv =x"Jx — yTJy. (12)

On the other hand, by using the last two inequalities in (11), we obtain the following
three equalities

2x T Ix = pTJp + 2pTJv +v Ty,
2yTJy = pTJp — 2pTJv +v ' Jv,
2xTJy = pTJp — v Jo. (13)
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Moreover, the equalities in (11) also imply that
viAv+ pTAp =xTAx + y T Ay. (14)

First we prove (i) implies (ii). Take x, y € 9. and xTJy = —1, and consider the
transformation (11). Thus, by using (12), we conclude that pTJp = —1,vJv = I and
pTJv = 0. Hence, item (i) together with Corollary 3.1 implies that 2v " Av+2p T Ap+
b" p > 0. Therefore, by using (11) and (14), we conclude that 4x " Ax + 4y T Ay +
V2T (x+ y) > 0and item (ii) holds. Next, we prove that (ii) implies (i). Assume that
the item (ii) holds, and take p, v € R with pTJp =—1,v"Jv=1and pTJv =0,
and consider (11). Hence, by using (13), we have x (or —x) € .Z,y (or—y) € 0.Z
and x "Jy = —1, and item (ii) implies that 4x T Ax +4yT Ay + /2bT(x + y) > 0.
Thus, (11) and (14) implies that 2vT Av +2p T Ap + b p > 0, which implies that
item (i) holds.

We proceed to prove the equivalence between (ii) and (iii). Assume that item (ii)
holds and take z, w € 3.% and z ' Jw < 0. Since z ' Jw < 0, we define

< w

. — Y=
=z TTw V=zTTw

X =

15)

Thus, considering that z, w € 9.% and z"Jw < 0, some calculations show that
x,y € 3.% and x"Jy = —1. Therefore, using (15) together item (ii), we conclude
that

Az w Aw = —z"Tw (xTAx + yTAy) >0,

and the item (iii) holds. Finally, (iii) implies (ii) is immediate, which concludes the
proof. O

Proposition3.2 Let A = AT € ROFDx0+D ¢ RFl ¢ ¢ Rand f : H* — R
defined by f(p) = p' Ap+b" p+c. If f is hyperbolically convex, then there exists
i € R such that A + J is positive semidefinite.

Proof Letz, w € R" ! withz, w € 8. and z"Jw < 0. Define the sequence (w)xen,
where wy = (1/k)w with k£ # 0. Then, by (iii) of Lemma 3.1, we have

1 2 1
47" Az + 4k—2wTAw +/ —zzTJw b' <Z + zw)

=4z Az + 4w,;rAwk +v=27TTwi b (z + wy) > 0,

forall z, w € 8.Z with z"Jw < O and all k € N with k # 0. Hence, by tending with k
to infinity, we obtain that 4z T Az > 0, for all z € 8.%. Therefore, A is 3.Z-copositive,
and by using Corollary 1.1, the result follows. O
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Corollary3.2 Let A = AT e ROHDx0+D ¢ R+ ¢ ¢ Rand f : H* — R
defined by f(p) = pTAp +b" p + c. If f is hyperbolically convex, then A is 3.%-
copositive. As a consequence, h : H" — R defined by h(p) = p' Ap is hyperbolically
convex.

Proof Combining Proposition 3.2 with items (i), (ii) and (iii) of [5, Theorem 5.1], the
result follows. O

Since the condition x 'J y <0, for any x, y € 9.7, is equivalent to the n-dimensional
Cauchy inequality, it all holds. Then, the equivalence between items (i) and (iii) of
Lemma 3.1 can be stated equivalently in the following form.

Proposition3.3 Let A = AT € RHDX0+D e RMH e e Rand f : H' — R be
defined by f(p) = pT Ap+b" p+-c. Then, f is hyperbolically convex, if and only if

4xTAx +4yTAy +/=2xTIy b " (x +y) =0, Vx,y e R withx,y € 3.%.

Innext corollary, we present a characterization for a linear function to be hyperbolically
convex.

Corollary3.3 Let b € R" ¢ € Rand g : H" — R defined by g(p) = b p +c.
Then, g is hyperbolically convex, if and only if b € £.

Proof Applying Proposition 3.3 with A = 0 and g = f, we obtain that g is hyperbol-
ically convex if and only if

J=2xTIyb " (x+y) >0, Vx,yeR'*! withx,yedZ. (16)

Suppose first that g is hyperbolically convex. Let x € 9.Z\{0} arbitrary and y =
—(1/k)Jx € 8%, where k € N with k # 0. Thus, it follows from (16) that b (x —
(1/k)Jx) = 0, for any x € 9.Z\{0} and k € N with k£ # 0. By tending with k
to infinity in the last inequality, we obtain o' x > 0 for any x € 9.2\{0}. Hence,
b € (0L\{0})* = L* = Z. Conversely, if b € £ = £*, then (16) holds, and
hence, g is hyperbolically convex. O

In the Euclidean context, the linear term of a quadratic function has no influence on
the convexity of the function. As we will see in the next corollary, this is not the case
in the hyperbolic setting.

Corollary3.4 Let A = AT € RUFTDx+D ¢ RN\ & and ¢ € R. Then, there
exists a A > 0 such that the function f; : H" — R defined by fi.(p) = p'Ap +
(Ab) " p + ¢ is not hyperbolically convex.

Proof Sinceb ¢ ¥ = £*and ¥ = 0.£+9.Z,itfollows that there exists x, y € 0.Z
such that (Ab) " (x + y) < 0, for all A > 0. Hence, taking into account that x ' Jy < 0,
we conclude that

li AxTAx +4yT Ay +/=2xTTy (Ab) T = —00.
AJTM()‘ x+4y Ay + x'Jy(Ab) (x +y) 00
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Thus, it follows that if A > 0 is sufficiently large, then 4x' Ax + 4yT Ay +
V—2xTJy (Ab) T (x + y) < 0. Therefore, by Proposition 3.3, the function f; is not
hyperbolically convex. O
Proposition3.4 Let A = AT € R+DX0+D p — (b .. b,p) e R c e R

and f : H" — Rdefined by f(p) = p' Ap+b" p+c. If f is hyperbolically convex,
then there exists . € R such that

1
A+JAT+ Sbuil+ ]

is a positive semidefinite matrix.

Proof Applying Proposition 3.3 with x := (x1,...,x,41) € 0.Z and y = —Jx €
0.Z, we obtain that

4xT(A+TADx +vV2xTxb A =Dx >0, VxedZ. (17)

Since 2x,41 = v2xTx , forall x € 3., we obtain that bT(I=Dx = b1 (2xy41) =
bui1v2x Tx . Thus, we conclude that

VoxTxb A =Dx =2b,ix"x, VxedZ.

Hence, combining the last equality with (17), we obtain, after some algebraic manip-
ulations, that

1
4xT (A +JAT + sz]I) x=4x"(A+JADx +V2xTx b (A= Dx > 0,
Vx € 0.Z.

Therefore, A +JAJ + %bn_HI is 0.Z-copositive, and by using Corollary 1.1, the result
follows. O

Corollary3.5 Let A = AT € RODX0+D ' p — (b ... byy1) e R ¢ € Rand

f :H" — R defined by f(p) = p"Ap +b" p +c. If f is hyperbolically convex,
then g : H" — R defined by

1
gp=p' (A +JAT + zbnm) p

is hyperbolically convex.

Proof The proof follows from Proposition 3.4 by using the items (i) and (iii) of [5,
Theorem 5.1]. O

@ Springer



1094 Journal of Optimization Theory and Applications (2023) 199:1085-1105

Remark 3.1 If A is 9.Z-copositive and b, | > 0, then g in Corollary 3.5 is hyperbol-
ically convex. Indeed, considering that for any p € 9.2, we have ¢ = —Jp € 0.%,
we conclude that

_ T l _ T T 2
gp)=rp A+JAJ+2bn+II p=p Ap+q Aq+byy1p, =0,

which implies that g is bounded from below. Therefore, the result follows from items
(i) and (iv) of [5, Theorem 5.1].

Proposition3.5 Let A = AT € RO+Dx0+D p c R+l ¢ e R f: H" — R be
defined by f(p) = p Ap+b"p+candh : H" — R be defined by h(p) = p' Ap.
Consider the following statements:

(1) The function f is hyperbolically convex.

(ii) The inequality 4x T Ax + /—2xTIy b x
X,y €dZL.

(iii) The inequality 4yT Ay + /—2xTTybTy
x,y€dZ.

(iv) The function h is hyperbolically convex and b € £.

(v) The matrix A is 3. -copositive and b € ZL.

(vi) The vector b € £ and there is a i € R such that A + uJ is positive semidefinite

0 holds, for all x,y € R*™ 1 with

v

0 holds, for all x,y € R"*! with

v

Then, (ii) <= (iii) <= (iv) = (iv) <= (v) <= (vi) = (i)

Proof Items (ii)and (iii) are equivalent because they are obtained from each other by
swapping x and y. Suppose that (ii) is true. Then, (iii) is also true. By summing up the
inequalities of (ii) and (iii), we obtain that

dxTAx +4yT Ay +/—2xTIy b (x +y) >0,  Vx,y e R" ! withx,y € 8.2.

Hence, (i) follows from Proposition 3.3. The equivalence of items (iv), (v), and (vi)
follow from items (i), (ii) and (iii) of [5, Theorem 5.1]. To complete the proof, we will
show that (ii) <= (v). Suppose that (v) holds. Then, the inequality of (ii) follows
immediately from the 9% -copositivity of A and the self-duality of .. Reciprocally,
suppose that (ii) holds. Then, (i) also holds. Hence, it follows from Corollary 3.2 that 4
is a hyperbolically convex function. Thus, items (i) and (ii) of [5, Theorem 5.1] imply
that the matrix A is 9.Z-copositive. On the other hand, since XK= 1/ € 0L
for all k € N, it follows from the inequality of (ii) that

45 TAxk + /=20 TIy b Xk > 0,

forall x, y € 3. and k € N. Substituting x* = (1/k)?x into the last inequity, we
conclude that

4 1
FxTAx +3 —2xTIyb x > 0.
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forallx, y € 3.2 andk € N.Multiplying the latest inequality by k>, then tending with
k to infinity and finally dividing by v/—2xTJy, we obtain b x > 0, for all x € 9.Z.
Hence, b € (0.£)* = £. Therefore, item (v) holds and the proof is completed. 0O

For simplifying the statement and proof of the next results, it is convenient to intro-
duce the following notations. For a given A € R®+Dx@+D " ¢consider the following
decomposition:

A= <;r Z), AcRY™, aeR™, 5eR. (18)

Denote I € R"*" the identity matrix. In addition, for a given vector z € Rt consider
the following decomposition:

7= ( N ) eR™,  ZeR", z,4 R (19)
Zn+1
By using the above decompositions, we have the following result:

Proposition3.6 Let A = AT e ROFDx0+D p ¢ R+l ¢ ¢ Rand f : H* — R
defined by f(p) = p' Ap+Db" p+c. Then, f is hyperbolically convex, if and only if

43T (A+oDi+43"(A+oDy+8a’ (Ixl2% + 17125)

2051512 = 2575 (BTG + ) + bt (1512 + 151 ) = 0,

forallx,y € R".

Proof First note that, by using (2) and (19), we conclude that all x, y € 9. can be
written

X y n+1
= 7 ) ert!, :=(_ )eR+. 20
* <||x||2> Y=\l (20)

Hence, using (18), (19) and (20), we obtain that

4xTAx = 45T (A + oD)x + 8| X|a " X 1)
4yTAy =45 (A+ oD +8|l7a 'y (22)
J2xTay = 2005l - 25T 23)
bl (x+y) =b" (& + )+ bus1 (X2 + [I7]]2)- (24)
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By using equations (21), (22), (23) and (24), we conclude that

4xTAx +4y Ay +/—2xTIy b " (x +y) =4x (A +0Di+ 47 (A+ oDy
+8a " (I%]l2% + [I7]l27)
25120512 = 2575 (BTG + 5 + bt Ul + 1510

Therefore, by using the last equality together with Proposition 3.3, the desired result
follows. .

Remark3.2 Let A = AT e RHDx0tD) ¢ R+l ¢ ¢ Rand f : H' — R be
defined by f(p) = p" Ap +b" p 4 c. If f is hyperbolically convex, then 4x T (A +
ol)x +8a'||x||2x > 0, for all ¥ € R". To see that set y = 0 in Proposition 3.6.

Corollary3.6 Let A = AT € RHDx0+D p e R+l o ¢ Rand f : H* — R be
defined by f(p) = p"Ap +b" p + c. If f is hyperbolically convex, then
A 1 T nxn
A+ O'+§bn+l IeR
is positive semidefinite.
Proof First note that by letting y = —x in Proposition 3.6, we obtain that if f is hyper-

bolically convex then 8% " (A + o) X + 4b,41[|X]|3 > 0, for all ¥ € R". Considering
that

_ 1 _ _ _
8x ' <A + <a + Eb”“> 1) ¥ =8%" (A+ol)X+4by X3, Vi eR"

and f is hyperbolically convex, the result follows. O

Proposition3.7 Let A = AT e R@HtDx0+D p c Rt ¢ c R. Then, there
exists a A > 0 such that the function f, : H" — R defined by f,(p) =

pTAp + (b - )\e"'H)—r p + c is not hyperbolically convex.

Proof Consider the following matrix
A 1 T nxn
A+ o+ E(bn+l —A) JTe R (25)

The eigenvalues of the matrix (25) are the form  + o + %(an — A), where 8 is
an eigenvalue of A. Thus, the matrix (25) have negative eigenvalue by taking A > 0
sufficiently large. Consequently, the matrix (25) will not positive semidefinite for
A > 0 sufficiently large. Therefore, by applying Corollary 3.6 for f = f; the result
follows. =
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Theorem3.1 Letr A = AT € ROTDx0+D 4o 4 nonzero matrix, b € R*™! ¢ € R,
f :H" — R be defined by f(p) = p'Ap+b' p+candg : H* — R be defined by
g(p) = pTp+bT p+ c. Then, the following statements hold:

(1) If f is a hyperbolically convex, then the function h : H" — R defined by

h(p)=p'p+ (bA)T ptec

is hyperbolically convex, where

pho Ly (26)
1Al

(i) If there exists a u € R and a . > 0 such that the matrix A — LI + pJ is positive
semidefinite and b + 4re" T € L, then f is hyperbolically convex.
(i) Ifb + 4"t € L, then g is hyperbolically convex.

Proof Proof of item (i): Since f is hyperbolically convex, the Cauchy inequality and
Proposition 3.3 imply that

Al Al2llx 15 + 41 Al2lIy 15 +/—2xTTy b7 (x + y) = 4x T Ax + 4y " Ay

v/ =2xTIy b (x +y) = 0, (27)

for any x, y € R"*! with x, y € .. Divide (27) by ||A||» and use (26) to obtain

.
AxTx +4yTy+ \/ﬁ (bA) x4y =0,

for any x, y € R"*! with x, y € 9.%. Thus, applying Proposition 3.3 with f = h, it
follows that /4 is hyperbolically convex.

Proof of item (ii): First note that by using Cauchy and triangular inequalities, we
have

1 L bl2l|x + ¥
i BTG+ 5) + by > _|| _||2|| _yllz
Ix12 4+ 1¥]l2 lxl2 + 1yl
Vi, 7 € R"\ {0).

+ but1 > buy1 — 1B,

Taking into account that b +4re"t € £, we obtain that b1 — ||l; |l2 > —4A. Hence,
we have

b (X + ) + b1 = —4A. (28)
%12+ 1712
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On the other hand, some calculations show that

5o (W)z
—4 = max —8—8p? > [l _ _SHJE”%_SWH% .
P02/ T 15l (1+”f”2> VARSI (12 + 1512)
152\ 1l

If x and y are not parallel, then Cauchy inequality implies that 4| x|[2||y|> >
2|Ix[l217]l2 — 2x Ty > 0. Thus, it follows from the last inequality that

=112 S12
4> —8|1xll; - §||y||2 '
V205120512 = 2875 (1% ]l2 + 13112)

Combining the previous equality with (28), we obtain that

o —8Ix115 — 811713
fb—r (x + }’) + bn+] > A = = Z_T_v y_2 _ ’
1512 + 13112 V2IE1205 12 = 2575 (IF]l2 + 1712)

which, after some algebraic manipulations, can be rewritten equivalently as follows:

BAIEIZ + 82T I3 + /2 (I%l1211502 — £75)

[B7 G +5) +basr (1512 + 1512 = 0. 29)

The last inequality holds for any x, y € R", since it is also true for x and y parallel
or if any of x and y is zero. To proceed, note that by using (2) and (19), we conclude
that all x, y € 0.Z can be written

X )_7 n+1
x:i =1, e RMH ::<_ >€R+. 30
<||x||2> Y=\l (30)

In addition, for any x, y € 9., we have

4xTAx +4yT Ay +/—2xTIy b (x + y) = 4x T (A4 ul)x + 4y (A + ud)y
+/=2xTIy b (x + y).

On the other hand, since A — LI + uJ is positive semidefinite, we obtain
AxTA+u)x+4y (A4 ud)y = 4rx ' x +4ryTy,  Vx,yeR",
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which combined with the last equality yields

4xTAx 44y Ay +/—2xTIybT(x +y) = dax"x +4ryTy

/=2y b (x4 y) (3D

forany x, y € R"t1 Now, by using (30), we obtain after some calculations that

4ax x4+ 4ry Ty 4+ /=2xTIy b (x + y) = 81|I%]13 + 81|73

2 (1120502 = £75) [B7 G+ 5 + bt (7l + 1512 ]

for any x, y € 0.%Z. Thus, combining (29) and (31) with the previous equality, we
obtain that

4xTAx +4yTAy+/—2xTIybT(x+y) >0, Vx,yedZ.

Therefore, by applying Proposition 3.3, we conclude that f is hyperbolically convex.
Proof of item (iii): It is a particular case of (il) with A =I,A =0and pu =1. O

Corollary3.7 Let A = AT e R+Dx+D 1 .— T b, )T € R*™! ¢ € R and
f :H" — R be defined by f(p) = p' Ap +b' p + c. If there exists a i € R such
that

1 _
A—Zamu—mﬂfi+m

is positive semidefinite, then f is hyperbolically convex.

Proof If b € ., then 41'1 (I|5||2 - bn+1)+l = 0. Thus, in this case, we are under the
following assumptions: b € .Z and A + wuJ is positive semidefinite. Therefore, it
follows from items (i) and (vi) of Proposition 3.5 that f is hyperbolically convex.
Now, assume that b ¢ £ In this case, by setting

1 - 1 -
A= Z(Ilbllz — b)) = Z(Ilbllz — bnt1),

we conclude that

b+ 4re" ! = ( b ) cZ.
15112

Inthis case, by applying item (ii) of Theorem 3.1, we also obtain that f is hyperbolically
convex. O
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Example3.1 Let A = AT € RO+Dx0+D g .— 3T p, )T € R*™ ¢ € R and
f : H" — R be defined by f(p) = p'Ap+b'p+c. Forall b ¢ £, we can
construct many examples of hyperbolically convex quadratic functions f. Indeed, take
any b ¢ .Z, any u € R, any positive semidefinite matrix P and A = P + %(HEHZ -
bus1)TI+ . Then, the hyperbolic convexity of f follows from Corollary 3.7.

Corollary3.8 Let A = AT € RO+Dx+D 1 ¢ R+l ¢ € Rand f : H' — R be
defined by f(p) = p T Ap +b' p + c. If f is hyperbolically convex, then

bpi1 = —4lAl2

Proof From item (i) of Theorem 3.1, it follows that the function h(p) = pT p+
(bA)T p + c is hyperbolically convex, where

1
bA = b. (32)
All2

Applying Corollary 3.6 with f = h, it follows that
1 1 A 1 nxn
I+ {1+ Eb”“ IeR

is positive semidefinite, which implies that 2 + (1 /2)19;;‘Jrl > 0. Therefore, it fol-
lows from (32) that 2 + (1/2)(bn+1/1lAll2) > 0, which is equivalent to the required

inequality. O

Corollary3.9 Let A = AT € R+Dx+D 1 ¢ R+l ¢ ¢ Rand f : H* — R be
defined by f(p) = p " Ap +b' p + c. Then, the following statements hold:

(1) If f is hyperbolically convex, then there exists a . € R such that A+ J is positive
semidefinite and hmax (A + nJ) > thbn_+1'

(ii) If there exists a i € R such that Apin(A + uJ) > 211(”5”2 — buy1)T, then fis
hyperbolically convex. In particular, if b = 0 and there exists a A € R such that
Amin(A + ul) > zllb;ﬂ, then f is hyperbolically convex.

Proof Proofofitem (i): Suppose that f is hyperbolically convex. From Proposition 3.2,
it follows that there exists a € R such that A + pJ is positive semidefinite. Since

f)y=p (A+uhp+b'p+c+p
for any p € H", is hyperbolically convex, it follows from Corollary 3.8 that
bpi1 = —4A + puJll2 = —4hmax (A + p). (33)

If byy1 > 0, then Apmax (A + uJ) > 0 = thb;+1- On the other hand, if b,+; < 0, then
(33) implies that gy (A + ) > 1b

which concludes the proof of item (i).

n+1°
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Proof of item (ii): Assume that there exists a A € R such that Amin(A + AJ) >
L(Ibll2 = bag1) . Then, the following matrix

Loz +
A— Z(||b||2 — by )T+ A
is positive semidefinite. Hence, by applying Corollary 3.7, we conclude that f is

hyperbolically convex, which concludes the proof. O

Proposition 3.8 Letp,c € Rand f : H" — R be definedby f(p) = p' p+ppus1+
c. Then, f is hyperbolically convex if and only if p > —4.

Proof By applying Corollary 3.9 with A =1, u = 0, b = 0 and b, | = p, the result
follows. m|

To state the next theorem, it is convenient to introduce the following notation: Denote
by w J z that neither of the vectors w and z is a nonnegative multiple of the other one.

Theorem3.2 Let A = AT € ROFDX0+D ' e R+l ¢ c Rand f : H* — R be
defined by f(p) = p " Ap +b" p + c. Define

o(5.4) = inf 4(xTAx + 3T AY) +8a" (%1125 + [17129) + 4o (I1X115 + 17115)

i (IEl2 + 17112) /2 (IZl21 312 = 275)
F@+ﬁ]

%02 + 15112

Then, f is hyperbolically convex if and only if
byt + ¢ (b, A) > 0.

In particular, if A =1, then f is hyperbolically convex if and only if
but1 +¢ (b) = 0,

where

_ 8 (Ilx 2+ =12 ];T _ _
¢(b) — _l_Ilf (” ”2 ||y||2) | b (x +f’)
S| 1+ 1512) 2 (IE 5l - £75) W2+ 1512

Proof 1t follows from Proposition 3.6 that f is hyperbolically convex, if and only if

45T (A+oDi+45 (A +oDy+8a’ (Ixl2% + I7125)

272051 = 2675 (BTG + 5 + b (1l + 1512)) 2 0,
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for all x, y € R". The first statement follows after dividing the last inequality by the
quantity

(IFl2 + 1712) /2 (11121512 — £75)

and then using the definition of the infimum. The second statement is a particular
instance of the first one. O

Corollary 3.10 Let A = AT e ROADX(+D pe 4 nonzero matrix, b € R*! ¢ € R,
f :H" — R bedefinedby f(p) = p' Ap+b' p+candh : H* — R be defined by
h(p) = p" Ap. Then, the following statements hold:

@) If Amin(A) + 0 = 2|lall2 and by = |IDll2 + 4llallz — 2Amin(A) — 20, then f
is hyperbolically convex. In particular, if A =1 and b,41 > ||b||2 — 4, then f is
hyperbolically convex.

(i) If hmin(A) + o > 2||@|l2, then h is hypebolically convex.

Proof Proof of item (i): By using the notations of Theorem 2 and triangular and Cauchy
inequality, we have

o0 )z

Hy
—lbl2]

4(xTAx +5TAY) +8a" (%[5 + 725) + 4o (X113 + 117113)
2 (IX 112 + I1¥1l2) VTXT2 032

> — |lbll, + inf (2Amin(A) — 4llal2 +20) (1513 + 1713)
B WR Uxll2 + 1y l2) Vlxl21y 12

XAy

Considering that Apin(A) + o > 2||a||», we obtain from the last inequality that

0 (b A) = 51> + (2hmn(A) — 4l +20) inf —— P EIIE____
sy F+ 151 VIFR T T
:

(34)
Taking into account that

- I%13 + 113113 .
s (122 + 1712 VIFRIFT
x4y

it follows from (34) that ¢ (b, A) = —||bll> + 2Amin(A) — 4[l@ll» + 20. Therefore,
considering that by 41 > ||b]|2 +4(a@ll2 — 2Amin(A) — 20, we conclude that ¢ (b, A) >
—b, 41 or equivalently that b, + ¢ (Z;, A) > 0. Hence, applying Theorem 3.2, we
obtain that f is hyperbolically convex and the first statement of item (i) is proved. The
second statement is an immediate consequence of the first one.
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Proof of item (ii): Choose by, 41 > ||b|l2 +4|l@|l2 — 2Amin(A) — 20 It follows from
item (i) that f is hyperbolically convex. Then, Corollary 3.2 implies that & is also
hyperbolically convex. O

Remark 3.3 Item (ii) of Corollary 3.10 improves item (iii) of [5, Theorem 5.2], where
the inequality is strict.

Example 3.2 For the particular case in item (i) of Corollary 3.10, by taking A = I any
b € R" and b4 € [||b||2 —4, ||b||2), another large class of hyperbolically convex
quadratic functions f with b ¢ % follows.

Corollary 3.11 Letn > 3 be an integer, A = AT € RHDX0HD be g nonzero matrix,
beR™ ¢ceR, f:H"— R bedefined by f(p) = pTAp+b p+c. If fis
hyperbolically convex, then

b b b1 Ab :
buyi = % +24/2 TBII - «/?W — V2 hmax (A) — 24/2 0. (35)
2 2

In particular if f is hyperbolically convex and A =1, then

b
bpi1 > % — 42 (36)
Proof We will use the notation of Theorem 3.2. We have ¢ (b, A) = inf tyern W(X, Y, b, A),
iy
where
I 4(xTAX + 5T AY) +8a’ (%[5 + [7125) + 4o (X113 + 117113)
Y(x,y,b,A) = - - — —
(Ixll2 +11¥ll2) \/2 (Ix120312 — xT)
bT (X + )
Ixlz + Iyl

Hence, ¥ (X, y, b, A) < {(X, ¥, b, A), where
¢(%,3,b, A)
4 (XTAT + dmax (D [713) +8a T (IX 2% + 15125) + 4o (1513 + 1713)
(%02 + ||y||z>\/2 (IZ1201502 — ¥T5)

bT(x +7)
lxll2 + 11912

and ¢ (b, A) < inf; ;e (%, 3, b, A) < (X, 7, b, A) for any %,y € R" with ¥ }f j.

Xy
Thus, Theorem 3.2 implies
bust +E(%, 5. b, A) = byy1 + ¢(b, A) = 0. (37)
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Let¥ ;= —band y € R" such that 'a = 0, 36 = 0 and |lyll2 = [|b]|2. Then, a
simple calculation yields that the right-hand side of equation (35) is —¢(x, y, b, A).
Hence, (35) follows from (37) and (36) is a simple consequence of (35). O

4 Final Remarks

This paper is a natural continuation of [5], where the study of convexity of homoge-
neous quadratic functions in hyperbolic spaces was started. In contrast to the Euclidean
space, the study of non-homogeneous quadratic functions in the hyperbolic space is
more elaborate than the study of homogeneous quadratic functions. In [4], the study
of the convexity of quadratic functions on the sphere was conducted, with a specific
focus on homogeneous functions. An intriguing investigation that merits further explo-
ration involves characterizing non-homogeneous quadratic functions on the sphere,
complementing the findings presented in the paper [4]. It is worth noting that when
defining a quadratic function on the sphere and in the hyperbolic space, we rely on
the fact that these manifolds are subsets of the Euclidean space. In fact, this kind of
study could potentially be extended to manifolds that are subsets of matrix spaces.
However, conducting a comprehensive study of convex quadratic functions, or more
generally, engaging in convex analysis within a general Riemannian manifold, remains
a challenging endeavor.
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