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1 Introduction

We correct an error in the proof of Theorem 3.5 in [1].

The original article can be found online at https://doi.org/10.1023/A:1014853129484.
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2 Mathematical Details

Theorem 3.5 in [1] says, if x € § is a local minimum of (P) and f is locally Lipschitz
which admits an USRC 9* f (¥) at X, then

0 € cl(co(d" f (X)) + T°(S, X)). ey

The following example justifies that the above theorem fails to hold.

Example2.1 Let f : R2 — R and the feasible set S be defined as f(xi, x2) =
—Xx1 4+ |x2and § = {(x1,x2) € RZ : 0 < x; < |x|}. Clearly, x = (0,0) is
a global minimum, 7'(S, %) = S and co(T (S, X)) = co(S) = {(x1,x2) € R? :
x1 > 0}. Now, for any v = (vi,v2) € R?, ff(¥,v) = —vi + |v2]. Also it can
be seen that 3* f(x) = {(—1, 1), (—1, —1)} is an upper semi-regular convexificator
of fatx. As T(S,x) = S, it follows that fj(i, v) >0, forall v € T(S, x). Thus
sup (¢, v) >0, forallv € T(S, x).Clearly, sup (¢,v) = fj(i,i) =-1<0
g0 f(X) ¢ed* f(%)
forv = (2,1) € co(T(S, x)). Moreover, T°(S,x) = {(x,0) € R2:x < 0} and
Co(0* f(x)) = {(—=1,1) e R?: —1 <t < 1}. Hence 0 ¢ cl(To(d* f (X)) + T°(S, X)).
Thus Theorem 3.5 in [1] fails to hold for f at x.

We rectify the error in the above theorem by assuming the tangent cone to be convex.
For this we first recall the notion of support functions from [2]. The support function

o4(x) : R" - RU{+4o00} of anonempty set A C R" is defined as o4 (x) := sup(x, a).
acA
A correct statement of Theorem 3.5 in [1] should be as follows.

Theorem 2.1 If x € S is a local minimum of (P), T(S, x) is a convex cone and f
is locally Lipschitz which admits an USRC 98* f (x) at X, then (1) holds. Further, if
0* f (x) is bounded, then

0 € co(@* f(X)) + T°(S, %). 2)

Proof As X is a local minimum of (P), there exists € > 0 such that f(x) < f(x)
forall x € B(x,e) N S. Forv € T(S, x), there exist sequences (fx)xeN and (Vg)ieN
with 7 | 0 and vy — v such that x + frvr € S. Thus there exists kg € N such
that X + fxvx € B(x,€) N S for all k > kg, which implies f(x) < f(x + txvg) for
all k > ko. As f is locally Lipschitz with Lipschitz constant say, L, hence for every
v e T(S,x) we have

f&x+1t) - f(X)

fdJr()E, v) = lim sup

140 t
- i [f(f+tkv)—f(f+lkvk) f(f+tkvk)—f(3?)}
> lim sup +
k—00 Ik 17
> lim [—Lljv = vl]] +limsup [f(x + t"'t’k) - f(x)} > 0.
—>00 k— 00 k
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As 3* f(x) is an USRC of f at x, it follows from [2, Proposition 2.2.1 (p. 211)] that

Oco(d* £ (1) (V) = 0=y (v) = sup (L, v) >0, forallv e T(S,x).  (3)
Led* f(x)

As T (S, x) is convex, hence by applying [2, Example 2.3.1 (p. 215)] for K = T°(S, x)
we deduce that

0, ifveT(S, %),
OTo ) = 4
T°(5,%) (V) 400, otherwise. “

In view of [2, Theorem 3.3.3(i) (p. 226)] the support function of the set U =
cl(co(@* f (X)) + T°(S, x)) is

oy (V) = Oco(a* £(7)) (V) + 0o70(5,5)(v), forallv € T(S, x). 5)

Using (3)-(5) and the fact that ok (v) is infinite for v ¢ T (S, X), we conclude
that oy (v) > O forall v € R". Thus, by [2, Theorem 2.2.2 (p. 211)],0 € U =
cl(co(@* f(x)) + T°(S, X)).

If 3* f(x) is a bounded set then co(d* f (X)) is compact as 3* f (x) is a closed set.
Hence (1) reduces to (2) as co(d* f(x)) + T°(S, x) is a closed set. m]
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