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#### Abstract

In this paper, we propose a new long-step interior point method for solving sufficient linear complementarity problems. The new algorithm combines two important approaches from the literature: the main ideas of the long-step interior point algorithm introduced by Ai and Zhang and the algebraic equivalent transformation technique proposed by Darvay. Similar to the method of Ai and Zhang, our algorithm also works in a wide neighborhood of the central path and has the best known iteration complexity of short-step variants. However, due to the properties of the applied transforming function in Darvay's technique, the wide neighborhood definition in the analysis depends on the value of the handicap. We implemented not only the theoretical algorithm but a greedy variant of the new method (working in a neighborhood independent of the handicap) in MATLAB and tested its efficiency on both sufficient and non-sufficient problem instances. In addition to presenting our numerical results, we also make some interesting observations regarding the analysis of Ai-Zhang type methods.
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## 1 Introduction

In this paper, we introduce a new long-step interior point method for solving linear complementarity problems (LCPs). LCPs have a wide range of applications in numer-

[^0]ous different fields, for example, solving the Arrow-Debreu market exchange model with Leontief utilities [42], finding equilibrium points in bimatrix games [31], and several engineering applications can be found in the survey [22]. The LCP class also contains the linear programming problem and the quadratic programming problem as special cases. Many of the classical applications and results can be found in the monographs of Cottle et al. [8] and Kojima et al. [29].

In general, the LCP is an NP-complete problem [7], but many efficient algorithms have been introduced assuming that the coefficient matrix has a special property. In this paper, we suppose that the coefficient matrix is a $\mathcal{P}_{*}(\kappa)$-matrix. In this case, a nonnegative number $\kappa$ can be assigned to the matrix, which is called its handicap. With this assumption, several authors could introduce interior point algorithms that are polynomial in the size of the problem and the handicap. However, de Klerk and E.-Nagy [17] proved that there are matrices for which the value of the handicap is exponential in the problem size.

Based on the used step length, interior point algorithms (IPAs) can be divided into two main groups, short-step, and long-step methods. Even though long-step algorithms perform better in practice, in general, for short-step variants, a better theoretical complexity can be proved, i.e., for many years, there was a gap between theory and practice. Several attempts have been made to resolve this issue based on self-regular functions, kernel functions, and other techniques, e.g., [6, 35, 37].

Ai and Zhang [1] introduced a long-step IPA for solving monotone LCPs. Their method works in a wide neighborhood of the central path and has the best known theoretical complexity of short-step variants. Based on their approach, several authors proposed long-step methods with the best known theoretical complexity, for different problem classes, e.g., for linear optimization [15, 33, 41], horizontal linear complementarity problems (HLCPs) [38], symmetric cone Cartesian $\mathcal{P}_{*}(\kappa)$-HLCPs [4, 5], and also for semidefinite optimization [21, 32, 36].

Darvay [9] introduced the algebraic equivalent transformation (AET) technique to determine new search directions for IPAs. His main idea was to apply a continuously differentiable, invertible function $\varphi$ to the centering equation of the central path problem. Then, by applying Newton's method to this transformed system, the new search directions can be determined. A new version of the AET method has been examined in the paper of Darvay and Takács for linear optimization [16], based on a different rearrangement of the centering equation. Using this new type of transformation, recently Darvay et al. introduced a predictor-corrector IPA for sufficient LCPs [13].

By changing the function $\varphi$, different methods can be introduced. Most IPAs from the literature can be considered as a special case of the AET technique, with the function $\varphi(t)=t$ (in this case, the central path problem is not transformed). In his first paper, Darvay applied the function $\varphi(t)=\sqrt{t}$. This function has been used in the paper of Darvay and Rigó as well [15], where they introduced an Ai-Zhang type long-step IPA for linear optimization with the best known theoretical complexity, and using the same function, Illés et al. recently proposed a predictor-corrector IPA in [26]. This function has also been applied by Asadi and Mansouri to $\mathcal{P}_{*}(\kappa)$-HLCPs [3].

The function $\varphi(t)=t-\sqrt{t}$ has been proposed also by Darvay et al. [14], and in the last few years, it has been applied in several different papers by Darvay and his
coauthors. They introduced a corrector-predictor IPA for solving linear programming problems [10] and proposed another corrector-predictor IPA for sufficient LCPs [12], and they also presented a short-step IPA for sufficient LCPs [11].

Moreover, the function $\varphi(t)=\frac{\sqrt{t}}{2(1+\sqrt{t})}$ has been introduced by Kheirfam and Haghighi [28], to solve $\mathcal{P}^{*}(\kappa)$-LCPs with a short-step IPA.

In this paper, we also apply the AET technique, with the function $\varphi(t)=t-\sqrt{t}$ and introduce an Ai-Zhang type long-step interior point method for solving sufficient LCPs. This is the first such algorithm, to the best of our knowledge. We prove that our IPA has the best known iteration complexity of short-step variants. This result can be considered as the generalization of the IPA we introduced for linear optimization in [20]. In addition to generalizing the algorithm, we could also improve some of our estimations in [20], and for this reason, better parameter settings can be applied here.

Potra [38] proposed an Ai-Zhang type method for $\mathcal{P}_{*}(\kappa)$-HLCPs. (A $\mathcal{P}_{*}(\kappa)$-HLCP can be equivalently reformulated as a $\mathcal{P}_{*}(\kappa)$-LCP problem [2]). He did not apply the AET method, i.e., in his case $\varphi$ can be considered as the identity function. In that case, the convergence and best known complexity of the method could be proved using the original, $\kappa$-independent neighborhood of Ai and Zhang. For our method using the function $\varphi(t)=t-\sqrt{t}$, with the current estimations, the convergence cannot be proved, assuming that the neighborhood does not depend on the handicap. Still, the result is interesting because it shows that the AET technique can be applied for Ai-Zhang type methods, even in the case of $\mathcal{P}_{*}(\kappa)$-LCPs. Our main goal is to identify a class of transforming functions, where, similar to the result of Potra, a $\kappa$ independent neighborhood can be applied, and another wider class, where, similar to the case examined in this paper, the analysis can be carried out only in a $\kappa$-dependent neighborhood.

Throughout this paper, the following notations will be used. We denote scalars and indices by lowercase Latin letters and vectors by bold lowercase Latin letters. Matrices are denoted by uppercase Latin letters. We denote sets by capital calligraphic letters. $\mathbb{R}_{+}^{n}$ denotes the set of $n$-dimensional vectors with strictly positive coordinates, and $\mathbb{R}_{\oplus}^{n}$ is the set of $n$-dimensional nonnegative vectors. Let $f(x)$ be a univariate function, and let $\mathbf{x} \in \mathbb{R}^{n}$ be a given vector. Then, $f(\mathbf{x})$ denotes the vector $f(\mathbf{x})=$ $\left[f\left(x_{1}\right), \ldots, f\left(x_{n}\right)\right]^{\top}$. Let $\mathbf{u}, \mathbf{v} \in \mathbb{R}^{n}$ be two given vectors. Then, $\mathbf{u v}$ is the Hadamard product (namely, the componentwise product) of $\mathbf{u}$ and $\mathbf{v}$. If $v_{i} \neq 0$ holds for all indices $i$, then the fraction of $\mathbf{u}$ and $\mathbf{v}$ is the vector $\mathbf{u} / \mathbf{v}=\left[u_{1} / v_{1}, \ldots, u_{n} / v_{n}\right]^{\top}$. If $\alpha \in \mathbb{R}$, let $\mathbf{u}^{\alpha}=\left[u_{1}^{\alpha}, \ldots, u_{n}^{\alpha}\right]^{\top}$.

Let $\mathcal{I}$ denote the index $\operatorname{set} \mathcal{I}=\{1, \ldots, n\}$. We denote the positive and negative part of the vector $\mathbf{u}$ by $\mathbf{u}^{+}$and $\mathbf{u}^{-}$, i.e.,

$$
\mathbf{u}^{+}=\max \{\mathbf{u}, \mathbf{0}\} \in \mathbb{R}^{n} \quad \text { and } \quad \mathbf{u}^{-}=\min \{\mathbf{u}, \mathbf{0}\} \in \mathbb{R}^{n},
$$

where the maximum and minimum are taken componentwise. We use the standard notation $\|\mathbf{u}\|$ for the Euclidean norm of $\mathbf{u},\|\mathbf{u}\|_{1}=\sum_{i=1}^{n}\left|u_{i}\right|$ denotes the Manhattannorm of $\mathbf{u}$, and $\|\mathbf{u}\|_{\infty}=\max _{i=1}^{n}\left|u_{i}\right|$ is the infinity norm of $\mathbf{u}$. The matrix $\operatorname{diag}(\mathbf{u})$ is the diagonal matrix with the elements of the vector $\mathbf{u}$ in its diagonal. Finally, $\mathbf{e}$ denotes the vector of all ones.

This paper is organized as follows. Section 2 summarizes the most important properties of LCPs and the related matrix classes. In Sect. 3, we give an overview of the algebraic equivalent transformation technique and the method of Ai and Zhang. In Sect. 4, we introduce a new, Ai-Zhang type wide neighborhood and describe our new algorithm. In Sect. 5, we prove that the method is convergent and has the best known iteration complexity. Section 6 presents our numerical results. In Sect. 6.2, we make some interesting observations on the coordinates of the vector $\mathbf{v}$. Section 7 summarizes our results.

## 2 The Linear Complementarity Problem

Let us consider the linear complementarity problem (LCP) in the following form:

$$
\left.\begin{array}{rl}
-M \mathbf{x}+\mathbf{s} & =\mathbf{q} \\
\mathbf{x s} & =\mathbf{0} \\
\mathbf{x}, \mathbf{s} & \geq \mathbf{0},
\end{array}\right\}
$$

where $M \in \mathbb{R}^{n \times n}$ and $\mathbf{q} \in \mathbb{R}^{n}$ are given, and our goal is to find a vector pair $(\mathbf{x}, \mathbf{s}) \in$ $\mathbb{R}^{n} \times \mathbb{R}^{n}$ that satisfies the system.

Let $\mathcal{F}=\{(\mathbf{x}, \mathbf{s}):-M \mathbf{x}+\mathbf{s}=\mathbf{q}, \mathbf{x} \geq \mathbf{0}, \mathbf{s} \geq \mathbf{0}\}$ denote the set of feasible solutions, $\mathcal{F}_{+}=\{(\mathbf{x}, \mathbf{s}) \in \mathcal{F}: \mathbf{x}>\mathbf{0}, \mathbf{s}>\mathbf{0}\}$ the set of strictly positive feasible solutions and $\mathcal{F}^{*}=\{(\mathbf{x}, \mathbf{s}) \in \mathcal{F}: \mathbf{x s}=\mathbf{0}\}$ the set of solutions to the linear complementarity problem.

The class of sufficient matrices has been introduced by Cottle et al. [8]. A matrix $M \in \mathbb{R}^{n \times n}$ is column sufficient if the following implication holds for all $\mathbf{x} \in \mathbb{R}^{n}$ :

$$
\text { If } x_{i}(M \mathbf{x})_{i} \leq 0 \text { for all } i \in \mathcal{I} \text { then } x_{i}(M \mathbf{x})_{i}=0 \text { for all } i \in \mathcal{I} .
$$

$M$ is row sufficient if $M^{T}$ is column sufficient, and a matrix $M$ is sufficient if it is both row and column sufficient.

Kojima et al. [29] introduced the class of $\mathcal{P}_{*}(\kappa)$-matrices. Let $\kappa$ be a given nonnegative number. A matrix $M \in \mathbb{R}^{n \times n}$ is a $\mathcal{P}_{*}(\kappa)$-matrix, if

$$
\mathbf{x}^{\top} M \mathbf{x}+4 \kappa \sum_{i \in \mathcal{I}}(\mathbf{x}(M \mathbf{x}))_{i}^{+} \geq 0
$$

holds for all $\mathbf{x} \in \mathbb{R}^{n}$. This class can be considered as the generalization of positive semidefinite matrices since $\mathcal{P}_{*}(0)$ is the set of positive semidefinite matrices.

The smallest $\kappa$ value for which $M$ is a $\mathcal{P}_{*}(\kappa)$-matrix is called the handicap of $M$. The matrix class $\mathcal{P}_{*}$ can be defined in the following way:

$$
\mathcal{P}_{*}:=\bigcup_{\kappa \geq 0} \mathcal{P}_{*}(\kappa) .
$$

Kojima et al. [29] proved that if a matrix belongs to the set $\mathcal{P}_{*}$, then it is column sufficient. Later, Guu and Cottle [24] showed that a $\mathcal{P}_{*}$-matrix is also row sufficient, meaning that all $\mathcal{P}_{*}$-matrices are sufficient. Väliaho [39] proved the other inclusion; therefore, the class of sufficient matrices is equivalent to the class of $\mathcal{P}_{*}$-matrices.

### 2.1 The Central Path Problem

The central path problem of LCP can be formulated as follows:

$$
\left.\begin{array}{rl}
-M \mathbf{x}+\mathbf{s} & =\mathbf{q}  \tag{1}\\
\mathbf{x s} & =v \mathbf{e} \\
\mathbf{x}, \mathbf{s} & >\mathbf{0},
\end{array}\right\}
$$

where $v>0$ is a given parameter.
The next theorem highlights the importance of the $\mathcal{P}_{*}$ matrix class. Illés et al. [27] gave an elementary proof of these statements in an unpublished manuscript in 1997. The proof can be found in [34].

Theorem 2.1 [27, Corollary 4.1] Let us consider a linear complementarity problem with $\mathcal{P}_{*}(\kappa)$ coefficient matrix $M$. Then, the following three statements are equivalent:

1. $\mathcal{F}^{+} \neq \emptyset$.
2. $\forall \mathbf{w} \in \mathbb{R}_{+}^{n} \exists!(\mathbf{x}, \mathbf{s}) \in \mathcal{F}^{+}: \mathbf{x s}=\mathbf{w}$.
3. $\forall v>0 \exists!(\mathbf{x}, \mathbf{s}) \in \mathcal{F}^{+}: \mathbf{x s}=v \mathbf{e}$.

According to the last statement, for $\mathcal{P}_{*}(\kappa)$ linear complementarity problems, when $\mathcal{F}^{+} \neq \emptyset$, the central path exists and it is unique. Moreover, as $v$ tends to 0 , the solutions of the central path problem (1) converge to a solution of the LCP.

From now on, we assume that the coefficient matrix $M$ of the LCP is sufficient, more precisely $\mathcal{P}_{*}(\kappa)$; furthermore, $\mathcal{F}_{+} \neq \emptyset$ and an initial point $\left(\mathbf{x}_{0}, \mathbf{s}_{0}\right) \in \mathcal{F}_{+}$is given.

## 3 The Theoretical Background of the Algorithm

As it has already been mentioned in the introduction, our method combines two important results from the literature, the algebraic equivalent transformation (AET) technique proposed by Darvay [9] and the main approach of the long-step IPA introduced by Ai and Zhang [1].

According to the AET technique, we apply a continuously differentiable function $\varphi:(\xi, \infty) \rightarrow \mathbb{R}$ with $\varphi^{\prime}(t)>0$ for all $t \in(\xi, \infty), \xi \in[0,1)$ to the central path problem (1):

$$
\left.\begin{array}{rl}
-M \mathbf{x}+\mathbf{s} & =\mathbf{q}  \tag{2}\\
\varphi\left(\frac{\mathbf{x S}}{v}\right) & =\varphi(\mathbf{e}) \\
\mathbf{x}, \mathbf{s} & >\mathbf{0} .
\end{array}\right\}
$$

If we apply Newton's method to system (2), we obtain

$$
\left.\begin{array}{rl}
-M \Delta \mathbf{x}+\Delta \mathbf{s} & =\mathbf{0}  \tag{3}\\
\mathbf{s} \Delta \mathbf{x}+\mathbf{x} \Delta \mathbf{s} & =v \frac{\varphi(\mathbf{e})-\varphi\left(\frac{\mathrm{xs}}{v}\right)}{\varphi^{\prime}\left(\frac{\mathbf{x s}}{v}\right)}=: \mathbf{a}_{\varphi} \cdot
\end{array}\right\}
$$

As can be seen from the previous formulation, the right-hand side of the system (3) depends on the choice of the function $\varphi$, and by modifying $\varphi$, we can determine different search directions and introduce new interior point algorithms.

One of the important ideas of Ai and Zhang was to decompose the Newton directions into positive and negative parts and use different step lengths for the two components. Namely, we consider the following two systems:

$$
\left.\left.\begin{array}{rl}
-M \Delta \mathbf{x}_{-}+\Delta \mathbf{s}_{-} & =\mathbf{0}  \tag{4}\\
\mathbf{s} \Delta \mathbf{x}_{-}+\mathbf{x} \Delta \mathbf{s}_{-} & =\mathbf{a}_{\varphi}^{-}
\end{array}\right\} \quad \begin{array}{rl}
-M \Delta \mathbf{x}_{+}+\Delta \mathbf{s}_{+} & =\mathbf{0} \\
\mathbf{s} \Delta \mathbf{x}_{+}+\mathbf{x} \Delta \mathbf{s}_{+} & =\mathbf{a}_{\varphi}^{+},
\end{array}\right\}
$$

where $\mathbf{a}_{\varphi}^{+}$and $\mathbf{a}_{\varphi}^{-}$are the positive and negative parts of the vector $\mathbf{a}_{\varphi}$, respectively.
It is important to notice that the coordinates of $\Delta \mathbf{x}_{+}$are not necessarily nonnegative, since this is the solution of the system with the positive part of $\mathbf{a}_{\varphi}$ on the right-hand side (we have a subscript in the notation, instead of a superscript). The similar can be stated for $\Delta \mathbf{x}_{-}, \Delta \mathbf{s}_{+}$and $\Delta \mathbf{s}_{-}$as well.

If $\alpha_{1}$ and $\alpha_{2}$ are given step lengths, after solving the systems (4), we can calculate the new iterates as

$$
\mathbf{x}(\alpha):=\mathbf{x}+\alpha_{1} \Delta \mathbf{x}_{-}+\alpha_{2} \Delta \mathbf{x}_{+} \quad \text { and } \quad \mathbf{s}(\alpha):=\mathbf{s}+\alpha_{1} \Delta \mathbf{s}_{-}+\alpha_{2} \Delta \mathbf{s}_{+} .
$$

To simplify the analysis of interior point methods, we usually work with a scaled version of the Newton-system. To determine the scaled systems from (4), we introduce the following notations:

$$
\begin{aligned}
\mathbf{v} & =\sqrt{\frac{\mathbf{x s}}{v}}, \quad \mathbf{d}=\sqrt{\frac{\mathbf{x}}{\mathbf{s}}} \\
\mathbf{d \mathbf { x } _ { + }} & =\frac{\mathbf{v} \Delta \mathbf{x}_{+}}{\mathbf{x}}, \quad \mathbf{d s _ { + }}=\frac{\mathbf{v} \Delta \mathbf{s}_{+}}{\mathbf{s}}, \quad \mathbf{d x _ { - }}=\frac{\mathbf{v} \Delta \mathbf{x}_{-}}{\mathbf{x}}, \mathbf{d s _ { - }}=\frac{\mathbf{v} \Delta \mathbf{s}_{-}}{\mathbf{s}} .
\end{aligned}
$$

Let $D=\operatorname{diag}(\mathbf{d})$ and $\bar{M}=D M D$, then the scaled systems can be written as

$$
\left.\left.\begin{array}{rl}
-\bar{M} \mathbf{d} \mathbf{x}_{-}+\mathbf{d} \mathbf{s}_{-} & =\mathbf{0} \\
\mathbf{d} \mathbf{x}_{-}+\mathbf{d} \mathbf{s}_{-} & =\mathbf{p}_{\varphi}^{-}
\end{array}\right\} \quad \begin{array}{rl}
-\bar{M} \mathbf{d} \mathbf{x}_{+}+\mathbf{d} \mathbf{s}_{+} & =\mathbf{0} \\
\mathbf{d} \mathbf{x}_{+}+\mathbf{d} \mathbf{s}_{+} & =\mathbf{p}_{\varphi}^{+},
\end{array}\right\}
$$

where

$$
\mathbf{p}_{\varphi}=\frac{\varphi(\mathbf{e})-\varphi\left(\mathbf{v}^{2}\right)}{\mathbf{v} \varphi^{\prime}\left(\mathbf{v}^{2}\right)}
$$

In this paper, we focus on the function $\varphi(t)=t-\sqrt{t}$, which has been introduced by Darvay et al. for linear optimization [14]. In this case,

$$
\mathbf{p}_{\varphi}=\frac{2\left(\mathbf{v}-\mathbf{v}^{2}\right)}{2 \mathbf{v}-\mathbf{e}}
$$

Since we fixed the function $\varphi$, from now on we simply use the notation $\mathbf{p}$ instead of $\mathbf{p}_{\varphi}$.

Throughout the analysis, we need to ensure that $\mathbf{p}$ is well defined. Therefore, we assume that $v_{i}>1 / 2$ is satisfied for all $i \in \mathcal{I}$.

Because of the decomposition applied in Ai-Zhang type methods, we also introduce the notation for the index sets $\mathcal{I}_{+}$and $\mathcal{I}_{-}$. Let $\mathcal{I}_{+}=\left\{i \in \mathcal{I}: x_{i} s_{i} \leq \tau \mu\right\}=\{i \in \mathcal{I}$ : $\left.v_{i} \leq 1\right\}$, and $\mathcal{I}_{-}=\mathcal{I} \backslash \mathcal{I}_{+}$. Notice that under the assumption $v_{i}>1 / 2$ for all index $i \in \mathcal{I}$, the nonnegativity of a coordinate $p_{i}$ is equivalent to $i \in \mathcal{I}_{+}$.

The vector $\mathbf{p}$ has been defined as a componentwise transformation of the vector $\mathbf{v}$; therefore, let $p$ denote the transforming function, namely for which $p\left(v_{i}\right)=p_{i}$ holds for all $v_{i} \in(1 / 2, \infty)$, i.e.,

$$
p:\left(\frac{1}{2}, \infty\right) \rightarrow \mathbb{R}, \quad p(t)=\frac{2\left(t-t^{2}\right)}{2 t-1}
$$

In the analysis, we use some estimations on the function $p$, namely for all $t \in(1 / 2, \infty)$

$$
\begin{align*}
p(t) & \geq 2(1-t)  \tag{5}\\
p(t) & \geq-t  \tag{6}\\
p(t) & \geq \frac{1-t^{2}}{t} \tag{7}
\end{align*}
$$

From now on, we fix the value of $\nu$ as $\tau \mu$, where $\tau \in(0,1)$ is a given update parameter, and $\mu=\frac{\mathbf{x}^{T} \mathbf{s}}{n}$, i.e., if in the current iteration we are in the point $(\mathbf{x}, \mathbf{s}) \in \mathcal{F}^{+}$, then our goal is to take a step toward the $\tau \mu$-center, that is, toward the solution of the central path problem (1) for $v=\tau \mu$.

## 4 The Algorithm

The neighborhood we use is based on the approach of Ai and Zhang [1]; however, we slightly modified their definition. To achieve the desired complexity, we limit only the norm of the positive part of the vector $\mathbf{p}$, while the paper of Ai and Zhang uses the norm of the vector $\mathbf{v p}{ }^{+}$. Furthermore, our definition depends on the handicap of the matrix and $0<\beta<1 / 2$ is a given real number. Due to the properties of the function $\varphi(t)=t-\sqrt{t}$, we also need to ensure that the technical condition $\mathbf{v}>1 / 2 \mathbf{e}$ is satisfied throughout the iterations; therefore, it is also included in the definition of the neighborhood:

$$
\mathcal{W}(\tau, \beta, \kappa)=\left\{(\mathbf{x}, \mathbf{s}) \in \mathcal{F}_{+}:\left\|\mathbf{p}^{+}\right\| \leq \frac{\beta}{1+4 \kappa} \text { and } \mathbf{v}>\frac{1}{2} \mathbf{e}\right\}
$$

The wide neighborhood $\mathcal{N}_{\infty}^{-}(1-\tau)$ has been introduced by Kojima et al. [30]:

$$
\mathcal{N}_{\infty}^{-}(1-\tau)=\left\{(\mathbf{x}, \mathbf{s}) \in \mathcal{F}_{+}: \mathbf{x s} \geq \tau \mu \mathbf{e}\right\} .
$$

The following lemma shows that $\mathcal{W}(\tau, \beta, \kappa)$ is indeed a wide neighborhood.
Lemma 4.1 Let $0<\tau<1$ and $0<\beta<1 / 2$ be given parameters, and let $\gamma=$ $\tau\left(1-\frac{\beta}{2(1+4 \kappa)}\right)^{2}$. Then,

$$
\mathcal{N}_{\infty}^{-}(1-\tau) \subseteq \mathcal{W}(\tau, \beta, \kappa) \subseteq \mathcal{N}_{\infty}^{-}(1-\gamma)
$$

holds.
Proof If $(\mathbf{x}, \mathbf{s}) \in \mathcal{N}_{\infty}^{-}(1-\tau)$, then $\left(\tau \mu-x_{i} s_{i}\right)^{+}=0$ for all $i \in \mathcal{I}$, therefore $\left\|\mathbf{p}^{+}\right\|=$ $0<\beta /(1+4 \kappa)$. The condition $\mathbf{v}>1 / 2 \mathbf{e}$ is also satisfied since $v_{i}^{2}=\left(x_{i} s_{i}\right) /(\tau \mu) \geq$ $1>1 / 4$ for all $i \in \mathcal{I}$.

For the other inclusion, let $(\mathbf{x}, \mathbf{s}) \in \mathcal{W}(\tau, \beta, \kappa)$ and assume that there exists an index $i \in \mathcal{I}$ for which $x_{i} s_{i}<\gamma \mu$ holds. In this case, $v_{i}^{2}=\frac{x_{i} s_{i}}{\tau \mu}<\frac{\gamma}{\tau}=\left(1-\frac{\beta}{2(1+4 \kappa)}\right)^{2}$. Using (5), we get

$$
p_{i}=p\left(v_{i}\right) \geq 2\left(1-v_{i}\right)>2\left(1-\sqrt{\frac{\gamma}{\tau}}\right)=\frac{\beta}{1+4 \kappa}
$$

which is a contradiction.

Remark 4.1 Let $\tilde{\gamma}=\tau(1-\beta / 2)^{2}$. Since $\gamma>\tilde{\gamma}, \mathcal{W}(\tau, \beta, \kappa) \subseteq \mathcal{N}_{\infty}^{-}(1-\tilde{\gamma})$ also holds.

In the next corollary, we give lower and upper bounds on the coordinates of $\mathbf{v}$.

Corollary 4.1 If $(\mathbf{x}, \mathbf{s}) \in \mathcal{W}(\tau, \beta, \kappa)$ then

1. $1-\frac{\beta}{2(1+4 \kappa)} \leq v_{i} \leq 1$ for all $i \in \mathcal{I}_{+}$,
2. $1<v_{i} \leq \sqrt{n / \tau}$ for all $i \in \mathcal{I}_{-}$.

Proof The first statement follows from the second inclusion of Lemma 4.1. Furthermore, $v_{i} \leq \sqrt{n / \tau}$ is satisfied for all $i \in \mathcal{I}$, since

$$
\begin{equation*}
\sum_{i \in \mathcal{I}} v_{i}^{2}=\sum_{i \in \mathcal{I}} \frac{x_{i} s_{i}}{\tau \mu}=\frac{1}{\tau \mu} \mathbf{x}^{T} \mathbf{s}=\frac{n}{\tau} \tag{8}
\end{equation*}
$$

Since we have already defined all main elements of our method, we are ready to give its pseudocode:

Input: a sufficient matrix $M \in \mathbb{R}^{n \times n}$, and $\mathbf{q} \in \mathbb{R}^{n}$
an update parameter $0<\tau<1$, a neighborhood parameter $0<\beta<1$, an accuracy parameter $\varepsilon>0$, an initial point $\left(\mathbf{x}_{0}, \mathbf{s}_{\mathbf{0}}\right) \in \mathcal{W}(\tau, \beta, \kappa)$ with $\mu_{0}=\frac{\mathbf{x}_{0}^{T} \mathbf{s}_{0}}{n}$.
$\mathbf{x}:=\mathbf{x}_{0}, \mathbf{s}:=\mathbf{s}_{0}$ and $\mu:=\mu_{0}$
while $\mathbf{x}^{T} \mathbf{S}>\varepsilon$ do
Determine $\Delta \mathbf{x}_{+}, \Delta \mathbf{s}_{+}$and $\Delta \mathbf{x}_{-}, \Delta \mathbf{s}_{-}$by solving systems (4);
$\alpha_{2}:=1$ and
$\alpha_{1}:=\underset{\alpha_{1} \in(0,1]}{\operatorname{argmin}}\left\{\mu(\alpha)=\left(\mathbf{x}(\alpha)^{T} \mathbf{s}(\alpha)\right) / n:(\mathbf{x}(\alpha), \mathbf{s}(\alpha)) \in \mathcal{W}(\tau, \beta, \kappa)\right\} ;$
$\mathbf{x}:=\mathbf{x}(\alpha)$;
$\mathbf{s}:=\mathbf{s}(\alpha)$;
$\mu:=\frac{\mathbf{x}^{T} \mathbf{s}}{n} ;$
end
Algorithm 1: Outline of the algorithm

## 5 Analysis of the Algorithm

The next lemma contains some well-known results from the theory of interior point algorithms for the Newton-system of sufficient LCPs. The proof of the first and third statements can be found in [29], and for the second statement, see, for example, [23, Lemma 2].

Lemma 5.1 Let us consider the following system:

$$
\begin{aligned}
-M \Delta \mathbf{x}+\Delta \mathbf{s} & =\mathbf{0} \\
\mathbf{s} \Delta \mathbf{x}+\mathbf{x} \Delta \mathbf{s} & =\mathbf{a},
\end{aligned}
$$

where $M$ is a $\mathcal{P}_{*}(\kappa)$-matrix, $\mathbf{x}, \mathbf{s} \in \mathbb{R}_{+}^{n}$ and $\mathbf{a} \in \mathbb{R}^{n}$ are given vectors.

1. The system then has a unique solution ( $\Delta \mathbf{x}, \Delta \mathbf{s}$ ).
2. The next estimations hold for the solutions of the above system:

$$
\|\Delta \mathbf{x} \Delta \mathbf{s}\|_{r} \leq \frac{2^{1 / r}+4 \kappa}{4}\left\|\frac{\mathbf{a}}{\sqrt{\mathbf{x s}}}\right\|^{2} \text { for } r=1,2, \infty
$$

where $1 / \infty:=0$.
3. $-\kappa\left\|\frac{\mathbf{a}}{\sqrt{\mathbf{x s}}}\right\|^{2} \leq \Delta \mathbf{x}^{T} \Delta \mathbf{s} \leq \frac{1}{4}\left\|\frac{\mathbf{a}}{\sqrt{\mathbf{x s}}}\right\|^{2}$.

We need to prove that after an iteration the decrease in the duality gap is suitable and that the new iterate will also be in the neighborhood. Therefore, we examine the new iterate after taking a Newton-step with step length $\alpha=\left(\alpha_{1}, \alpha_{2}\right)$, where $\alpha_{1}, \alpha_{2} \in(0,1]$ are given.

Let us introduce the following notations:

$$
\begin{aligned}
\mathbf{d x}(\alpha) & =\alpha_{1} \mathbf{d} \mathbf{x}_{-}+\alpha_{2} \mathbf{d x}_{+}, \quad \mathbf{d s}(\alpha)=\alpha_{1} \mathbf{d s}_{-}+\alpha_{2} \mathbf{d s}_{+}, \\
\mathbf{h}(\alpha) & =\tau \mu \mathbf{v}^{2}+\alpha_{1} \tau \mu \mathbf{v} \mathbf{p}^{-}+\alpha_{2} \tau \mu \mathbf{v} \mathbf{p}^{+} .
\end{aligned}
$$

Using these notations, $\mathbf{x}(\alpha) \mathbf{s}(\alpha)=\left(\mathbf{x}+\alpha_{1} \Delta \mathbf{x}_{-}+\alpha_{2} \Delta \mathbf{x}_{+}\right)\left(\mathbf{s}+\alpha_{1} \Delta \mathbf{s}_{-}+\alpha_{2} \Delta \mathbf{s}_{+}\right)$can be written as

$$
\mathbf{x}(\alpha) \mathbf{s}(\alpha)=\mathbf{h}(\alpha)+\tau \mu \mathbf{d} \mathbf{x}(\alpha) \mathbf{d s}(\alpha) .
$$

Corollary 5.1 Let $(\mathbf{x}, \mathbf{s}) \in \mathcal{W}(\tau, \beta, \kappa)$ and $\alpha_{1}, \alpha_{2} \in(0,1]$ be given. Then,

$$
\|\mathbf{d} \mathbf{x}(\alpha) \mathbf{d s}(\alpha)\|_{r} \leq \frac{2^{1 / r}+4 \kappa}{4}\left(\alpha_{1}^{2} \frac{n}{\tau}+\alpha_{2}^{2} \frac{\beta^{2}}{(1+4 \kappa)^{2}}\right) \quad \text { for } r=1,2, \infty
$$

where $1 / \infty:=0$, and

$$
-\kappa\left(\alpha_{1}^{2} \frac{n}{\tau}+\alpha_{2}^{2} \frac{\beta^{2}}{(1+4 \kappa)^{2}}\right) \leq \mathbf{d} \mathbf{x}(\alpha)^{T} \mathbf{d} \mathbf{s}(\alpha) \leq \frac{1}{4}\left(\alpha_{1}^{2} \frac{n}{\tau}+\alpha_{2}^{2} \frac{\beta^{2}}{(1+4 \kappa)^{2}}\right)
$$

Proof The vector $\mathbf{d x}(\alpha) \mathbf{d s}(\alpha)$ is the same as $\tau \mu \Delta \mathbf{x}^{\alpha} \Delta \mathbf{s}^{\alpha}$, where $\Delta \mathbf{x}^{\alpha}$ and $\Delta \mathbf{s}^{\alpha}$ are the solutions of the system

$$
\left.\begin{array}{rl}
-M \Delta \mathbf{x}+\Delta \mathbf{s} & =\mathbf{0} \\
\mathbf{s} \Delta \mathbf{x}+\mathbf{x} \Delta \mathbf{s} & =\tau \mu \mathbf{v}\left(\alpha_{1} \mathbf{p}^{-}+\alpha_{2} \mathbf{p}^{+}\right),
\end{array}\right\}
$$

since $\mathcal{I}_{-} \cap \mathcal{I}_{+}=\emptyset$.
If we apply Lemma 5.1 to the above system, we get

$$
\|\mathbf{d} \mathbf{x}(\alpha) \mathbf{d} \mathbf{s}(\alpha)\|_{r} \leq \frac{2^{1 / r}+4 \kappa}{4}\left\|\alpha_{1} \mathbf{p}^{-}+\alpha_{2} \mathbf{p}^{+}\right\|^{2}
$$

since $\frac{\tau \mu \mathbf{v}}{\sqrt{\mathbf{x s}}}=\sqrt{\tau \mu}$.
Furthermore, $\left\|\alpha_{1} \mathbf{p}^{-}+\alpha_{2} \mathbf{p}^{+}\right\|^{2}=\alpha_{1}^{2}\left\|\mathbf{p}^{-}\right\|^{2}+\alpha_{2}^{2}\left\|\mathbf{p}^{+}\right\|^{2}$ by the orthogonality of $\mathbf{p}^{-}$and $\mathbf{p}^{+}$. According to the definition of the neighborhood $\mathcal{W}(\tau, \beta, \kappa),\left\|\mathbf{p}^{+}\right\|^{2} \leq$ $\frac{\beta^{2}}{(1+4 \kappa)^{2}}$. Moreover,

$$
\left\|\mathbf{p}^{-}\right\|^{2}=\sum_{i \in \mathcal{I}_{-}} p^{2}\left(v_{i}\right) \leq \sum_{i \in \mathcal{I}_{-}} v_{i}^{2} \leq \frac{n}{\tau} .
$$

In the first inequality we applied (6), and the second follows from (8).
From these estimations, the first statement of the corollary follows. The inequalities regarding the scalar product $\mathbf{d x}(\alpha)^{T} \mathbf{d s}(\alpha)$ can be proved similarly.

We need to give a lower bound on the coordinates of $\mathbf{h}(\alpha)$. The proof of the following two statements remains the same as it was in the LP case [20]; therefore, we do not present them here. Later on, the analysis becomes more complicated than in [20], since the search directions here are not orthogonal.

Lemma 5.2 [20, Lemma 2] $h_{i}(\alpha) \geq \tau \mu$ holds for all $i \in \mathcal{I}_{-}$.
In the following lemma, we give a strictly positive lower bound for all coordinates of $\mathbf{h}(\alpha)$.

Lemma 5.3 [20, Lemma 3] If $(\mathbf{x}, \mathbf{s}) \in \mathcal{W}(\tau, \beta, \kappa)$, then $\mathbf{h}(\alpha) \geq \gamma \mu \mathbf{e}$, and consequently $\mathbf{h}(\alpha)>\mathbf{0}$.

From now on, we use the step lengths $\alpha_{1}=\frac{1}{1+4 \kappa} \sqrt{\frac{\beta \tau}{n}}$ and $\alpha_{2}=1$. From $\alpha_{2}=1$, it follows that

$$
\begin{equation*}
\mathbf{h}_{i}(\alpha) \geq \tau \mu \tag{9}
\end{equation*}
$$

holds for all indices, not just for the ones in $\mathcal{I}_{-}$. Indeed, by the inequality (7), we get $h_{i}(\alpha)=\tau \mu\left(v_{i}^{2}+\alpha_{2} v_{i} p_{i}\right) \geq \tau \mu\left(1-\left(1-\alpha_{2}\right) v_{i} p_{i}\right)$ for all $i \in \mathcal{I}_{+}$.

We have to prove that the new iterates are strictly positive, i.e., $\mathbf{x}(\alpha)>\mathbf{0}$ and $\mathbf{s}(\alpha)>\mathbf{0}$ holds.
Lemma 5.4 Let $(\mathbf{x}, \mathbf{s}) \in \mathcal{W}(\tau, \beta, \kappa), \alpha_{1}=\frac{1}{1+4 \kappa} \sqrt{\frac{\beta \tau}{n}}$ and $\alpha_{2}=1$. Then,

$$
\mathbf{x}(\alpha) \mathbf{s}(\alpha) \geq\left(1-\frac{\beta+\beta^{2}}{4(1+4 \kappa)}\right) \tau \mu \mathbf{e}
$$

Proof By applying (9) and then Corollary 5.1, we get the following:

$$
\begin{aligned}
\mathbf{x}(\alpha) \mathbf{s}(\alpha) & =\mathbf{h}(\alpha)+\tau \mu \mathbf{d x}(\alpha) \mathbf{d s}(\alpha) \geq \tau \mu \mathbf{e}-\tau \mu\|\mathbf{d} \mathbf{x}(\alpha) \mathbf{d s}(\alpha)\|_{\infty} \mathbf{e} \\
& \geq \tau \mu \mathbf{e}-\frac{1}{4(1+4 \kappa)}\left(\beta+\beta^{2}\right) \tau \mu \mathbf{e}=\left(1-\frac{\beta+\beta^{2}}{4(1+4 \kappa)}\right) \tau \mu \mathbf{e} .
\end{aligned}
$$

To prove that the new iterates $(\mathbf{x}(\alpha)$ and $\mathbf{s}(\alpha))$ are strictly positive, we can apply Proposition 3.2 by Ai and Zhang [1]. They analyze the case of monotone LCPs, but the properties of the coefficient matrix do not have any role in their proof, and therefore, it can be used in this more general setting as well.

Proposition 5.1 [1, Proposition 3.2] Let $(\mathbf{x}, \mathbf{s}) \in \mathcal{F}^{+}$and $(\Delta \mathbf{x}, \Delta \mathbf{s})$ be the solution of the system

$$
\begin{aligned}
-M \Delta \mathbf{x}+\Delta \mathbf{s} & =\mathbf{0} \\
\mathbf{s} \Delta \mathbf{x}+\mathbf{x} \Delta \mathbf{s} & =\mathbf{z}
\end{aligned}
$$

If $\mathbf{z}+\mathbf{x s}>0$ and $\left(\mathbf{x}+t_{0} \Delta \mathbf{x}\right)\left(\mathbf{s}+t_{0} \Delta \mathbf{s}\right)>0$ holds for some $t_{0} \in(0,1]$, then $\mathbf{x}+t \Delta \mathbf{x}>0$ and $\mathbf{s}+t \Delta \mathbf{s}>0$ for all $t \in\left(0, t_{0}\right]$.

To prove the positivity of the vectors $\mathbf{x}(\alpha)$ and $\mathbf{s}(\alpha)$, we apply Proposition 5.1 with $\mathbf{z}=\tau \mu\left(\alpha_{1} \mathbf{v} \mathbf{p}^{-}+\alpha_{2} \mathbf{v} \mathbf{p}^{+}\right)$. Since $\mathbf{z}+\mathbf{x s}=\mathbf{h}(\alpha)>0$ by Lemma 5.3, it is enough to prove that their Hadamard product is positive. This is satisfied for all $\beta \in[0,1]$, because in this case

$$
1-\frac{\beta+\beta^{2}}{4(1+4 \kappa)} \geq 1-\frac{\beta+\beta^{2}}{4}>0
$$

holds.

### 5.1 Estimation of the Change in the Duality Gap

The next two lemmas examine the change in the duality gap $\mu(\alpha)=\frac{\mathbf{x}(\alpha)^{T} \mathbf{s}(\alpha)}{n}$ after the Newton-step.
Lemma 5.5 $\operatorname{Let}(\mathbf{x}, \mathbf{s}) \in \mathcal{W}(\tau, \beta, \kappa), \alpha_{1}=\frac{1}{1+4 \kappa} \sqrt{\frac{\beta \tau}{n}}$ and $\alpha_{2}=1$. Then,

$$
\begin{equation*}
\mu(\alpha) \leq\left(1-\alpha_{1}\left(\frac{8}{9}(1-\tau)-\sqrt{\beta \tau}-\frac{1+\beta}{4}\right)\right) \mu . \tag{10}
\end{equation*}
$$

Proof By the definition of $\mu(\alpha)$,

$$
\mu(\alpha)=\mu+\frac{\alpha_{1} \tau \mu}{n} \mathbf{v}^{T} \mathbf{p}^{-}+\frac{\alpha_{2} \tau \mu}{n} \mathbf{v}^{T} \mathbf{p}^{+}+\tau \mu \frac{\mathbf{d x}(\alpha)^{T} \mathbf{d} \mathbf{s}(\alpha)}{n} .
$$

First, we give an upper bound on the expression $\mathbf{v}^{T} \mathbf{p}^{+}$:

$$
\begin{equation*}
\mathbf{v}^{T} \mathbf{p}^{+}=\left\|\mathbf{p}^{+}\right\|_{1} \leq \sqrt{n}\left\|\mathbf{\mathbf { p } ^ { + }}\right\| \leq \sqrt{n}\left\|\mathbf{p}^{+}\right\| \leq \sqrt{n} \frac{\beta}{1+4 \kappa} \tag{11}
\end{equation*}
$$

The first equality holds since the vector $\mathbf{v} \mathbf{p}^{+}$is nonnegative, and the first estimation can be shown using the Cauchy-Schwartz inequality. The second inequality can be verified using the property that $v_{i} \leq 1$ when $i \in \mathcal{I}_{+}$and for the last estimation, we used the definition of the neighborhood $\mathcal{W}(\tau, \beta, \kappa)$.

We can estimate the term $\mathbf{v}^{T} \mathbf{p}^{-}$using $v_{i}>1$ for all $i \in \mathcal{I}_{-}$:

$$
\begin{align*}
\mathbf{v}^{T} \mathbf{p}^{-} & =\sum_{i \in \mathcal{I}_{-}} v_{i} p\left(v_{i}\right)=\sum_{i \in \mathcal{I}_{-}} \frac{2 v_{i}^{2}}{\left(1+v_{i}\right)\left(2 v_{i}-1\right)}\left(1-v_{i}^{2}\right) \\
& \leq \sum_{i \in \mathcal{I}_{-}} \frac{8}{9}\left(1-v_{i}^{2}\right) \leq \sum_{i \in \mathcal{I}} \frac{8}{9}\left(1-v_{i}^{2}\right)=\frac{8}{9} n\left(1-\frac{1}{\tau}\right) . \tag{12}
\end{align*}
$$

Combining (11) and (12), and using Corollary 5.1, we obtain

$$
\mu(\alpha) \leq \mu+\frac{\alpha_{1} \tau \mu}{n} \frac{8}{9} n\left(1-\frac{1}{\tau}\right)+\frac{\alpha_{2} \tau \mu}{n} \sqrt{n} \frac{\beta}{1+4 \kappa}+\frac{\tau \mu}{4 n}\left(\alpha_{1}^{2} \frac{n}{\tau}+\alpha_{2}^{2} \frac{\beta^{2}}{(1+4 \kappa)^{2}}\right)
$$

$$
\begin{equation*}
=\mu\left(1-\alpha_{1} \frac{8}{9}(1-\tau)+\frac{\alpha_{2} \tau}{\sqrt{n}} \frac{\beta}{1+4 \kappa}+\frac{\alpha_{1}^{2}}{4}+\alpha_{2}^{2} \frac{\beta^{2} \tau}{4 n(1+4 \kappa)^{2}}\right) . \tag{13}
\end{equation*}
$$

Since $\alpha_{2}=1=(1+4 \kappa) \sqrt{\frac{n}{\beta \tau}} \alpha_{1}$, we get

$$
\begin{aligned}
\mu(\alpha) & \leq \mu\left(1-\alpha_{1} \frac{8}{9}(1-\tau)+\alpha_{1} \sqrt{\beta \tau}+\frac{\alpha_{1}^{2}}{4}+\alpha_{1}^{2} \frac{\beta}{4}\right) \\
& \leq\left(1-\alpha_{1}\left(\frac{8}{9}(1-\tau)-\sqrt{\beta \tau}-\frac{1+\beta}{4}\right)\right) \mu .
\end{aligned}
$$

This result shows that the step length $\alpha_{1}$ is responsible for the decrease in the duality gap in our analysis, i.e., by choosing its value properly, we can prove the convergence and desired complexity of the method. According to our estimation (13), the terms multiplied by $\alpha_{2}$ increase the duality gap, but this step length has an important role in ensuring that the new iterates remain in the neighborhood $\mathcal{W}(\tau, \beta, \kappa)$, as it will be discussed later.

For the correctness of our algorithm, we need to ensure that the duality gap decreases after every iteration.

Corollary 5.2 Let $(\mathbf{x}, \mathbf{s}) \in \mathcal{W}(\tau, \beta, \kappa), \alpha_{1}=\frac{1}{1+4 \kappa} \sqrt{\frac{\beta \tau}{n}}, \alpha_{2}=1, \beta \in\left(0, \frac{1}{2}\right], \tau \in$ $\left(0, \frac{1}{4}\right]$ and $\beta \tau \leq \frac{1}{16}$. Then,

$$
\mu(\alpha)<\mu
$$

holds.

Proof The following expression is monotone decreasing both in $\tau$ and $\beta$; thus, considering the upper bounds $\beta \leq \frac{1}{2}, \tau \leq \frac{1}{4}$ and $\beta \tau \leq \frac{1}{16}$, we get a positive lower bound on it:

$$
\frac{8}{9}(1-\tau)-\sqrt{\beta \tau}-\frac{1+\beta}{4} \geq \frac{1}{24}>0 .
$$

Therefore, the statement holds by Lemma 5.5.
To ensure that the iterates stay in the neighborhood $\mathcal{W}(\tau, \beta, \kappa)$, we need a lower bound on the duality gap after a Newton-step.

Lemma 5.6 Let $(\mathbf{x}, \mathbf{s}) \in \mathcal{W}(\tau, \beta, \kappa)$, then

$$
\mu(\alpha) \geq\left(1-\alpha_{1}-\kappa \tau\left(\frac{\alpha_{1}^{2}}{\tau}+\frac{\alpha_{2}^{2} \beta^{2}}{n(1+4 \kappa)^{2}}\right)\right) \mu
$$

## Proof

$$
\begin{aligned}
\mu(\alpha) & =\mu+\frac{\alpha_{1} \tau \mu}{n} \mathbf{v}^{T} \mathbf{p}^{-}+\frac{\alpha_{2} \tau \mu}{n} \mathbf{v}^{T} \mathbf{p}^{+}+\tau \mu \frac{\mathbf{d x}(\alpha)^{T} \mathbf{d} \mathbf{s}(\alpha)}{n} \\
& \geq \mu+\frac{\alpha_{1} \tau \mu}{n} \mathbf{v}^{T} \mathbf{p}^{-}-\frac{\kappa \tau \mu}{n}\left(\alpha_{1}^{2} \frac{n}{\tau}+\alpha_{2}^{2} \frac{\beta^{2}}{(1+4 \kappa)^{2}}\right) \\
& \geq\left(1-\alpha_{1}-\kappa \tau\left(\frac{\alpha_{1}^{2}}{\tau}+\frac{\alpha_{2}^{2} \beta^{2}}{n(1+4 \kappa)^{2}}\right)\right) \mu,
\end{aligned}
$$

where we used the estimation

$$
\frac{\alpha_{1} \tau \mu}{n} \mathbf{v}^{T} \mathbf{p}^{-}=-\frac{\alpha_{1} \tau \mu}{n} \sum_{i \in \mathcal{I}_{-}} \frac{2 v_{i}\left(v_{i}^{2}-v_{i}\right)}{2 v_{i}-1} \geq-\frac{\alpha_{1} \tau \mu}{n} \sum_{i \in \mathcal{I}} v_{i}^{2} \geq-\alpha_{1} \mu
$$

that follows from (6) and (8).

### 5.2 The New Iterates Stay in the Neighborhood $\mathcal{W}(\tau, \beta, \kappa)$

To guarantee that the new points after taking the Newton-step stay in the neighborhood $\mathcal{W}(\tau, \beta, \kappa)$, we need to choose the values of the parameters $\tau$ and $\beta$ properly.

First, we need to ensure that all coordinates of the vector $\mathbf{v}(\alpha)=\sqrt{\frac{\mathbf{x}(\alpha) \mathbf{s}(\alpha)}{\tau \mu(\alpha)}}$ are greater than $1 / 2$.
Lemma 5.7 $\operatorname{Let}(\mathbf{x}, \mathbf{s}) \in \mathcal{W}(\tau, \beta, \kappa), \alpha_{1}=\frac{1}{1+4 \kappa} \sqrt{\frac{\beta \tau}{n}}$ and $\alpha_{2}=1$. Then,

$$
\mathbf{v}(\alpha)>\frac{1}{2} \mathbf{e} .
$$

Proof Using Lemma 5.4 and Corollary 5.2, we obtain

$$
\begin{equation*}
\mathbf{v}^{2}(\alpha)=\frac{\mathbf{x}(\alpha) \mathbf{s}(\alpha)}{\tau \mu(\alpha)} \geq 1-\frac{\beta+\beta^{2}}{4(1+4 \kappa)} \geq 1-\frac{\beta+\beta^{2}}{4} \tag{14}
\end{equation*}
$$

To prove the statement, it is enough to show that

$$
1-\frac{\beta+\beta^{2}}{4}>\frac{1}{4}
$$

which is satisfied for all $\beta \in[0,1]$.
Finally, we need to show that $\left\|\mathbf{p}(\alpha)^{+}\right\| \leq \frac{\beta}{1+4 \kappa}$ holds. To be able to prove this, we need the following technical lemma:
Lemma 5.8 Let $\alpha_{1}=\frac{1}{1+4 \kappa} \sqrt{\frac{\beta \tau}{n}}$ and $(\mathbf{x}, \mathbf{s}) \in \mathcal{W}(\tau, \beta, \kappa)$. Then

$$
\left\|(\tau \mu(\alpha) \mathbf{e}-\mathbf{h}(\alpha))^{+}\right\| \leq \frac{\beta}{1+4 \kappa} \tau \mu(\alpha)\left(1-\alpha_{2}\right)
$$

Proof By Lemma 5.2, we have $\tau \mu(\alpha)-h_{i}(\alpha) \leq 0$ for all $i \in \mathcal{I}_{-}$, therefore, we need to consider indices only from $\mathcal{I}_{+}$.

From (7), it follows that

$$
\begin{equation*}
1-v_{i}^{2} \leq p_{i} v_{i} \quad \text { for all } \quad i \in \mathcal{I}_{+} \tag{15}
\end{equation*}
$$

For all $i \in \mathcal{I}_{+}, h_{i}(\alpha)=\tau \mu\left(v_{i}^{2}+\alpha_{2} v_{i} p_{i}\right)$. Using this definition, Corollary 5.2 and (15), we obtain

$$
\begin{aligned}
\tau \mu(\alpha)-h_{i}(\alpha) & =\tau \mu(\alpha)-\tau \mu\left(v_{i}^{2}+\alpha_{2} v_{i} p_{i}\right) \leq \tau \mu(\alpha)\left(1-v_{i}^{2}-\alpha_{2} v_{i} p_{i}\right) \\
& \leq \tau \mu(\alpha) p_{i} v_{i}\left(1-\alpha_{2}\right) \leq \tau \mu(\alpha) p_{i}\left(1-\alpha_{2}\right)
\end{aligned}
$$

This, together with the definition of $\mathcal{W}(\tau, \beta, \kappa)$, yields

$$
\left\|(\tau \mu(\alpha) \mathbf{e}-\mathbf{h}(\alpha))^{+}\right\| \leq \tau \mu(\alpha)\left\|\mathbf{p}^{+}\right\|\left(1-\alpha_{2}\right) \leq \frac{\beta}{1+4 \kappa} \tau \mu(\alpha)\left(1-\alpha_{2}\right) .
$$

This result shows that if we fix the value of $\alpha_{2}$ as 1 , then $\tau \mu(\alpha)-h_{i}(\alpha) \leq 0$ holds for the indices from $\mathcal{I}_{+}$as well, i.e., $\left\|(\tau \mu(\alpha) \mathbf{e}-\mathbf{h}(\alpha))^{+}\right\|=0$ in this case. This also follows from (9).

Lemma 5.9 Let $\beta \in\left(0, \frac{1}{2}\right], \tau \in\left(0, \frac{1}{4}\right]$ and $\beta \tau \leq \frac{1}{16}$. If $\alpha_{1}=\frac{1}{1+4 \kappa} \sqrt{\frac{\beta \tau}{n}}, \alpha_{2}=1$ and $(\mathbf{x}, \mathbf{s}) \in \mathcal{W}(\tau, \beta, \kappa)$, then the new point $(\mathbf{x}(\alpha), \mathbf{s}(\alpha)) \in \mathcal{W}(\tau, \beta, \kappa)$.

Proof We need to prove that

$$
\left\|\mathbf{p}(\alpha)^{+}\right\|=\left\|\left(\frac{2 \mathbf{v}(\alpha)(\mathbf{e}-\mathbf{v}(\alpha))}{2 \mathbf{v}(\alpha)-\mathbf{e}}\right)^{+}\right\| \leq \frac{\beta}{1+4 \kappa}
$$

We can give an upper bound on the norm in the following way:

$$
\begin{align*}
\left\|\mathbf{p}(\alpha)^{+}\right\| & =\left\|\left(\frac{2 \mathbf{v}(\alpha)(\mathbf{e}-\mathbf{v}(\alpha))}{2 \mathbf{v}(\alpha)-\mathbf{e}}\right)^{+}\right\|=\left\|\frac{2 \mathbf{v}(\alpha)}{(2 \mathbf{v}(\alpha)-\mathbf{e})(\mathbf{e}+\mathbf{v}(\alpha))}\left(\mathbf{e}-\mathbf{v}^{2}(\alpha)\right)^{+}\right\| \\
& \leq\left\|\frac{2 \mathbf{v}(\alpha)}{2 \mathbf{v}^{2}(\alpha)+\mathbf{v}(\alpha)-\mathbf{e}}\right\|_{\infty}\left\|\left(\mathbf{e}-\mathbf{v}^{2}(\alpha)\right)^{+}\right\| \tag{16}
\end{align*}
$$

Let $q:\left(\frac{1}{2}, \infty\right) \rightarrow \mathbb{R}$ and $q(t)=\frac{2 t}{2 t^{2}+t-1}$. This function is strictly decreasing in its domain; therefore, using the discussed lower bound of $\mathbf{v}(\alpha)$ (14) and substituting the upper bound of $\beta$, the first term in (16) can be estimated as

$$
\begin{equation*}
\left\|\frac{2 \mathbf{v}(\alpha)}{2 \mathbf{v}^{2}(\alpha)+\mathbf{v}(\alpha)-\mathbf{e}}\right\|_{\infty} \leq q\left(\sqrt{1-\frac{\beta+\beta^{2}}{4}}\right)<1.19 \tag{17}
\end{equation*}
$$

For the other term, we use Corollary 5.1 and Lemma 5.8:

$$
\begin{align*}
& \left\|\left(\mathbf{e}-\mathbf{v}^{2}(\alpha)\right)^{+}\right\|=\frac{1}{\tau \mu(\alpha)}\left\|(\tau \mu(\alpha) \mathbf{e}-\mathbf{x}(\alpha) \mathbf{s}(\alpha))^{+}\right\| \\
& \quad \leq \frac{1}{\tau \mu(\alpha)}\left(\left\|(\tau \mu(\alpha) \mathbf{e}-\mathbf{h}(\alpha))^{+}\right\|+\tau \mu\left\|(\mathbf{d x}(\alpha) \mathbf{d s}(\alpha))^{-}\right\|\right) \\
& \quad \leq \frac{1}{\tau \mu(\alpha)}\left[\frac{\beta}{1+4 \kappa} \tau \mu(\alpha)\left(1-\alpha_{2}\right)+\tau \mu\left(\frac{1}{\sqrt{8}}+\kappa\right)\left(\alpha_{1}^{2} \frac{n}{\tau}+\alpha_{2}^{2} \frac{\beta^{2}}{(1+4 \kappa)^{2}}\right)\right] \\
& \quad=\frac{\beta}{1+4 \kappa}\left(1-\alpha_{2}\right)+\frac{\mu}{\mu(\alpha)}\left(\frac{1}{\sqrt{8}}+\kappa\right)\left(\alpha_{1}^{2} \frac{n}{\tau}+\alpha_{2}^{2} \frac{\beta^{2}}{(1+4 \kappa)^{2}}\right) . \tag{18}
\end{align*}
$$

From Lemma 5.6, we have

$$
\begin{aligned}
\frac{\mu}{\mu(\alpha)} & \leq \frac{1}{1-\alpha_{1}-\kappa \tau\left(\frac{\alpha_{1}^{2}}{\tau}+\frac{\alpha_{2}^{2} \beta^{2}}{n(1+4 \kappa)^{2}}\right)} \leq \frac{1}{1-\frac{1}{1+4 \kappa} \sqrt{\frac{\beta \tau}{n}}-\frac{2 \beta \tau \kappa}{n(1+4 \kappa)^{2}}} \\
& \leq \frac{1}{1-\sqrt{\beta \tau}-\frac{1}{8} \beta \tau}
\end{aligned}
$$

since

$$
\frac{\kappa}{(1+4 \kappa)^{2}} \leq \frac{1}{16}
$$

for all $\kappa$ values. Using the previous estimation and using $\alpha_{2}=1$, from (18) we obtain

$$
\begin{aligned}
\left\|\left(\mathbf{e}-\mathbf{v}^{2}(\alpha)\right)^{+}\right\| & \leq \frac{\beta}{1+4 \kappa} \frac{1}{1-\sqrt{\beta \tau}-\frac{1}{8} \beta \tau} \frac{1+4 \kappa}{\sqrt{8}} \frac{1}{1+4 \kappa}(1+\beta) \\
& =\frac{\beta}{1+4 \kappa} \frac{1}{1-\sqrt{\beta \tau}-\frac{1}{8} \beta \tau} \frac{1+\beta}{\sqrt{8}} .
\end{aligned}
$$

This upper bound is a monotone increasing function of $\beta$ and $\tau$, so using their maximal values and the assumption that $\beta \tau \leq \frac{1}{16}$, we can get the following upper bound

$$
\begin{equation*}
\frac{1}{1-\sqrt{\beta \tau}-\frac{1}{8} \beta \tau} \frac{1+\beta}{\sqrt{8}} \leq \frac{1}{1-1 / 4-1 / 128} \frac{3 / 2}{\sqrt{8}} \approx 0.7146<0.72 \tag{19}
\end{equation*}
$$

Using (17) and (19), we get

$$
\left\|\mathbf{p}(\alpha)^{+}\right\|<1.19 \cdot 0.72 \cdot \frac{\beta}{1+4 \kappa}<\frac{\beta}{1+4 \kappa}
$$

therefore, the new point is in the neighborhood $\mathcal{W}(\beta, \tau, \kappa)$.

### 5.3 The Complexity of the New Algorithm

Theorem 5.1 Let $\beta \in\left(0, \frac{1}{2}\right], \tau \in\left(0, \frac{1}{4}\right]$ such that $\beta \tau \leq \frac{1}{16}$, furthermore $\alpha_{1}=$ $\frac{1}{1+4 \kappa} \sqrt{\frac{\beta \tau}{n}}, \alpha_{2}=1$, and suppose that a starting point $\left(\mathbf{x}_{0}, \mathbf{s}_{0}\right) \in \mathcal{W}(\tau, \beta, \kappa)$ is given. The algorithm then provides an $\varepsilon$-optimal solution in

$$
O\left((1+4 \kappa) \sqrt{n} \log \frac{\mathbf{x}_{0}^{T} \mathbf{s}_{0}}{\varepsilon}\right)
$$

iterations.
Proof According to Lemma 5.5, the following holds for the duality gap in the $k$ th iteration:

$$
\begin{aligned}
\frac{\mathbf{x}_{k}^{T} \mathbf{s}_{k}}{n}=\mu_{k} & \leq \mu_{k-1}\left(1-\alpha_{1}\left[\frac{8}{9}(1-\tau)-\sqrt{\tau \beta}\right]\right) \\
& \leq \mu_{0}\left(1-\alpha_{1}\left[\frac{8}{9}(1-\tau)-\sqrt{\tau \beta}\right]\right)^{k} .
\end{aligned}
$$

By rearranging, we get

$$
\mathbf{x}_{k}^{T} \mathbf{s}_{k} \leq\left(1-\alpha_{1}\left[\frac{8}{9}(1-\tau)-\sqrt{\tau \beta}\right]\right)^{k} \mu_{0} n
$$

Therefore, $\mathbf{x}_{k}^{T} \mathbf{s}_{k} \leq \varepsilon$ holds if

$$
\left(1-\alpha_{1}\left[\frac{8}{9}(1-\tau)-\sqrt{\tau \beta}\right]\right)^{k} \mu_{0} n \leq \varepsilon
$$

is satisfied.
Taking the natural logarithm of both sides yields

$$
k \log \left[1-\alpha_{1}\left(\frac{8}{9}(1-\tau)-\sqrt{\tau \beta}\right)\right]+\log \left(\mu_{0} n\right) \leq \log \varepsilon
$$

Using the inequality $-\log (1-\vartheta) \geq \vartheta$, it is enough to prove that

$$
-k \alpha_{1}\left(\frac{8}{9}(1-\tau)-\sqrt{\tau \beta}\right)+\log \left(\mu_{0} n\right) \leq \log \varepsilon
$$

The last inequality is satisfied when

$$
k \geq(1+4 \kappa) \sqrt{\frac{n}{\beta \tau}} \frac{1}{\frac{8}{9}(1-\tau)-\sqrt{\tau \beta}} \log \left(\frac{\mathbf{x}_{0}^{T} \mathbf{s}_{0}}{\varepsilon}\right)
$$

and this proves the statement.

## 6 Numerical Results

We tested and analyzed our algorithm in four different aspects. Usually, the handicap of the coefficient matrix is not known in advance, and the only algorithm that has been introduced to determine it has exponential running time [40]. Thus, in most cases, the theoretical algorithms for solving sufficient linear complementarity problems cannot be implemented directly. Moreover, we cannot make computations with an arbitrary large handicap because it would result in a step length that is too small; namely, it would be considered zero by the computer. Therefore, first, we show numerical results related to a greedy version of the algorithm (usually, for most IPAs, these variants are implemented in practice). Second, we present results about the theoretical algorithm for test problems where we know the exact value of the handicap of the coefficient matrix. We show interesting observations and raise some questions to which the answers can lead to a better analysis of the method. Then we compare the greedy algorithm for $\varphi(t)=t$ (its theoretical version was investigated by Potra [38]) and for our algorithm with $\varphi(t)=t-\sqrt{t}$ on larger-sized instances. We will see that the latter function also has a justification for usage. Finally, we compare the running times of the greedy algorithm for different parameter settings (we considered different values of the parameters $\beta$ and $\tau$ ).

### 6.1 Greedy Algorithm

For the numerical tests, we implemented the following greedy variant of our algorithm:

```
Input: a matrix \(M \in \mathbb{R}^{n \times n}\), and \(\mathbf{q} \in \mathbb{R}^{n}\)
            an update parameter \(0<\tau<1\), a neighborhood parameter \(0<\beta<1\),
            an accuracy parameter \(\varepsilon>0\),
            an initial point \(\left(\mathbf{x}_{0}, \mathbf{s}_{\mathbf{0}}\right) \in \mathcal{W}(\tau, \beta, 0)\) with \(\mu_{0}=\frac{\mathbf{x}_{0}^{T} \mathbf{s}_{0}}{n}\).
\(\mathbf{x}:=\mathbf{x}_{0}, \mathbf{s}:=\mathbf{s}_{0}\) and \(\mu:=\mu_{0}\)
while \(\mathbf{x}^{T} \mathbf{S}>\varepsilon\) do
    Determine \(\Delta \mathbf{x}_{+}, \Delta \mathbf{s}_{+}\)and \(\Delta \mathbf{x}_{-}, \Delta \mathbf{s}_{-}\)by solving systems (4);
    \(\alpha_{2}:=1\);
    Let \(\alpha_{1}\) be the largest value such that \((\mathbf{x}(\alpha), \mathbf{s}(\alpha)) \in \mathcal{W}(\tau, \beta, 0)\) and the
        duality gap does not increase;
    \(\mathbf{x}:=\mathbf{x}(\alpha)\);
    \(\mathbf{s}:=\mathbf{s}(\alpha)\);
    \(\mu:=\frac{\mathbf{x}^{T} \mathbf{s}}{n} ;\)
end
```

Algorithm 2: Pseudocode of the greedy variant
As can be seen from the pseudocode, in this case, we ignore the value of the handicap and take the largest step so that the new iterates remain in the neighborhood $\mathcal{W}(\tau, \beta, 0)$. For safety reasons, we also check whether the duality gap actually decreases after an iteration (it is known from the theory of sufficient LCPs that the duality gap is not monotonically decreasing in the value of $\alpha_{1}$, and we take a larger step than the one that we proved the convergence for). During our numerical tests, this latter condition
was never restrictive, i.e., the step length was always determined by the constraint on the neighborhood.

We tested our method for both sufficient and non-sufficient LCPs, even though in the second case we have no theoretical proof that interior point methods work (in general it is not necessarily true that the central path exists and it is unique).

The sufficient matrices that we used are the following (square matrices of order $n$ ):

- ENM_SU: 82 matrices were constructed by E.-Nagy of order $3 \leq n \leq 10$ [18].
- MGS_SU: 58 matrices were generated by Morapitiye and Illés of order $10 \leq n \leq$ 700 [25].
- EV_SU: 90 sufficient matrices with $n=1000,5000,10000$, constructed by E.-Nagy and Varga [18].
- Lower triangular $\mathcal{P}$-matrices (all of their principal minors are positive) introduced by Csizmadia:

$$
C=\left(\begin{array}{ccccc}
1 & 0 & 0 & \cdots & 0 \\
-1 & 1 & 0 & \cdots & 0 \\
-1 & -1 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-1 & -1 & -1 & \cdots & 1
\end{array}\right) .
$$

It was shown by E.-Nagy that its handicap is exponential in the size of the matrix, more precisely, $\kappa=2^{2 n-8}-0.25$ [19].
The examined non-sufficient matrices were also collected on webpage [18]:

- ENM_NSU: 80 instances of order $3 \leq n \leq 10$.

We calculated the right-hand sides as $-M \mathbf{e}+\mathbf{e}=\mathbf{q}$; therefore, $\mathbf{x}_{0}=\mathbf{e}$ and $\mathbf{s}_{0}=\mathbf{e}$ are feasible starting vectors and are in the neighborhood $\mathcal{W}(\tau, \beta, 0)$.

For the numerical tests, we used the settings $\beta=\tau=0.25$ and $\varepsilon=10^{-5}$. Table 1 shows our numerical results for different sets of test problems. These are average values, except for Csizmadia-matrices.

The sufficient LCPs determined by using the ENM_SU and MGS_SU matrices could be solved easily; the running time was less than 1 second even for the largest, $700 \times 700$ problem instance.

We could only solve problem instances with Csizmadia-matrices up to the size $150 \times 150$, and the number of iterations is larger than the average calculated for the MGS_SU instances of similar size. In the case of the $200 \times 200$ problem instance, the step length $\alpha_{1}$ at the first iteration is too small and cannot be handled numerically.

To understand this behavior better, we resolved the same problems $(\mathbf{q}=-M \mathbf{e}+\mathbf{e})$ using different starting points. Let $\mathbf{x}_{0}=\lambda \mathbf{e}(\lambda \in(0,1])$, and $\mathbf{s}_{0}=\mathbf{q}+M \mathbf{x}_{0}$, namely $\left(s_{0}\right)_{i}=1+(i-2) \cdot(1-\lambda)$ for all $i \in\{1, \ldots, n\}$. For $\lambda=1$, we get back the case $\mathbf{x}_{0}=\mathbf{s}_{0}=\mathbf{e}$.

As can be observed from Table 2, for the smaller problem instances the required number of iterations decreases as we decrease the value of $\lambda$. However, it is not possible to choose arbitrarily small values for $\lambda$ if we want to have a special starting point in the neighborhood $\mathcal{W}(\tau, \beta, 0)$. Therefore, for larger problems, this approach is impractical

Table 1 Numerical results with $\mathbf{q}=-M \mathbf{e}+\mathbf{e}, \mathbf{x}_{0}=\mathbf{e}$ and $\mathbf{s}_{0}=\mathbf{e}$

| n | Iteration | Time $(\mathrm{s})$ | n | Iteration | Time $(\mathrm{s})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| ENM_SU matrices |  | ENM_NSU matrices |  |  |  |
| 3 | 5.80 | 0.0066 | 3 | 6.20 | 0.0051 |
| 4 | 5.90 | 0.0076 | 4 | 6.60 | 0.0052 |
| 5 | 6.00 | 0.0088 | 5 | 6.10 | 0.0050 |
| 6 | 6.10 | 0.0064 | 6 | 6.10 | 0.0053 |
| 7 | 6.30 | 0.0069 | 7 | 6.30 | 0.0056 |
| 8 | 6.90 | 0.0065 | 8 | 6.60 | 0.0058 |
| 9 | 6.73 | 0.0058 | 9 | 7.20 | 0.0069 |
| 10 | 7.82 | 0.0092 | 10 | 7.75 | 0.0067 |
| $M G S \_S U ~ m a t r i c e s$ |  | Csizmadia-matrices |  |  |  |
| 10 | 7.20 | 0.0063 | 10 | 12 | 0.0103 |
| 20 | 7.90 | 0.0106 | 20 | 15 | 0.0123 |
| 50 | 6.80 | 0.0108 | 30 | 19 | 0.0187 |
| 100 | 7.30 | 0.0158 | 40 | 23 | 0.0242 |
| 200 | 8.20 | 0.0332 | 50 | 27 | 0.0400 |
| 500 | 9.20 | 0.1879 | 100 | 47 | 0.0860 |
| 700 | 10.00 | 0.4079 | 150 | 66 | 0.1606 |

but shows that the frequently applied starting point $\mathbf{x}_{0}=\mathbf{s}_{0}=\mathbf{e}$ may not be the best choice for the problem instances generated using the Csizmadia-matrices.

We also examined another set of LCPs using the Csizmadia-matrices, but in this case, we modified not just the starting points but the right-hand side vector $\mathbf{q}$ as well. Let $\mathbf{x}_{0}=\mathbf{e}$ and $\mathbf{s}_{0}=\eta \mathbf{e}(\eta \geq 1)$, and $\mathbf{q}=-M \mathbf{e}+\eta \mathbf{e}$. For $\eta=1$, we get back our original case $\mathbf{x}_{0}=\mathbf{s}_{0}=\mathbf{e}$. Since $\mathbf{q} \geq \mathbf{0}$ holds for the modified LCPs as well, their solution is still $\mathbf{x}=\mathbf{0}$.

Table 2 Results for the Csizmadia-instances with modified starting points

| n | $\frac{\lambda=0.97}{}$ |  |  | $\frac{\lambda=0.99}{}$ |  |  |  |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | Iteration | Time (s) |  | $\overline{\text { Iteration }}$ | Time (s) |  | $\overline{\text { Iteration }}$ |
| 10 | 11 | 0.9467 |  | 11 | Time (s) |  |  |
| 20 | 14 | 0.0389 |  | 15 | 0.0290 | 12 | 0.0156 |
| 30 | 15 | 0.0238 | 17 | 0.0163 | 15 | 0.0155 |  |
| 40 | 17 | 0.0225 | 20 | 0.0246 | 19 | 0.0191 |  |
| 50 | 19 | 0.0264 | 23 | 0.0434 | 23 | 0.0250 |  |
| 100 | 27 | 0.0959 | 35 | 0.0410 | 27 | 0.0320 |  |
| 150 | 31 | 0.1047 | 45 | 0.0617 | 47 | 0.0960 |  |
| 200 | - | - | 53 | 0.1288 | 66 | 0.1258 |  |
| 250 | Not in $\mathcal{W}(\tau, \beta, 0)$ | 62 | 0.1675 | - | - |  |  |

Table 3 Results for the LCPs generated using the Csizmadia-matrices, with modified right-hand side vectors

| n | $\eta=1$ |  | $\eta=10$ |  | $\eta=50$ |  | $\eta=100$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Iteration | Time (s) | Iteration | Time (s) | Iteration | Time (s) | Iteration | Time (s) |
| 10 | 12 | 0.0156 | 8 | 0.9576 | 8 | 0.0269 | 8 | 0.0266 |
| 20 | 15 | 0.0155 | 9 | 0.0362 | 9 | 0.0124 | 9 | 0.0136 |
| 30 | 19 | 0.0191 | 10 | 0.0172 | 9 | 0.0126 | 9 | 0.0152 |
| 40 | 23 | 0.0250 | 11 | 0.0156 | 9 | 0.0145 | 9 | 0.0192 |
| 50 | 27 | 0.0320 | 11 | 0.0187 | 9 | 0.0167 | 9 | 0.0172 |
| 100 | 47 | 0.0960 | 14 | 0.0877 | 11 | 0.0335 | 10 | 0.0273 |
| 150 | 66 | 0.1258 | 17 | 0.0792 | 12 | 0.032 | 11 | 0.0304 |
| 200 | - | - | 20 | 0.1319 | 12 | 0.0394 | 12 | 0.0416 |
| 250 | - | - | 23 | 0.0759 | 13 | 0.0511 | 12 | 0.0491 |
| 300 | - | - | 24 | 0.1364 | 13 | 0.0855 | 12 | 0.0727 |
| 400 | - | - | 31 | 0.3055 | 13 | 0.1217 | 13 | 0.1189 |
| 500 | - | - | 37 | 0.458 | 16 | 0.2221 | 14 | 0.1851 |
| 600 | - | - | 43 | 0.8769 | 17 | 0.3631 | 14 | 0.3031 |
| 700 | - | - | 50 | 1.3263 | 18 | 0.5291 | 15 | 0.4418 |
| 1000 | - | - | - | - | 21 | 1.3917 | 17 | 1.0954 |
| 1500 | - | - | - | - | 30 | 4.5627 | 20 | 3.2659 |

As can be seen from Table 3, by increasing $\eta$ it is possible to solve significantly larger problem instances. The reason for failure is always the too small initial step length $\alpha_{1}$.

Even though our analysis only works for sufficient LCPs, we also tested the algorithm for non-sufficient problem instances. Surprisingly, we could solve almost all problems correctly and the behavior of the algorithm was quite similar to the sufficient case. There were only two problematic instances out of the 80 (ENM_NSU_10_07 and ENM_NSU_10_08); the LCPs generated using these matrices could not be solved by our method. (Here also, the step length $\alpha_{1}$ at the first iteration was too small and could not be handled numerically.) The results are shown in the third part of Table 1.

### 6.2 Observations Regarding the Coordinates of the Vector v

To be able to further examine the behavior of our theoretical algorithm, we calculated the handicap for some of the smaller test matrices. This way we could run the algorithm exactly as it is described in our analysis and make some important observations that raise interesting questions regarding the theoretical analysis.

We used the parameter settings $\beta=\tau=0.25$ and $\varepsilon=10^{-5}$. First we used the starting points $\mathbf{x}_{0}=\mathbf{e}, \mathbf{s}_{0}=\mathbf{e}$ (and calculated $\mathbf{q}$ as $\mathbf{q}=-M \mathbf{e}+\mathbf{e}$ ). The numerical results are summarized in Table 4 (for instances from dimension 5, 6 and 7), and Fig. 1 shows the change in the coordinates of the vector $\mathbf{v}$ during the iterations. As expected, the numbers of iterations are significantly larger than in the greedy case, and they

Table 4 Numerical results obtained with the theoretical algorithm ( $\mathbf{x}_{0}=\mathbf{e}$ and $\left.\mathbf{s}_{0}=\mathbf{e}\right)$

| Instances | Handicap | $\mathbf{v}_{\min }$ | $\mathbf{v}_{\max }$ | Iterations | Time (s) |
| :--- | ---: | :--- | :--- | ---: | :--- |
| ENM_SU_7_01 | 1.07 | 1.9993 | 2.0007 | 1121 | 0.0346 |
| ENM_SU_7_02 | 2.63 | 1.9989 | 2.0005 | 2454 | 0.0565 |
| ENM_SU_7_03 | 1.42 | 1.9993 | 2.0007 | 1420 | 0.0358 |
| ENM_SU_7_04 | 2.58 | 1.9993 | 2.0006 | 2411 | 0.0751 |
| ENM_SU_7_05 | 1.13 | 1.9963 | 2.0033 | 1172 | 0.1218 |
| Csizmadia_5 | 3.75 | 1.9946 | 2.0038 | 2809 | 0.0521 |
| Csizmadia_6 | 15.75 | 1.9981 | 2.0012 | 12,506 | 0.1309 |
| Csizmadia_7 | 63.75 | 1.9993 | 2.0004 | 54,686 | 0.4528 |

depend on the value of the handicap (since the step length depends on the handicap as well).

In the case of the Csizmadia-matrix, Fig. 1 shows that one of the coordinates (the first one) converges remarkably slower than the others, due to the properties of the Newton directions. This is the main reason why we experienced numerical issues with these starting points.

With these starting points, at the beginning $v_{i}=\sqrt{\frac{1}{\tau}}=2$ holds for all coordinates of the vector $\mathbf{v}$. It can be seen from Table 4 and Fig. 1 that the coordinates remain in a really narrow interval around 2 . However, in our analysis we use the upper bound $v_{i} \leq \sqrt{\frac{n}{\tau}}$, according to Corollary 4.1. The value of this upper bound for $n=7$ and $\tau=0.25$ is $\sqrt{28} \approx 5.2915$, which is significantly larger than what we experienced in practice, even in this small dimension.

Furthermore, all coordinates of $\mathbf{v}$ are greater than 1 ; therefore, all iterates remain in the narrower neighborhood $\mathcal{N}_{\infty}^{-}(1-\tau)$ and never actually get to a point from the set $\mathcal{W}(\beta, \tau, \kappa) \backslash \mathcal{N}_{\infty}^{-}(1-\tau)$, i.e., in practice the algorithm works in a $\kappa$-independent neighborhood when the starting points are well centered.

We observed the same phenomenon for linear programming problems while preparing the numerical tests for our recent paper [20], where we had test problems with several thousands of variables. There we applied the self-dual embedding technique; therefore, we could use the starting point $\mathbf{x}_{0}=\mathbf{e}, \mathbf{s}_{0}=\mathbf{e}$, similar to the LCP case examined in this paper, i.e., the starting points were well centered in both cases. Based on these numerical tests, the size of this interval around $1 / \sqrt{\tau}$ seems to be independent of the problem size.

This raises the question whether it would be possible to give constant lower and upper bounds on the coordinates of $\mathbf{v}$, assuming that the starting point is well centered, i.e., to show that the algorithm is convergent and has the desired complexity using the neighborhood $\mathcal{N}_{\mathbf{v}}(\underline{\nu}, \bar{v})=\left\{(\mathbf{x}, \mathbf{s}) \in \mathcal{F}^{+}: \underline{v} \mathbf{e} \leq \mathbf{v} \leq \bar{v} \mathbf{e}\right\}$, where $1 \leq \underline{\nu} \leq 1 / \sqrt{\tau} \leq \bar{v}$ are given parameters.

The coordinates of $\mathbf{v}$ for the $5 \times 5$ Csizmadia-problems with three different (not well-centered) starting points are shown in Fig. 2. We kept the right-hand side as $\mathbf{q}=-M \mathbf{e}+\mathbf{e}$. The starting points were $\mathbf{x}_{0}=0.9 \mathbf{e}$ and $\mathbf{s}_{0}=[0.9,1,1.1,1.2,1.3]^{T}$,


Fig. 1 Coordinates of $\mathbf{v}$ with the theoretical step length $\left(\mathbf{x}_{0}=\mathbf{e}\right.$ and $\left.\mathbf{s}_{0}=\mathbf{e}\right)$


Fig. 2 Coordinates of $\mathbf{v}$ with the theoretical step length for not well-centered starting points, solving the $5 \times 5$ Csizmadia-problem
$\mathbf{x}_{0}=[0.8,0.6,0.5,0.5,0.6731]^{T}$ and $\mathbf{s}_{0}=[0.8,0.8,1.1,1.6,2.2731]^{T}, \mathbf{x}_{0}=$ $\left[1.7,1.7^{2}, 1.7^{3}, 1.7^{4}, 1.7^{5}\right]^{T}$ and $\mathbf{s}_{0}=[1.700,2.1900,2.3230,1.8491,0.3435]^{T}$, respectively. Here the intervals around 2 become narrower as the algorithm proceeds, and the coordinates are concentrated around this value in the end.

### 6.3 Comparison with the Case $\varphi(t)=t$

To examine the practical role of applying the transforming function $\varphi(t)=t-\sqrt{t}$, we compared our numerical results with the case $\varphi(t)=t$, i.e., when the AET technique is not applied. As mentioned before, Potra [38] proposed an Ai-Zhang type method for $\mathcal{P}_{*}(\kappa)$-HLCPs without the AET technique, i.e., with $\varphi(t)=t$.

Since the sizes and, therefore, the running times were very small for the known problem instances, we generated larger sufficient matrices to compare the performance of the two methods. The results are shown in Table 5. The shorter running time for each instance is highlighted by bold letters. The number of iterations was the same in almost all cases, and the average running times were also similar. However, in this regard, the function $t-\sqrt{t}$ performed slightly better for the $1000 \times 1000$ and $10,000 \times 10,000$ size test problems.

In general, based on our current numerical results and other results for different types of algorithms from the AET literature, it cannot be stated that, in general, one transforming function would outperform another. For different problem instances, different functions can give the best results. In the case of the instance EV_SU_10000_1, the running time for $\varphi(t)=t$ was more than 66 s less than that of the other method. However, in the case of EV_SU_10000_11, the running time was more than 67 s less in the second case. It is an important open question in connection with the AET
Table 5 Comparison of the algorithms with the transforming functions $\varphi(t)=t$ and $\varphi(t)=t-\sqrt{t}$

| Number | EV_SU_1000 |  |  |  | EV_SU_5000 |  |  |  | EV_SU_10000 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Iteration |  | Time (s) |  | Iteration |  | Time (s) |  | Iteration |  | Time (s) |  |
|  | $t$ | $t-\sqrt{t}$ | $t$ | $t-\sqrt{t}$ | $\bar{t}$ | $t-\sqrt{t}$ | $t$ | $t-\sqrt{t}$ | $t$ | $t-\sqrt{t}$ | $t$ | $t-\sqrt{t}$ |
| 1 | 8 | 8 | 0.7820 | 0.7786 | 9 | 9 | 65.4253 | 65.3747 | 9 | 10 | 545.7598 | 611.8977 |
| 2 | 8 | 8 | 0.8050 | 0.7763 | 9 | 9 | 64.7809 | 65.2762 | 9 | 9 | 561.7247 | 558.2442 |
| 3 | 8 | 8 | 0.7770 | 0.7624 | 8 | 9 | 58.0465 | 65.0538 | 9 | 9 | 578.1502 | 580.1573 |
| 4 | 8 | 8 | 0.7760 | 0.7820 | 9 | 9 | 65.1476 | 64.4726 | 9 | 9 | 579.4243 | 580.5621 |
| 5 | 8 | 8 | 0.8262 | 0.8744 | 9 | 9 | 65.3654 | 64.6790 | 9 | 9 | 582.9498 | 585.8017 |
| 6 | 8 | 8 | 0.7437 | 0.7955 | 8 | 8 | 58.0708 | 58.2089 | 9 | 9 | 585.1104 | 587.1941 |
| 7 | 8 | 8 | 0.9017 | 0.7866 | 9 | 9 | 63.9767 | 64.0826 | 9 | 9 | 594.6205 | 604.9311 |
| 8 | 8 | 8 | 0.7915 | 0.8338 | 9 | 9 | 64.9209 | 63.8970 | 9 | 9 | 552.8037 | 496.8669 |
| 9 | 8 | 8 | 0.8208 | 0.8116 | 9 | 9 | 64.6530 | 65.8219 | 9 | 9 | 494.6136 | 492.9025 |
| 10 | 8 | 8 | 0.8078 | 0.7982 | 9 | 8 | 63.7874 | 58.3230 | 9 | 9 | 553.1564 | 557.3641 |
| 11 | 8 | 8 | 0.8194 | 0.8154 | 8 | 8 | 58.4440 | 58.5917 | 9 | 8 | 573.5971 | 506.2791 |
| 12 | 8 | 8 | 0.8105 | 0.8046 | 8 | 8 | 57.9077 | 58.3419 | 9 | 9 | 564.1221 | 565.4123 |
| 13 | 8 | 8 | 0.8117 | 0.8376 | 8 | 9 | 57.8994 | 64.3986 | 9 | 9 | 563.9439 | 563.4204 |
| 14 | 8 | 8 | 0.7919 | 0.7788 | 8 | 9 | 57.8540 | 64.8223 | 9 | 9 | 566.7341 | 564.1790 |
| 15 | 8 | 8 | 0.8271 | 0.8152 | 9 | 9 | 64.9569 | 65.3346 | 9 | 9 | 563.4829 | 565.2001 |

Table 5 continued

| Number | EV_SU_1000 |  |  |  | EV_SU_5000 |  |  |  | EV_SU_10000 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Iteration |  | Time (s) |  | Iteration |  | Time (s) |  | Iteration |  | Time (s) |  |
|  | $t$ | $t-\sqrt{t}$ | $t$ | $t-\sqrt{t}$ | $t$ | $t-\sqrt{t}$ | $t$ | $t-\sqrt{t}$ | $t$ | $t-\sqrt{t}$ | $t$ | $t-\sqrt{t}$ |
| 16 | 9 | 9 | 0.8931 | 0.9460 | 9 | 9 | 67.2010 | 66.1216 | 9 | 9 | 562.9752 | 563.8125 |
| 17 | 8 | 8 | 0.8163 | 0.8322 | 8 | 9 | 59.6839 | 64.5178 | 8 | 9 | 507.5199 | 564.8176 |
| 18 | 8 | 8 | 0.8081 | 0.7992 | 9 | 9 | 64.7655 | 64.2407 | 9 | 8 | 560.4879 | 506.2566 |
| 19 | 8 | 8 | 0.7591 | 0.8065 | 8 | 9 | 57.7739 | 64.0659 | 9 | 9 | 563.7972 | 560.0344 |
| 20 | 8 | 8 | 0.8182 | 0.8089 | 9 | 9 | 65.3990 | 65.0735 | 9 | 9 | 563.1628 | 560.1491 |
| 21 | 8 | 8 | 0.8140 | 0.7904 | 9 | 9 | 65.1545 | 65.0095 | 9 | 9 | 560.9216 | 558.5482 |
| 22 | 8 | 8 | 0.8045 | 0.7912 | 8 | 9 | 58.3763 | 64.7894 | 9 | 9 | 558.7691 | 557.2269 |
| 23 | 8 | 8 | 0.8481 | 0.8679 | 9 | 9 | 66.2914 | 64.7288 | 9 | 9 | 559.1055 | 564.2057 |
| 24 | 8 | 8 | 0.8140 | 0.8225 | 8 | 8 | 58.6684 | 60.1244 | 9 | 9 | 558.1962 | 557.6876 |
| 25 | 8 | 8 | 0.8263 | 0.8205 | 9 | 9 | 64.6024 | 65.8422 | 9 | 9 | 558.4229 | 556.5513 |
| 26 | 8 | 8 | 0.7567 | 0.8125 | 9 | 9 | 64.0076 | 64.0951 | 9 | 9 | 557.2237 | 557.7847 |
| 27 | 8 | 8 | 0.8565 | 0.7897 | 9 | 9 | 64.1171 | 65.1649 | 9 | 9 | 557.1665 | 560.4298 |
| 28 | 8 | 8 | 0.8271 | 0.7685 | 8 | 8 | 58.2799 | 57.5910 | 9 | 9 | 567.2910 | 565.6708 |
| 29 | 8 | 8 | 0.8098 | 0.8427 | 9 | 9 | 64.7662 | 65.0904 | 9 | 9 | 573.3679 | 573.3766 |
| 30 | 8 | 8 | 0.8499 | $\mathbf{0 . 7 4 9 8}$ | 9 | 9 | 64.6512 | 64.6173 | 9 | 9 | 580.6048 | 583.7918 |
| Avg. | 8.03 | 8.03 | 0.8131 | 0.8100 | 8.63 | 8.80 | 62.4992 | 63.5917 | 8.97 | 8.97 | 561.6402 | 560.3585 |



Fig. 3 Suitable parameter pairs $(\beta, \tau)$
technique to determine which transforming function would give the best results for a given problem instance.

### 6.4 The Neighborhood and Update Parameters

Usually, in the analysis of Ai-Zhang type methods, the value of the neighborhood and update parameters are chosen as equals to make it easier to check certain conditions. This subsection aims to examine whether this is a good choice in practice.

We can determine all parameter pairs $(\beta, \tau)$ that are suitable from the point of view of our analysis by using the upper bounds obtained in Lemmas 5.5 and 5.9. Based on these results, the blue area in Fig. 3 shows values of the parameters for which the duality gap decreases, and for the values from the green area, the new iterates remain in the neighborhood $\mathcal{W}(\tau, \beta, \kappa)$. Therefore, the parameter values for which both conditions are satisfied (i.e., the duality gap decreases and the new iterates remain in $\mathcal{W}$ ) are in the intersection of the blue and green areas. Since we applied upper bounds in the calculations, these are subsets of the actual parameter settings that would be suitable for the algorithm.

We examined five different parameter settings for LCPs. Table 6 shows the average iteration numbers and running times for the LCPs constructed using the previously mentioned sufficient and non-sufficient matrices, and calculating the right-hand side of the system as $\mathbf{q}=-M \mathbf{e}+\mathbf{e}$. In this way, the starting point $\mathbf{x}_{0}=\mathbf{e}$ and $\mathbf{s}_{0}=\mathbf{e}$ is suitable in all cases. The value of the precision parameter was $\varepsilon=10^{-5}$.

The minimum number of iterations and the smallest running time are highlighted in bold letters in each row. As can be seen from Table 6, the best average iteration numbers and running times were both achieved in the first case for most test problems,
Table 6 Numerical results with different parameter settings

| n | $\beta=0.5, \tau=0.1$ |  | $\beta=0.5, \tau=0.2$ |  | $\beta=0.2, \tau=0.1$ |  | $\beta=0.2, \tau=0.3$ |  | $\beta=0.25, \tau=0.25$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Iteration | Time (s) | Iteration | Time (s) | Iteration | Time (s) | Iteration | Time (s) | Iteration | Time (s) |
| ENM_SU matrices |  |  |  |  |  |  |  |  |  |  |
| 3 | 4.00 | 0.0046 | 5.30 | 0.0070 | 5.30 | 0.0052 | 6.60 | 0.0061 | 5.80 | 0.0066 |
| 4 | 4.40 | 0.0051 | 5.30 | 0.0058 | 5.30 | 0.0051 | 6.50 | 0.0071 | 5.90 | 0.0076 |
| 5 | 4.40 | 0.0050 | 5.50 | 0.0054 | 5.30 | 0.0053 | 7.00 | 0.0076 | 6.00 | 0.0088 |
| 6 | 4.40 | 0.0047 | 5.70 | 0.0065 | 5.60 | 0.0058 | 7.00 | 0.0070 | 6.10 | 0.0064 |
| 7 | 4.70 | 0.0049 | 5.90 | 0.0067 | 5.70 | 0.0068 | 7.20 | 0.0081 | 6.30 | 0.0069 |
| 8 | 5.20 | 0.0060 | 6.40 | 0.0064 | 6.40 | 0.0062 | 7.50 | 0.0086 | 6.90 | 0.0065 |
| 9 | 5.09 | 0.0056 | 6.36 | 0.0060 | 6.36 | 0.0062 | 7.36 | 0.0067 | 6.73 | 0.0058 |
| 10 | 6.00 | 0.0122 | 7.09 | 0.0090 | 7.27 | 0.0076 | 8.09 | 0.0088 | 7.82 | 0.0092 |
| MGS_SU matrices |  |  |  |  |  |  |  |  |  |  |
| 10 | 5.60 | 0.0057 | 6.80 | 0.0070 | 6.70 | 0.0069 | 7.80 | 0.0081 | 7.20 | 0.0063 |
| 20 | 6.00 | 0.0062 | 7.00 | 0.0070 | 7.20 | 0.0070 | 8.30 | 0.0079 | 7.90 | 0.0106 |
| 50 | 5.10 | 0.0097 | 6.30 | 0.0111 | 6.10 | 0.0109 | 7.50 | 0.0125 | 6.80 | 0.0108 |
| 100 | 5.50 | 0.0173 | 6.60 | 0.0181 | 6.40 | 0.0142 | 7.60 | 0.0171 | 7.30 | 0.0158 |
| 200 | 6.00 | 0.0286 | 7.70 | 0.0317 | 7.70 | 0.0286 | 8.60 | 0.0311 | 8.20 | 0.0332 |
| 500 | 6.30 | 0.1274 | 8.30 | 0.1429 | 8.20 | 0.1432 | 10.10 | 0.1717 | 9.20 | 0.1879 |
| 700 | 7.00 | 0.3180 | 9.00 | 0.3578 | 9.00 | 0.3501 | 11.00 | 0.4167 | 10.00 | 0.4079 |

Table 6 continued

| n | $\beta=0.5, \tau=0.1$ |  | $\beta=0.5, \tau=0.2$ |  | $\beta=0.2, \tau=0.1$ |  | $\beta=0.2, \tau=0.3$ |  | $\beta=0.25, \tau=0.25$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Iteration | Time (s) | Iteration | Time (s) | Iteration | Time (s) | Iteration | Time (s) | Iteration | Time (s) |
| Csizmadia-matrices |  |  |  |  |  |  |  |  |  |  |
| 10 | 11.00 | 0.0103 | 11.00 | 0.0100 | 11.00 | 0.0099 | 12.00 | 0.0100 | 12 | 0.0103 |
| 20 | 14.00 | 0.0129 | 14.00 | 0.0121 | 15.00 | 0.0128 | 16.00 | 0.0136 | 15 | 0.0123 |
| 30 | 18.00 | 0.0178 | 18.00 | 0.0160 | 19.00 | 0.0175 | 20.00 | 0.0176 | 19 | 0.0187 |
| 40 | 21.00 | 0.0193 | 22.00 | 0.0212 | 23.00 | 0.0215 | 24.00 | 0.0225 | 23 | 0.0242 |
| 50 | 25.00 | 0.0406 | 25.00 | 0.0333 | 27.00 | 0.0352 | 29.00 | 0.0407 | 27 | 0.0400 |
| 100 | 43.00 | 0.0839 | 44.00 | 0.0802 | 47.00 | 0.0968 | 48.00 | 0.0921 | 47 | 0.0860 |
| 150 | 61.00 | 0.1538 | 62.00 | 0.1478 | 66.00 | 0.1554 | 69.00 | 0.1670 | 66 | 0.1606 |
| ENM_NSU matrices |  |  |  |  |  |  |  |  |  |  |
| 3 | 4.40 | 0.0049 | 5.80 | 0.0052 | 5.70 | 0.0050 | 7.10 | 0.0058 | 6.20 | 0.0051 |
| 4 | 5.10 | 0.0060 | 6.20 | 0.0053 | 6.10 | 0.0054 | 7.20 | 0.0061 | 6.60 | 0.0052 |
| 5 | 4.50 | 0.0042 | 5.90 | 0.0052 | 5.80 | 0.0050 | 7.00 | 0.0061 | 6.10 | 0.0050 |
| 6 | 4.60 | 0.0058 | 6.00 | 0.0061 | 5.80 | 0.0057 | 7.00 | 0.0069 | 6.10 | 0.0053 |
| 7 | 4.60 | 0.0051 | 6.00 | 0.0080 | 5.90 | 0.0092 | 7.10 | 0.0099 | 6.30 | 0.0056 |
| 8 | 5.00 | 0.0051 | 6.10 | 0.0066 | 6.00 | 0.0067 | 7.20 | 0.0072 | 6.60 | 0.0058 |
| 9 | 5.40 | 0.0053 | 6.50 | 0.0059 | 6.40 | 0.0059 | 7.50 | 0.0065 | 7.20 | 0.0069 |
| 10 | 5.88 | 0.0062 | 6.75 | 0.0060 | 7.00 | 0.0061 | 8.00 | 0.0069 | 7.75 | 0.0067 |

when the value of the neighborhood parameter was relatively large, and the value of the update parameter was small. The settings applied in the theoretical analysis are shown in the last two columns for reference.

For the Csizmadia problem instances, the number of iterations is the smallest for the first setting, similar to the previous problems. However, the running time is slightly smaller in the case of $\beta=0.5$ and $\tau=0.2$ in most cases. We performed similar tests for LP problems from the Netlib library, where we found that the best setting was $\beta=0.5$ and $\tau=0.2$ in almost all cases. This difference requires further examination.

The results were similar to those of the ENM_SU, ENM_NSU, and MGS_SU instances; in almost all cases, the first parameter setting gave the best results. We ran these numerical tests for some of the larger EV test instances mentioned in the previous subsection, and these experiments also gave similar results.

## 7 Conclusion

We introduced a new Ai-Zhang type long-step interior point method for $\mathcal{P}_{*}(\kappa)$-LCPs. The new IPA uses the AET technique with the function $\varphi(t)=t-\sqrt{t}$. We proved that the method is convergent and has the best known iteration complexity.

An interesting question regarding the analysis is whether it would be possible to carry it out in a $\kappa$-independent neighborhood. In the case of $\varphi(t)=t$, Potra [38] could prove the convergence and best known complexity of an Ai-Zhang type IPA for LCPs in a $\kappa$-independent neighborhood, but he did not apply the AET technique (i.e., considered the case of $\varphi(t)=t$ ).

In the near future, we would like to investigate Ai-Zhang type methods with different transforming functions for $\mathcal{P}_{*}(\kappa)$-LCPs. These two existing results suggest that there are some functions where a $\kappa$-independent neighborhood can be applied, and for other functions, the convergence and desired complexity can only be proved if we assume the $\kappa$-dependency of the neighborhood.

We implemented both the theoretical and a greedy variant of the IPA in MATLAB and tested the greedy variant on both sufficient and non-sufficient problem instances. The greedy method was very effective on most test problems. Furthermore, we compared the Ai-Zhang type IPAs using $\varphi(t)=t$ and $\varphi(t)=t-\sqrt{t}$. The performance of the two methods was similar, but there were some instances where one outperformed the other. It is an important open question in connection with the AET technique to determine which transforming function would give the best results for a given problem instance.

We ran the theoretical variant of the algorithm for some smaller problem instances (where we calculated the handicap in advance) and investigated the change in the coordinates of the vector $\mathbf{v}$. We found that when the starting points are well centered, the coordinates remain in a really narrow interval around $\sqrt{1 / \tau}$. This phenomenon raises some interesting theoretical questions that we would like to investigate in the future.

We also examined the practical role of the neighborhood and the update parameters. We found that instead of choosing the two parameters as equals ( $\beta=\tau$ ), we should choose a relatively large value for the neighborhood parameter $\beta$ and a small value
for the update parameter $\tau$. The results in the case of the Csizmadia-problems were different; this requires further examination.
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