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1 Introduction

In our paper [6], there is a gap for the statement of Proposition 3.2 and Remark 3.2.
In addition, on line 14 of page 110, the set [x" € C, supp(x’) = J, ¥’ — X, x’ #X]
may be empty. In this erratum, we provide the correct statements for Proposition 3.2
and Remark 3.2 and update the proof of Proposition 3.2.

2 Corrected Result

First, we give the correct statement of [6, Proposition 3.2 & Remark 3.2].

Proposition 2.1 ([6, Proposition 3.2] corrected) (i) When h(-) = v|| - ||o for a constant
v>0,ify: RP —]— 00, +00] is a proper closed piecewise linear regular function,
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then for any X € dom ,

AW +h)@) = Y @) +0h(F) = I +h)(F) ey
AW +h)(X) = [0y (X)+0h ()] @)

if ¥ is an indicator function of some closed convex set C C R?, then for any x € C

such that {x € RP | x; = 0 for i ¢ supp(x)} Nri(C) # @, it holds that
VY +h)(F) = Y @ +IhE) =0 +h)(F) =0° (Y +h)(X) = [0 +h)(F)]*.

(ii) When h = S, the indicator function of 2 := {x € R?: |x|lo < k} for an integer
k > 0, the results of part (i) hold at any x € domyr with |X|lo = k, and at any
x € domyr with ||X||g < « it holds that 0(y + h)(x) C 3y (x) + dh(X).

Remark 2.1 ([6,Remark 3.2] corrected) When v is alocally Lipschitz regular function,
the first part of Proposition 2.1 still holds by [5, Theorem 9.13(b) & Corollary 10.9],
and now equality (2) is also given in [2, Proposition 1.107(iii)] and [3, Prop. 1.29].

In what follows, we provide the proof of Proposition 2.1.
The proof of Proposition 2.1: First, we consider that i is a proper closed piecewise
linear regular function. Fix any X € dom 1. Notice that epiyr and epik are the union
of finitely many polyhedral sets. By combining [4, Proposition 1] and [1, Section 3.2],
it then follows that

AW +h)(X) CIY ) + 3h(x) and I° (Y + h)(X) C I®Y () +3Ch(X). (3)

From the first inclusion, d(¥ + h)(X) 2 a(¥ + h)(X) 2 Y (X) + 0h(X), and the
regularity of ¥ and h, we obtain the equalities in (1). When 0y (x) = @, obviously,
the equalities in (2) hold. So, it suffices to consider the case where 91/ (X) # @. From
the second inclusion in (3), it follows that

[0 +h)()]° 2 [87Y(X) + 37h(F)]° = [7¢ (¥)]° N [9Fh()]°

where K° denotes the negative polar of a cone K. By combining this inclusion with
[5, Exercise 8.23] and the second equality of (1), for any w € R” we have

AW +h) @ W) < dy @) (W) + dh(@) (W) = dy @) (W) + dh(®)(w)
<d(W +h)@ W) <dW + h) @) (w)

where dh (x) and dh(x), respectively, denote the regular subderivative and the sub-
derivative of ¥ + h at X, the equality is due to the regularity of ¢ and &, and the second
inequality is using [5, Corollary 10.9]. By [5, Corollary 8.19], this shows that ¥ + &
is regular, and hence 9*° (¢ + h)(X) = [5(1/f +h)(X)]>®° = [0¢¥ (X)) + dh(x)]*>°. Thus,
we obtain the first part.
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Next we consider the case ¥ = d¢. Fix any x € C with ri(C) N Ly # ¥, where
Ly:={x e RP |x; = 0fori ¢ supp(x)}. Let J = supp(x). We first argue

3@Sc+ X)) S 38cnL (). 4

If there exists ¢ > 0 such that [B(x, ¢)\{x}] N [C N Lx] = @, then ddcni-(X) =
Nen 1-(X) = R?, and the inclusion in (4) clearly holds. So, it suffices to consider that
for any ¢ > 0, [B(x, &)\{x}] N [C N L%] # @. Pick any v € 5(8@ +h)(X). By the
definition of regular subgradient, it follows that

h(x") +8c(x") — h(x) — 8¢ (X) — (v, x" — %)

0 < liminf =
X#X —>X [[x" —x]|
h(x)—hXx) — (v, x ' —X —(v,x' =X
< liminf &) ) _< ) = liminf (—_)
TEY X |x" — X]| TEX O F [[x" = X]|
supp(x’)=J supp(x’)=J
o benn () = denp () — (v, ) =)
= liminf — ,
TAX X lx" — x|
supp(x')=J

which implies that v € ESCQLY(Y) = 08cnr-(x). The inclusion in (4) holds. By
combining (4) with [5, Corollary 10.9] and dh(X) = N, 1=(X), we have

98¢ (X) + 0h(@) = 98¢ (X) + 0h(F) € IS¢ + h)(F) € (8¢ + 81.)(F) )
= 08c(¥) + 081 (X) = 98¢ (X) + dh(X).

where the second equality is due to riC N Lz # . In fact, from the above arguments,

we conclude that for all x € C withri(C) N Ly # @,

(B +h)(x) = 38c (x) + dh(x) = ddcnr, (x). 6)

Now we argue that d(§¢c + h)(x) C 35¢c(X) + dh(x). To this end, pick any v €

d(8c + h)(x). Then, there exist sequences xk a—h—> % and vF € 5((Sc+h)(xk) with
ct+
k

v¥ — vask — o00. Since 8¢ (x) +h(x¥) — 8¢ (X) +h(xX), we must have x¥ € C and
h(x*) — h(x) for all k large enough. The latter, along with supp(x¥) D J, implies
that supp(x*) = J for all sufficiently large k. By invoking (6), for all sufficiently large
k, v € 88¢ (xK) + dh(x¥). By passing to the limit k — 0o and using h(x¥) — h(X),
we obtain v € d5¢ (X) + dh(x). By the arbitrariness of v in d(8¢ + h)(x), the stated
inclusion follows. In particular, together with 8 (8¢c+h) (X) 2 5((Sc+h)()_c) = 038c(X)+
oh(x) and (5),

ABc+h)(®) = d@c+ h)(X) = Ne @) + dh(®) = 35cnr, (). (N

Next we argue 0°°(8c + h)(x) = 0%°8cnr-(X). Pick any u € 0°°(6c + h)(x). Then,

there exist sequences xk ﬁ % and uf € 5(8c+h)(xk) with Azuf — u for some
c+
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Ar 4 0 as k — oo. By following the same argume;l}ts as above, supp(x¥) = J
for all k large enough. Together with (6) and uk € 98¢ —i—h)(xk) we have uf €
BSCQL (x%) for all k large enough. Notice that x* W X.So,u € 9%°(5c+81.)(x)

and 9% (8c+ h)(x) C BOOBCQL ). Conversely, pick any u € 3*°8cnr, (x). There

exist x¥ C—> ¥ and uf € 88cmL (x ) with Aku — u for some Ay | 0 as k — oo.
NLy

Clearly, (Sc +h)(x*) = (8¢ + h)(@). Also, from (6) and u¥ € 8¢z (x*), we have
uk e B(SC + h)(x5). So, u € 9°S¢ + h)(X), and 3®° B¢+ h)(X) 2 9%°8cnL. (X).
The stated equahQ/ follows. From [5, Exercise 8.14 & Proposition 8.12], d6cnr-(X) =
0%8cnLy (%) = [08cnLe (X)]°°. Thus,

98¢ (X) = 3°8cnL. (X) = [08cnL. (@) = 8% (Sc + h) (@)

Together with (7), we obtain the conclusion for i(-) = v|| - ||o. By following the same
arguments as above, one may obtain the second part. O

3 Conclusion

Since [6, Proposition 3.2] is only used to check [6, Assumption 4.1(iii)], the results in
[6, Section 4] are all correct by Proposition 2.1.
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