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Abstract The split common fixed point problem (also called the multiple-sets split
feasibility problem) is to find a common fixed point of a finite family of operators
in one real Hilbert space, whose image under a bounded linear transformation is a
common fixed point of another family of operators in the image space. In the literature
one can find many methods for solving this problem as well as for its special case,
called the split feasibility problem. We propose a general method for solving both
problems. The method is based on a block-iterative procedure, in which we apply
quasi-nonexpansive operators satisfying the demi-closedness principle and having a
common fixed point. We prove the weak convergence of sequences generated by this
method and show that the convergence for methods known from the literature follows
from our general result.

Keywords Split feasibility problem · Split common fixed point problem ·
Quasi-nonexpansive operators · Block-iterative procedure · Demi-closedness principle
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1 Introduction

In 1994 Censor and Elfving [1] introduced a notion of the split feasibility problem
(SFP), which is to find an element of a closed convex subset of the Euclidean space
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whose image under a linear operator is an element of another closed convex subset
of a Euclidean space. Byrne [2] proposed a CQ-method for solving this problem and
proved the convergence of sequences generated by this method to a solution. Qu and
Xiu [3,4] studied the CQ-method in which the metric projections are replaced by
subgradient projections, and proved the convergence of the method in the consistent
case. Xu [5] extended the method of Qu and Xiu to Hilbert spaces and proved the weak
convergence. Some versions of the method with an application of quasi-nonexpansive
operators satisfying the demi-closedness principle were studied by Moudafi [6,7].

The split feasibility problem is a special case of the split common fixed point
problem (SCFPP), introduced by Censor and Segal [8]. The problem is to find a
common fixed point of a finite family of operators defined on a real Hilbert space,
whose image under a bounded linear transformation is a common fixed point of another
family of operators defined on a real Hilbert space. The problem is also called the
multiple-sets split feasibility problem (MSSFP) [9]. The problem was studied in [8–
13], where various methods were proposed for solving it.

In this paper we study the behavior of a general method for solving the SCFPP;
we prove the weak convergence of sequences generated by this method and show that
the convergence of several known methods follows from the results presented in the
paper.

The paper is organized as follows. In Sect. 2 we recall some facts regarding quasi-
nonexpansive operators, which we apply in this paper. In Sect. 3 we present various
methods known from the literature for solving the split common fixed point problem.
In Sect. 4 we show that the class of strongly quasi-nonexpansive operators having
a common fixed point and satisfying the demi-closedness principle is closed under
convex combination and composition. The main result of the paper is contained in Sect.
5, where we show in particular that a block-iterative CQ-type method with intermittent
control in which the metric projections are replaced by strongly quasi-nonexpansive
operators satisfying the demi-closedness principle generates sequences converging to
a solution of a consistent SCFPP. In Sect. 6 we give several examples, where we show
that the weak convergence of methods known from the literature follows from the
results presented in Sect. 5.

2 Preliminaries

Let H be a real Hilbert space equipped with an inner product 〈·, ·〉 and with the
corresponding norm ‖ · ‖. In this Section we recall some definitions and facts which
we apply later. We say that an operator S : H → H having a fixed point is α-strongly
quasi-nonexpansive (α-SQNE), where α ≥ 0, iff for all x ∈ H and all z ∈ FixS it
holds

‖Sx − z‖2 ≤ ‖x − z‖2 − α ‖Sx − x‖2 . (1)

If α > 0, then we call an α-SQNE operator strongly quasi-nonexpansive. A
0-SQNE operator is called quasi-nonexpansive. An extended collection of properties
of SQNE operators can be found, e.g., in [14, Chap. 2]. We say that S is a cutter iff

〈x − Sx, z − Sx〉 ≤ 0 (2)
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for all x ∈ H and all z ∈ FixS. An operator S is a cutter if and only if it is 1-SQNE.
In the literature a cutter is also named a directed operator [8], a T -class operator [15],
a firmly quasi-nonexpansive operator [16], or a separating operator [17]. The name
cutter was introduced in [18]. Denote by Sλ := Id + λ(S − Id) a λ- relaxation of an
operator S, where λ ≥ 0.

Now we recall some properties of SQNE operators. An operator U is α-SQNE,
where α ≥ 0, if and only if U is a λ-relaxation of a cutter S (also called a λ-relaxed
cutter), where λ ∈ ]0, 2] and α = 2−λ

λ
(or, equivalently, λ = 2

1+α
) [14, Theorem

2.1.39]. In particular, U is QNE if and only if U = 2S − Id for a cutter S [15,
Proposition 2.3]. The latter can also be expressed as follows: U is QNE if and only
if S := 1

2 (U + Id) is a cutter [14, Corollary 2.1.33(ii)]. Moreover, U is a λ-relaxed
cutter, where λ ∈ ]0, 2] (or, equivalently, α-SQNE, where α = 2−λ

λ
∈ ]0,+∞[) if

and only if
λ〈U x − x, z − x〉 ≥ ‖U x − x‖2 (3)

for all x ∈ H and all z ∈ FixU [14, Remark 2.1.31]. The above properties lead to the
following: An operator U is α-SQNE, where α ≥ 0, if and only if U is a λ-relaxation
of a QNE operator, where λ ∈ ]0, 1] and α = 1−λ

λ
.

Example 2.1 (metric projection) Let C ⊆ H. A point y ∈ C satisfying ‖y − x‖ ≤
‖z − x‖ for all z ∈ C is called a metric projection of x onto C . It is well known that
if C is closed convex, then for any x ∈ H, the metric projection PC x exists and is
defined uniquely. Moreover, PC is a cutter (see, e.g., [14, Theorem 2.2.21]).

Example 2.2 (subgradient projection) Let f : H → R be a continuous convex func-
tion with S( f, 0) := {x ∈ H : f (x) ≤ 0} �= ∅. The subset

∂ f (x) := {g ∈ H : 〈g, y − x〉 ≤ f (y) − f (x) for all y ∈ H}

is called a subdifferential of f at x ∈ H, and its elements are called subgradients of
f at x . A subgradient projection Pf : H → H is defined as follows:

Pf (x) :=
{

x − f (x)

‖g f (x)‖2 g f (x), if f (x) > 0,

x, otherwise,
(4)

where g f (x) ∈ ∂ f (x) is a fixed subgradient, x ∈ H . Note that for any x ∈ H the
subgradient projection Pf (x) depends on a selection g f (x) ∈ ∂ f (x). Nevertheless,
the properties of Pf do not depend on these selections. We have FixPf = S( f, 0), and
Pf is a cutter [14, Lemma 4.2.5 and Corollary 4.2.6]. For any λ ∈ ]0, 2], the relaxation
Pf,λ of a subgradient projection Pf is α-SQNE, where α = 2−λ

λ
. In particular, Pf,2 :=

2Pf − Id is QNE. If we set f (x) = d(x, C) := inf y∈C ‖y − x‖, where C ⊆ H
is a closed convex subset, then f is convex and differentiable for all x /∈ C and
g f (x) = x−PC x

‖x−PC x‖ [14, Lemma 2.2.28]. Therefore, Pd(·,C) = PC , i.e., the metric
projection is a special case of a subgradient projection.
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An important role in fixed point problems, especially in methods for solving
SCFPPs, is played by operators satisfying the demi-closedness (DC) principle, i.e.,
operators S : H → H having the following property:

(xk ⇀ x and
∥∥∥Sxk − xk

∥∥∥ → 0) 
⇒ x ∈ FixS. (5)

We also say that S − Id is demi-closed at 0. Opial proved that nonexpansive operators
satisfy the DC principle [19, Lemma 2]. The same property applies to subgradient
projections for convex functions which are Lipschitz continuous on bounded subsets
(see [14, Theorem 4.2.7] ). See [20] and [18] for related results.

3 Split Common Fixed Point Problem and Solution Methods

Let H, H1, and H2 be real Hilbert spaces and A : H1 → H2 be a bounded linear
operator with ‖A‖ > 0. Further, let Ui : H1 → H1, i ∈ I := {1, 2, . . . , p} and
Tj : H2 → H2, j ∈ J := {1, 2, . . . , r}, be quasi-nonexpansive operators with
C := ⋂

i∈I FixUi and Q := ⋂
j∈J FixTj . The split common fixed point problem

(SCFPP) is to
find x∗ ∈

⋂
i∈I

FixUi with Ax∗ ∈
⋂
j∈J

FixTj . (6)

The SCFPP in Euclidean spaces was introduced by Censor and Segal [8] . The
problem is also called the multiple-sets split feasibility problem (MSSFP) [9], espe-
cially in the case if Ci := FixUi and Q j := FixTj have the forms which allow us to
calculate the metric projections PCi onto Ci and PQ j onto Q j , i ∈ I , j ∈ J . Denote
C := ⋂

i∈I Ci , Q := ⋂
j∈J Q j and F := {x ∈ C : Ax ∈ Q} = C ∩ A−1(Q).

The MSSFP can be considered even if F = ∅ by introducing a proximity function
f : H1 → R. In this case one seeks a minimizer of f . Censor et al. [9] proposed the
following proximity function:

f (x) := 1

2

p∑
i=1

αi
∥∥PCi x − x

∥∥2 + 1

2

r∑
j=1

β j
∥∥PQ j (Ax) − Ax

∥∥2
, (7)

where αi > 0, i ∈ I , and β j > 0, j ∈ J .
If p = r = 1, then the MSSFP is reduced to the split feasibility problem (SFP):

find x ∈ C with Ax ∈ Q. (8)

The SFP was introduced by Censor and Elfving in [1]. Byrne [2] proposed the
following method for solving the problem in R

n and called it the C Q-method:

uk+1 = PC

(
uk + λ

‖A‖2 A∗(PQ(Auk) − Auk)

)
, (9)
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where u0 ∈ R
n is arbitrary, C ⊆ R

n , Q ⊆ R
m are closed convex subsets, A is an

m × n nonzero matrix, ‖A‖ denotes its spectral norm and λ ∈ ]0, 2[. Byrne proved
the convergence of xk to a minimizer of a proximity function f : C → R defined by

f (x) := 1

2

∥∥PQ(Ax) − Ax
∥∥2

, (10)

if such a minimizer exists. Note that the proximity function (7) with p = r = 1
differs from (10), and in the case F = ∅ the minimizers of (7) and (10) may differ.
Nevertheless, if F �= ∅, then the subsets of minimizers of both proximity functions (7)
with p = r = 1 and (10) coincide, and any minimizer of these functions is a solution
of (8). Moreover, if F �= ∅, then the minimal value of both proximity functions is equal
to 0. If Q is a solution set of a system of linear equations, then iteration (9) is known as
the projected Landweber (PL) method [2]. This name we will also use in the general
case. Yang [21] studied the SFP in R

n with F �= ∅ and modified the PL method by
replacing the metric projections PC and PQ in (9) by subgradient projections. More
precisely, the method has the form

uk+1 = Pc

(
uk + λ

‖A‖2 A∗(Pq(Auk) − Auk)

)
, (11)

where u0 ∈ R
n is arbitrary, Pc and Pq denote subgradient projections for c : R

n → R

and q : R
m → R being convex functions, C := {x ∈ R

n : c(x) ≤ 0} �= ∅ and
Q := {y ∈ R

m : q(y) ≤ 0} �= ∅. Qu and Xiu studied the convergence of the PL
method (9) in R

n , where the constant λ was replaced by λk which was calculated by
the Armijo-like search rule [3, Theorem 3.1]. Qu and Xiu also studied method (9) in
which the metric projections PC and PQ are replaced by subgradient projections Pc

and Pq . This study was continued in [4], where a method related to a reformulated
problem was proposed. Cegielski [22] studied the convergence of an extrapolated PL
method for a linear split feasibility problem in R

n . Xu studied the SFP with F �= ∅ and
proved the weak convergence of sequences generated by method (11) in Hilbert spaces
[5, Theorem 4.1]. Zhao and Yang [23] studied the PL method in Euclidean spaces,
where the metric projections onto C and Q were replaced by metric projections onto
subsets Ck and Qk which converge in the Mosco sense to C and Q, respectively,
and proposed sufficient conditions by which the sequence uk converges to a solution.
Moudafi [6] studied the SFP with F �= ∅ in Hilbert spaces and proposed the following
method:

uk+1 = Uαk (u
k + γ A∗(T (Auk) − Auk)), (12)

where u0 ∈ H1 is arbitrary, U : H1 → H1 and T : H2 → H2 are demi-contractive
operators with FixU = C �= ∅ and FixT = Q �= ∅, satisfying the demi-closedness
principle, αk and γ are some positive parameters, and Uα := Id + α(U − Id) denotes
the α-relaxation of U . The study was continued in [7], where U and T are supposed to
be quasi-nonexpansive operators satisfying the demi-closedness principle, 0 < γ <

1/‖A‖2, αk ∈ (δ, 1 − δ) for some small δ > 0. Censor et al. [10] studied SCFPP in
R

n with F �= ∅ and proposed the following method:
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uk+1 = uk + γ

⎛
⎝ p∑

i=1

αi (Pci u
k − uk) +

r∑
j=1

β j A∗(Pq j (Auk) − Auk)

⎞
⎠ , (13)

where u0 ∈ R
n is arbitrary, αi > 0, β j > 0, ci : R

n → R and q j : R
m → R are convex

functions, Ci := {x ∈ R
n : ci (x) ≤ 0} �= ∅, Q j := {y ∈ R

m : q j (y) ≤ 0} �= ∅,
i ∈ I , j ∈ J , and

0 < γ < 2/

⎛
⎝ p∑

i=1

αi + ‖A‖2
r∑

j=1

β j

⎞
⎠. (14)

This study was continued by Censor and Segal in [8], where the subgradient projec-
tions Pci and Pq j in (13) were replaced by directed operators Ui and Tj , i ∈ I , j ∈ J ,
satisfying the closedness principle. The iteration proposed by Censor and Segal has
the form

uk+1 = uk + γ

⎛
⎝ p∑

i=1

αi (Ui u
k − uk) +

r∑
j=1

β j A∗(Tj (Auk) − Auk)

⎞
⎠ . (15)

Some further algorithms for solving the SCFPP with F �= ∅, defined in Hilbert
spaces were proposed by Xu in [12, Sect. 3.2]. Denote

P :=
p∑

i=1

αi PCi ,

where αi > 0, i ∈ I ,
∑p

i=1 αi = 1 and

S := Id + γ

r∑
j=1

β j (A∗(PQ j − Id)A),

where β j > 0, j ∈ J , and 0 < γ < 2/(‖A‖2 ∑r
j=1 β j ) and Id denotes the iden-

tity operator. Xu proposed three algorithms presented below and proved the weak
convergence to a solution for sequences generated by these algorithms:

uk+1 = PC p S PC p−1 S . . . PC1 Suk, (16)

[12, Theorem 3.3],
uk+1 = P Suk (17)

[12, Theorem 3.4] and
uk+1 = PCik

Suk, (18)

where u0 ∈ H1 is arbitrary, ik = k(modp) + 1 [12, Theorem 3.5]. SCFPP (6) with
p = r and F �= ∅ defined in Hilbert spaces was studied by Wang and Xu in [13,
Lemma 3.1], where the following method was proposed for solving this problem:
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uk+1 = Uik

(
uk + λ

‖A‖2 A∗(Tik Auk − Auk)

)
, (19)

where u0 ∈ H1 is arbitrary, λ ∈ ]0, 2[, Ui , Ti are T -class operators satisfying the
demi-closedness principle, i ∈ I , and ik is a cyclic control, i.e., ik = k(modp) + 1.
Censor et al. [9] introduced the following constrained multiple-sets split feasibility
problem: find x ∈ 	 such that x ∈ C := ⋂

i∈I Ci with Ax ∈ Q := ⋂
j∈J Q j , where

	, Ci ⊆ R
n , Q j ⊆ R

m are closed convex subsets, i ∈ I , j ∈ J , and proposed the
following method for solving the problem:

uk+1 = P	

⎛
⎝uk + γ

⎛
⎝ p∑

i=1

αi (PCi u
k − uk) +

r∑
j=1

β j A∗(PQ j Auk − Auk)

⎞
⎠

⎞
⎠,

(20)
where u0 ∈ R

n is arbitrary, αi > 0, β j > 0, i ∈ I , j ∈ J , and γ satisfies (14).
Censor et al. proved the convergence of uk to a minimizer of the proximity function
f : 	 → R defined by (7) [9, Theorem 3]. Masad and Reich [11] generalized this
result and proved the weak convergence in a Hilbert space. In Sect. 5 we suppose that
F �= ∅ and prove that the weak convergence of sequences generated by methods (9),
(11) (12), (13), (15), (16), (17), (18), and (19) presented above follows from a general
result.

4 Properties of Quasi-nonexpansive Operators Satisfying the Demi-closedness
Principle

In this section we present some properties of QNE operators satisfying the DC prin-
ciple, which we will apply in Sect. 5. The following Lemma is a slight generalization
of [13, Lemma 3.1 and Theorem 3.3].

Lemma 4.1 Let A : H1 → H2 be a bounded linear operator with ‖A‖ > 0 and
T : H2 → H2 be an operator satisfying T Aw = Aw for some w ∈ H1. Further, let
V := Id + 1

‖A‖2 A∗(T − Id)A. If T is α-SQNE, where α ≥ 0, then

(i) FixV = A−1(FixT ) and
(ii) V is α-SQNE.

If, moreover, T satisfies the DC principle, then V also satisfies the DC principle.

Proof As mentioned before, T is α-SQNE, where α ≥ 0, if and only if

λ〈T u − u, y − u〉 ≥ ‖T u − u‖2 (21)

for all u ∈ H2 and all y ∈ FixT , where λ = 2/(α + 1) ∈ ]0, 2]. Note that z ∈
A−1(FixT ) if and only if Az ∈ FixT .

(i) ⊇ Let Az ∈ FixT . Then V z = z + ( 1
‖A‖2 A∗(T Az − Az) = z
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⊆ Let z ∈ FixV . Then, of course, A∗(T Az − Az) = 0. Let w ∈ H1 be such that
Aw ∈ FixT . We have

‖T Az − Az‖2 ≤ λ〈T Az − Az, Aw − Az〉 = λ〈A∗(T Az − Az), w − z〉 = 0,

i.e., Az ∈ FixT .
(ii) Let z ∈ FixV . Because Az ∈ FixT , inequality (21) and equality ‖A∗‖ = ‖A‖

yield

λ〈V x − x, z − x〉 = λ〈 1

‖A‖2 A∗(T Ax − Ax), z − x〉

= λ

‖A‖2 〈(T Ax − Ax), Az − Ax〉

≥ 1

‖A‖2
‖T Ax − Ax‖2 = ‖A∗‖2

‖A‖4
‖T Ax − Ax‖2

≥ 1

‖A‖4

∥∥A∗(T Ax − Ax)
∥∥2 =

∥∥∥∥ 1

‖A‖2 A∗(T Ax − Ax)

∥∥∥∥
2

= ‖V x − x‖2 ,

i.e., V is a λ-relaxed cutter, or, equivalently, an α -SQNE operator.
Now suppose that T satisfies the demi-closedness principle, i.e., yk ⇀ y together

with ‖T yk − yk‖ → 0 imply y ∈ FixT . We prove that V also satisfies the demi-
closedness principle. Let xk ⇀ x and ‖V xk − xk‖ → 0. Clearly, for any u ∈ H2

lim
k

〈Axk − Ax, u〉 = lim
k

〈xk − x, A∗u〉 = 0,

i.e., Axk ⇀ Ax . Choose an arbitrary z ∈ FixV . By (i), Az ∈ FixT . By (21), by the
boundedness of xk and by the Cauchy–Schwarz inequality, we have

∥∥∥T Axk − Axk
∥∥∥2 ≤ λ〈T Axk − Axk, Az − Axk〉

= λ‖A‖2〈 1

‖A‖2 A∗(T Axk − Axk), z − xk〉

≤ λ‖A‖2
∥∥∥V xk − xk

∥∥∥ ·
∥∥∥z − xk

∥∥∥ → 0 as k → ∞.

Consequently, limk
∥∥T (Axk) − Axk

∥∥ = 0. This, together with Axk ⇀ Ax , gives
Ax ∈ FixT , i.e., x ∈ A−1(FixT ) = FixV , and the proof is completed. ��

Remark 4.1 If we set α = 1 in Lemma 4.1, then T and V are cutters, and we obtain
the result of Wang and Xu [13, Lemma 3.1 and Theorem 3.3].
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Denote L := {1, 2, . . . , m} and


m :=
{

w = (ω1, ω2, . . . , ωm) ∈ R
m : ωi ≥ 0 and

m∑
i=1

ωi = 1

}
. (22)

Theorem 4.1 Let Si : H → H be ρi -SQNE operators satisfying the DC principle,
i ∈ L,

⋂
i∈L FixSi �= ∅ and let S = ∑m

i=1 ωi Si , where w ∈ 
m. Then S is a ρ-SQNE
operator, with ρ := ∑m

i=1(
ωi

ρi +1 )−1 − 1 and S satisfies the DC principle.

Proof The fact that S is ρ-SQNE follows from [14, Theorem 2.1.50]. Now we
prove that S satisfies the DC principle. Let z ∈ ⋂

i∈L FixSi , xk ⇀ x∗ ∈ H and∥∥Sxk − xk
∥∥ → 0. Clearly, xk is bounded as a weakly convergent sequence. There-

fore, there is R > 0 such that
∥∥xk − z

∥∥ ≤ R. By [24, Proposition 4.5], we have

1

2R

m∑
i=1

ωiρi‖Si xk − xk‖2 ≤ ‖Sxk − xk‖,

consequently, ‖Si xk − xk‖ → 0, i ∈ L . The demi-closedness of Si − Id at 0 yields
now x∗ ∈ FixSi , i ∈ L , i.e., x∗ ∈ ⋂

i∈L FixSi = FixS [25, Proposition 2.12(i)], and
the proof is completed.

Theorem 4.2 Let Si : H → H be ρi -SQNE operators satisfying the DC principle,
i ∈ L,

⋂
i∈L FixSi �= ∅ and let S = Sm Sm−1 . . . S1.Then S is a ρ-SQNE operator, with

ρ = (
∑m

i=1 ρ−1
i )−1, and S satisfies the DC principle.

Proof The fact that S is ρ-SQNE follows from [14, Theorem 2.1.48]. Now we prove
that S satisfies the DC principle. Without loss of generality we suppose that m = 2.
Let z ∈ FixS1 ∩ FixS2, xk ⇀ x∗ ∈ H and

∥∥Sxk − xk
∥∥ → 0. Clearly, xk is bounded

as a weakly convergent sequence. Therefore, there is R > 0 such that
∥∥xk − z

∥∥ ≤ R.
By [24, Proposition 4.6], we have

1

2R

(
ρ1

∥∥∥S1xk − xk
∥∥∥2 + ρ2

∥∥∥S2S1xk − S1xk
∥∥∥2

)
≤ ‖Sxk − xk‖,

where ρi > 0 denotes the SQNE constant of Si , i = 1, 2. Consequently,
‖S1xk − xk‖ → 0 and

∥∥S2S1xk − S1xk
∥∥ → 0. The demi-closedness of S1 − Id

at 0 yields x∗ ∈ FixS1. Furthermore,

yk := S1xk = xk + (S1xk − xk) ⇀ x∗.

The demi-closedness of S2 − Id at 0 yields x∗ ∈ FixS2. Consequently, x∗ ∈ FixS1 ∩
FixS2 = FixS [25, Proposition 2.10(i)], and the proof is completed.

Consider a method, which is slightly more general than the cyclic method of Wang
an Xu (19). Suppose that p = r , Ui , Vi , i ∈ I , are cutters, relaxation parameters
λ,μ ∈ ]0, 2[ and define the following iteration:
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uk+1 = Uik ,μ

(
uk + λ

‖A‖2 A∗(Tik Auk − Auk)

)
, (23)

where ik is the cyclic control, i.e., ik = k(modp) + 1. Applying notation (28) we can
write method (23) in the form

uk+1 = Uik ,μVik ,λuk . (24)

Define
U = Up,μVp,λUp−1,μVp−1,λ . . . U1,μV1,λ

and consider the iteration
yk+1 = U yk . (25)

Note that U is an SQNE operator satisfying the DC principle as a composition of SQNE
operators satisfying the DC principle. Therefore, we easily obtain the following.

Proposition 4.1 For any starting point y0 ∈ H1 the sequence yk generated by (25)
converges weakly to a point y∗ ∈ F.

Proof Since an SQNE operator U is asymptotically regular (see, e.g., [14, Theorem
3.4.3]), the proposition follows from [14, Theorem 3.6.2(i)]. ��

The relationship yk = u pk between the sequences uk and yk generated by (24) and
(25) is clear. Consequently, {yk}∞k=0 is a subsequence of {uk}∞k=0. This observation
together with Proposition 4.1 leads to the following result which is quite more general
than [13, Theorem 3.2].

Corollary 4.1 For any starting point u0 ∈ H1 the sequence uk generated by (24)
converges weakly to a point u∗ ∈ F.

Proof Clearly, the sequence {uk}∞k=0 is Fejér monotone with respect to F (i.e., for
any z ∈ F the sequence {‖uk − z‖}∞k=0 is decreasing), because the operators Ui,μ and
Vi,λ , i = 1, 2, . . . , p, are SQNE. It follows from Proposition 4.1 that the sequence
{u pk}∞k=0 converges weakly to an element of F as k → +∞. In a similar way one can
prove that for any i = 1, 2, . . . , p − 1 the sequence {u pk+i }∞k=0 converges weakly to
an element of F as k → +∞. Therefore, all cluster points of the sequence {uk}∞k=0
belong to F and the weak convergence of uk to an element of F follows from [25,
Theorem 2.16(ii)]. ��

In the next section we will prove a result which is stronger than Corollary 4.1.

5 Convergence Results

In this section we study the behavior of the following method for solving the SCFPP:

xk+1 = xk + γk

⎛
⎝ p∑

i=1

αk
i (Ui xk − xk) +

r∑
j=1

βk
j A∗(Tj Axk − Axk)

⎞
⎠ , (26)
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where x0 ∈ H is arbitrary, αk
i ≥ 0, i ∈ I , βk

j ≥ 0, j ∈ J , and

0 < γk < 1/

⎛
⎝ p∑

i=1

αk
i + ‖A‖2

r∑
j=1

βk
j

⎞
⎠, (27)

k ≥ 0. Since an operator U is QNE if and only if S := 1
2 (U + Id) is a cutter, we can

suppose equivalently that Ui and Tj , i ∈ I , j ∈ J , are cutters in (26) and that

0 < γk < 2/

⎛
⎝ p∑

i=1

αk
i + ‖A‖2

r∑
j=1

βk
j

⎞
⎠.

Define

Vj = Id +
(

1

‖A‖2 A∗(Tj − Id)A

)
, (28)

j ∈ J , where Id denotes the identity operator. Then we obtain the following form of
(26):

xk+1 = xk + λk

⎛
⎝ p∑

i=1

νk
i (Ui xk − xk) +

r∑
j=1

μk
j (Vj xk − xk)

⎞
⎠, (29)

where

λk = γk

⎛
⎝ p∑

i=1

αk
i + ‖A‖2

r∑
j=1

βk
j

⎞
⎠, (30)

νk
i = αk

i γk/λk ≥ 0, i ∈ I, (31)

μk
j = βk

j ‖A‖2γk/λk ≥ 0, j ∈ J, (32)

and
p∑

i=1

νk
i +

r∑
j=1

μk
j = 1. (33)

Moreover, λk ∈ ]0, 1[ if we apply SQNE operators Ui , Vj in (26) and in (29), and
λk ∈ ]0, 2[ if we apply cutter operators Ui , Vj in (26) and in (29).

First we consider a special case of (29) in the form of the following block-iterative
procedure:

xk+1 = xk + μk

(
m∑

i=1

ωk
i Ui xk − xk

)
, (34)

where x0 ∈ H is arbitrary, Ui : H → H are QNE operators, i ∈ L := {1, 2, . . . , m},
μk ∈ [ε, 1 − ε] for some small ε > 0 and wk = (ωk

1, ω
k
2, . . . , ω

k
m) ∈ 
m . Denote

Lk := {i ∈ L : ωk
i > 0}, k ≥ 0.

Before we formulate a convergence theorem, we recall the notion of an intermittent
control (cf. [25, Definition 3.18]).
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Definition 5.1 Let Lk ⊆ L := {1, 2, . . . , m}, k ≥ 0. We say that the sequence
{Lk}∞k=0 is s-intermittent, where s ≥ 1, or intermittent, iff for any k ≥ 0 it holds

Lk ∪ Lk+1 ∪ . . . ∪ Lk+s−1 = L .

If Lk = {lk}, for all k ≥ 0, i.e., Lk are 1-element subsets, then an s-intermittent
sequence {lk}∞k=0 is called s-almost cyclic or almost cyclic. An m-almost cyclic
sequence {lk}∞k=0 is called cyclic.

If we apply intermittent (almost cyclic, cyclic) sequences to a block-iterative pro-
cedure (34), then we say that the control in (34) is intermittent (almost cyclic, cyclic).
If we apply a cyclic control {lk}∞k=0, then we can suppose without loss of generality
that lk = k(modm) + 1.

Theorem 5.1 Let Ui : H → H be QNE, i ∈ L, C := ⋂
i∈L FixUi �= ∅ and Ui satisfy

the DC principle, i ∈ L. Let {xk}∞k=0 be generated by iteration (34) with wk ∈ 
m,
where

ωk
i > δ > 0 for all i ∈ Lk.

If {Lk}∞k=0 is intermittent, then for arbitrary starting point x0 ∈ H the sequence xk

converges weakly to a point x∗ ∈ ⋂
i∈L FixUi .

Proof Obviously, FixTk ⊇ C . Iteration (34) can be written in the form xk+1 = Tk xk ,
where Tk := Id + αk(

∑m
i=1 ωk

i Si − Id), Si := 1
2 (Ui + Id), i ∈ L , are cutters and

αk = 2μk . Let z ∈ F . We have

‖Tl x − z‖2 ≤ ‖x − z‖2 − αl(2 − αl)

m∑
i=1

ωl
i ‖Si x − x‖2 ,

l = 0 (see [14, Theorem 4.8.2]). This together with the convexity of the function ‖·‖2

yields

‖Tl x − z‖2 ≤ ‖x − z‖2 − μl(1 − μl)

m∑
i=1

ωl
i ‖Ui x − x‖2

≤ ‖x − z‖2 − μl(1 − μl)

∥∥∥∥∥
m∑

i=1

ωl
iUi x − x

∥∥∥∥∥
2

= ‖x − z‖2 − 1 − μl

μl
‖Tl x − x‖2 (35)

for all x ∈ H1, l ≥ 0, in particular, for l = k and x = xk . Therefore, ‖xk − z‖ is
decreasing, and {xk}∞k=0 is bounded. Let x∗ be a weak cluster point of {xk}∞k=0 and let
{xnk }∞k=0 ⊆ {xk}∞k=0 be a subsequence with

xnk ⇀ x∗. (36)
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Let s ≥ 1 be such that Lk ∪ Lk+1 ∪ . . . ∪ Lk+s−1 = L for all k ≥ 0. If we set
l = nk + s − 1 and x = xnk+s−1 in (35 ), then we obtain

∥∥xnk+s − z
∥∥2 =

∥∥∥Tnk+s−1xnk+s−1 − z
∥∥∥2

≤
∥∥∥xnk+s−1 − z

∥∥∥2 − μnk+s−1(1 − μnk+s−1)

×
m∑

i=1

ω
nk+s−1
i

∥∥∥Ui xnk+s−1 − xnk+s−1
∥∥∥2

≤
∥∥∥x

nk+s−1 − z
∥∥∥2 − 1 − μnk+s−1

μnk+s−1

∥∥∥Tnk+s−1xnk+s−1 − xnk+s−1
∥∥∥2

.

If we iterate the above inequalities s-times, we obtain

∥∥xnk+s −z
∥∥2 ≤ ∥∥xnk −z

∥∥2−
s−1∑
j=0

μnk+ j (1−μnk+ j )

m∑
i=1

ω
nk+ j
i

∥∥∥Ui xnk+ j − xnk+ j
∥∥∥2

≤
∥∥∥x

nk − z
∥∥∥2 −

s−1∑
j=0

1 − μnk+ j

μnk+ j

∥∥∥Tnk+ j xnk+ j − xnk+ j
∥∥∥2

.

Let i ∈ L be arbitrary and let rk ∈ {0, 1, . . . , s − 1} be such that i ∈ Lnk+rk .
Because

∥∥xk − z
∥∥ is decreasing, limk

∥∥xnk+s − z
∥∥ = limk

∥∥x
nk − z

∥∥. Furthermore,
the inequalities 0 < ε ≤ μnk+ j ≤ 1 − ε < 1 yield

lim
k

∥∥∥xnk+ j+1 − xnk+ j
∥∥∥ = lim

k

∥∥∥Tnk+ j xnk+ j − xnk+ j
∥∥∥ = 0 (37)

for all j ∈ {0, 1, . . . , s − 1} and

lim
k

∥∥Ui xnk+rk − xnk+rk
∥∥ = 0, (38)

by ω
nk+rk
i > δ > 0. Now (36) and (37) yield

xnk+rk = xnk +
rk−1∑
j=0

(xnk+ j+1 − xnk+ j ) ⇀ x∗. (39)

By equalities (38), (39) and by the demi-closedness of Ui −Id at 0, we have x∗ ∈ FixUi .
Because i ∈ L is arbitrary, x∗ ∈ ⋂

i∈L FixUi = C . We proved that any cluster point
of {xk}∞k=0 belongs to C . Therefore, the whole sequence {xk}∞k=0 converges weakly to
x∗ [25, Theorem 2.16(ii)]. ��
Remark 5.1 Theorem 5.1 differs from a similar result for a more general model [14,
Theorems 5.8.15(i) and 5.8.11], where instead of the assumption that Ui satisfy the
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DC principle, there is supposed some relation between Ui and PFixUi , i ∈ L , which
should be satisfied for sequences generated by method (34). If Ui are nonexpansive,
then the weak convergence of sequences xk generated by (34) can be deduced from
[25, Theorem 3.20].

Now we consider the SCFPP (6) and the following iteration

xk+1 = xk + λk

⎛
⎝ p∑

i=1

νk
i (Ui xk − xk) +

r∑
j=1

μk
j

1

‖A‖2 A∗(Tj (Axk) − Axk)

⎞
⎠ (40)

where x0 ∈ H is arbitrary, λk ∈ [ε, 1 − ε] for some small ε > 0, νk
i , μk

j ≥ 0 for

all i,∈ I, j ∈ J , k ≥ 0, and
∑p

i=1 νk
i + ∑r

j=1 μk
j = 1. One can show that the CQ-

method of Byrne [2] is a special case of iteration (40) (see Example 6.1). Therefore, we
call iteration (40) a block-iterative CQ-type method. Denote Ik = {i ∈ I : νk

i > 0},
Jk = { j ∈ J : μk

j > 0}, C := ⋂
i∈I FixUi , Q := ⋂

j∈J FixVj and F := C ∩ A−1(Q).

Corollary 5.1 Let Ui : H1 → H1 Vj : H2 → H2 be QNE, i ∈ I , j ∈ J , with
F �= ∅, Ui -Id and Vj − Id be demi-closed at 0, i ∈ I , j ∈ J . Let {xk}∞k=0 be generated
by iteration (40) with νk

i ≥ δ > 0 for all i ∈ Ik and μk
j ≥ δ > 0 for all j ∈ Jk . If

{Ik}∞k=0 ⊆ I and {Jk}∞k=0 ⊆ J are intermittent, then for an arbitrary starting point
x0 ∈ H1, the sequence xk converges weakly to a point x∗ ∈ F.

Proof Denote m := p + r , L := {1, 2, . . . , m} and define Ui := Vi−p =
1

‖A‖2 A∗(Ti−p − Id)A, i = p + 1, p + 2, . . . , m,

ωk
i :=

{
νk

i , for i = 1, 2, . . . , p,
μk

i−p, for i = p + 1, p + 2, . . . , m

and Lk := {i ∈ L : ωk
i > 0}. Note that if Ik is s1-intermittent and J is s2-

intermittent, then Lk is s-intermittent with s = max{s1, s2}. Because the operators
Vj := 1

‖A‖2 A∗(Tj − Id)A are QNE and satisfy the demi-closedness principle (see
Lemma 4.1 with α = 0), the corollary follows from Theorem 5.1. ��

6 Examples

In the examples below we show that in the case F �= ∅ the convergence for the methods
described in Sect. 1 follows from Corollary 5.1. In the first two examples we consider
SFP (8) defined on Hilbert spaces H1 and H2 and suppose that F �= ∅.

Example 6.1 Let U : H1 → H1 and T : H2 → H2 be QNE operators with FixU =
C , FixT = Q, and satisfying the demi-closedness principle. Consider the following
iteration

uk+1 = Uαk

(
uk + βk

‖A‖2 A∗(T (Auk) − Auk)

)
, (41)
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where u0 ∈ H1 is arbitrary, αk, βk ∈ [ε, 1 − ε] for some ε ∈ ]0, 1[, and Uαk denotes
the αk-relaxation of U . We can write equivalently uk+1 = Uαk Vβk uk , where Vβk :=
Id+ βk

‖A‖2 A∗(V − Id)A is a βk-relaxation of the operator V := Id+ 1
‖A‖2 A∗(T −Id)A.

Define the sequence xk in the following way:

xk+1 =
{

xk + βk
‖A‖2 A∗(T (Axk) − Axk)), if k is even,

Uαk xk , if k is odd,
(42)

where x0 = u0. Clearly, (42) is a special case of a block-iterative procedure (40) with
p = r = 1, U1 = U , T1 = T ,

λk =
{

βk , if k is even,
αk , if k is odd,

νk
1 =

{
0, if k is even,
1, if k is odd,

and μk
1 =

{
1, if k is even,
0, if k is odd.

We easily see that Lk is 2-intermittent. Because T is QNE and satisfies the DC prin-
ciple, the operator V := Id + 1

‖A‖2 A∗(T − Id)A is also QNE and satisfies the DC

principle (see Lemma 4.1). The weak convergence of xk to a point x∗ ∈ F follows
now from Corollary 5.1. We have uk = x2k , i.e., {uk}∞k=0 is a subsequence of {xk}∞k=0.
This yields the weak convergence of uk to x∗. Note that iteration (12) is a special case
of (41) with βk = β ∈ ]0, 1[. Moreover, iteration (11) is a special case of (41) with
βk = β ∈ ]0, 1[, U = 2Pc − Id, T = 2Pq − Id, where c : H1 → R and q : H2 → R

are continuous convex functions which are bounded on bounded subsets. Therefore,
the results of Yang [21, Theorem 1], of Moudafi [7, Theorem 2.1] follow from Corol-
lary 5.1. If we set c(x) := d(x, C) and q(x) := d(x, Q), then ∇c(x) = x − PC x for
x /∈ C and ∇q(y) = y − PQ y for y /∈ Q, and we easily see that iteration (9) reduces
to (11), i.e., the result of Byrne [2, Corollary 2.1] in the case F �= ∅ also follows from
Corollary 5.1.

Example 6.2 Let S : H1 → H1 and R : H2 → H2 be β- and μ-demi-contractive
operators, respectively, where α, β ∈ [0, 1[, with FixS = C , FixR = Q, satisfying the
demi-closedness principle. Recall that an operator S : H → H is γ -demi-contractive,
where γ ∈ [0, 1[, if

‖Sx − z‖2 ≤ ‖x − z‖2 + γ ‖Sx − x‖2 (43)

for all x ∈ H and all z ∈ FixS. Note that S is γ -demi-contractive if and only if S is a
1

1−γ
-relaxation of a QNE operator U , i.e.,

S = U(1−γ )−1 := Id + (1 − γ )−1(U − Id).

Moreover, Sα = (U(1−γ )−1)α = Uα/(1−γ ). Consider iteration

uk+1 = Sαk

(
uk + βk

‖A‖2 A∗(R(Auk) − Auk)

)
, (44)
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where αk ∈ [δ, 1 − β − δ] and βk ∈ [δ, 1 − μ − δ] for some small δ > 0. If we set
βk = β ∈ ]0, 1[, then we obtain a method studied in [6] . Iteration (41) can be written
as follows:

uk+1 = Uαk/(1−β)(u
k + βk

(1 − μ)‖A‖2 A∗(T (Auk) − Auk))

with U and T being QNE. We easily see that αk/(1−β) ∈ [ε, 1−ε] and βk/(1−μ) ∈
[ε, 1 − ε] with ε := min{δ/(1 − β), δ/(1 − μ)} > 0. Therefore, method (44) can be
reduced to method (41), i.e., [6, Theorem 2.1] follows from Corollary 5.1, similarly
as in Example 6.1.

Now we consider SCFPP (6) defined on Hilbert spaces H1 and H2 and suppose
that Ui : H1 →H1, Tj :H2 →H2 are cutters satisfying the demi-closedness principle,
i ∈ I :={1, 2, . . . , p}, j ∈ J :={1, 2, . . . , r}, with F �= ∅.

Example 6.3 We analyze the convergence behavior of the following method:

uk+1 = uk + γk

⎛
⎝ p∑

i=1

αi (Ui u
k − uk) +

r∑
j=1

β j A∗(Tj Auk − Auk)

⎞
⎠ (45)

with αi > 0, β j > 0, i ∈ I , j ∈ J , and γk satisfying

ε ≤ γk ≤ (2 − ε)/

⎛
⎝ p∑

i=1

αi + ‖A‖2
r∑

j=1

β j

⎞
⎠

for some small ε > 0. This method with constant γk in the case H1 = R
n and

H2 = R
m was studied by Censor and Segal in [8]. Its special case with Ui and Tj ,

i ∈ I , j ∈ J , being subgradient projections was studied by Censor et al. [10]. Denote

δ := 1

2
min{ε min

i∈I
αi , ε min

j∈J
β j } > 0.

Similarly as in Sect. 5 we easily see that (45) can be written in the form

xk+1 = xk + λk

⎛
⎝ p∑

i=1

νk
i (Ui xk − xk) +

r∑
j=1

μk
j (Vj xk − xk)

⎞
⎠ ,

where λk = γk(
∑p

i=1 αi +‖A‖2 ∑r
j=1 β j ) ∈ [ε, 2−ε], νk

i = αiγk/λk ≥ δ > 0, i ∈ I ,

μ j = β j‖A‖2γk/λk ≥ δ > 0, j ∈ J , and
∑p

i=1 νi +∑r
j=1 μ j = 1. Because 2Ui − Id

and 2Vj − Id are QNE, i ∈ I , j ∈ J , Corollary 5.1 yields the weak convergence of xk

to an element of F . Note that this result covers [8, Theorem 4.2] and [10, Theorem 6].
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Example 6.4 Denote U := ∑p
i=1 αiUi , where αi > 0 , i ∈ I , and

∑p
i=1 αi = 1, and

V := Id +
r∑

j=1

μ j

‖A‖2 (A∗(Tj − Id)A),

where μ j > 0, j ∈ J , and
∑r

j=1 μ j = 1. We analyze the convergence of sequences
generated by the following three methods:

yk+1 = UpVλUp−1Vλ . . . U1Vλyk, (46)

with an arbitrary y0 ∈ H1 and λ ∈ ]0, 2[,

vk+1 = U Vλv
k (47)

with an arbitrary v0 ∈ H1 and λ ∈ ]0, 2[, and

uk+1 = Uik Vλuk (48)

with an arbitrary u0 ∈ H1, where ik = k(modp) + 1. Special cases of these methods
were studied by Xu [12], where the operators Ui and Tj were supposed to be metric
projections onto closed convex subsets Ci ⊆ H1 and Q j ⊆ H2, respectively, i ∈ I ,
j ∈ J .

(a) Define a sequence xk by

xk+1 =
{

Vλxk, if k is even,

Uik xk, if k is odd,
(49)

with x0 = u0. Note that (49) is a special case of a block-iterative procedure (40)
with

λk =
{

λ, if k is even,
1, if k is odd,

νk
i =

{
0, if k is even or i �= ik ,
1, if k is odd and i = ik ,

and

μk
j =

{
μ j , if k is even,
0, if k is odd.

Clearly, Ik ⊆ I is (2p)-intermittent, and Jk ⊆ J is 2-intermittent. The operator
V is a cutter and satisfies the DC principle as a convex combination of cutters
satisfying the DC principle (see Theorem 4.1). Therefore, the weak convergence
of xk to a point x∗ ∈ F follows from Corollary 5.1. For uk given by (48) we have
uk = x2k , i.e., {uk}∞k=0 is a subsequence of {xk}∞k=0. Consequently, uk defined by
(48) converges weakly to x∗. Note that this result covers [12, Theorem 3.5].

(b) We easily see that the sequence {yk}∞k=0 defined by (46) is a subsequence of
{uk}∞k=0 defined by (48) provided that y0 = u0. Therefore, yk converges weakly
to x∗. Note that this result covers [12, Theorem 3.3].
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(c) Define a sequence xk by

xk+1 =
{

Vλxk , if k is even,
U xk , if k is odd,

(50)

with x0 = u0. Note that (50) is a special case of a block-iterative procedure (40) with

λk =
{

λ, if k is even,
1, if k is odd,

νk
i =

{
0, if k is even,
αi , if k is odd,

and μk
j =

{
μ j , if k is even,
0, if k is odd,

i ∈ I , j ∈ J . We easily see that Ik ⊆ I and Jk ⊆ J are 2-intermittent. The operators
U and V are a cutters and satisfy the DC principle as convex combinations of cutters
satisfying the DC principle. Therefore, the weak convergence of xk to a point x∗ ∈ F
follows from Corollary 5.1. For vk given by (47) we have vk = x2k , i.e., {vk}∞k=0 is a
subsequence of {xk}∞k=0. Consequently, vk defined by (47) also converges weakly to
x∗. Note that this result covers [12, Theorem 3.4].

Example 6.5 Consider the following method:

uk+1 = Uik ,βk Vjk ,αk uk , (51)

where u0 ∈ H1 is arbitrary, αk, βk ∈ [ε, 2 − ε] for some small ε > 0 and {ik}∞k=0 ⊆ I
and { jk}∞k=0 ⊆ J are almost cyclic controls. Wang and Xu [13] studied a special case
of iteration (51) with p = r , αk = α, βk = 1 and ik = jk = k(modp) + 1. Define a
sequence xk by

xk+1 =
{

Vjk ,αk xk , if k is even,
Uik ,βk xk , if k is odd,

(52)

with x0 = u0. Clearly, (52) is a special case of a block-iterative procedure (40) with

λk =
{

αk, if k is even,
βk , if k is odd,

νk
i =

{
0, if k is even or i �= ik ,
1, if k is odd and i = ik ,

and

μk
j =

{
1, if k is even and j = jk ,
0, if k is odd or j �= jk .

Obviously, Ik := {ik} ⊆ L and Jk := { jk} ⊆ J are intermittent. Therefore, the
weak convergence of xk to a point x∗ ∈ F follows from Corollary 5.1. For uk given
by (51) we have uk = x2k , i.e., {uk}∞k=0 is a subsequence of {xk}∞k=0. Consequently,
uk defined by (51) converges weakly to x∗. Note that this result covers [13, Theorem
3.2].

7 Conclusions

In this paper we proved that a family of strongly quasi-nonexpansive operators having
a common fixed point and satisfying the DC principle is closed under convex combi-
nations and compositions (Theorems 4.1 and 4.2). Basing on this fact we proved the
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weak convergence of sequences generated by two block-iterative methods employing
strongly quasi-nonexpansive operators satisfying the DC principle (Theorem 5.1 and
Corollary 5.1). The first of these methods refers to the common fixed point problem,
and the other one refers to the split common fixed point problem. Both results enable a
comprehensive study of the convergence behavior of methods for variational inequal-
ity problems over a subset of common fixed points of quasi-nonexpansive operators
satisfying the demi-closedness principle.

Open Access This article is distributed under the terms of the Creative Commons Attribution License
which permits any use, distribution, and reproduction in any medium, provided the original author(s) and
the source are credited.
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