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Abstract
Interpreting and creating computational systems models is an important goal of science education. One aspect of computa-
tional systems modeling that is supported by modeling, systems thinking, and computational thinking literature is “testing, 
evaluating, and debugging models.” Through testing and debugging, students can identify aspects of their models that either 
do not match external data or conflict with their conceptual understandings of a phenomenon. This disconnect encourages 
students to make model revisions, which in turn deepens their conceptual understanding of a phenomenon. Given that many 
students find testing and debugging challenging, we set out to investigate the various testing and debugging behaviors and 
behavioral patterns that students use when building and revising computational system models in a supportive learning 
environment. We designed and implemented a 6-week unit where students constructed and revised a computational systems 
model of evaporative cooling using SageModeler software. Our results suggest that despite being in a common classroom, 
the three groups of students in this study all utilized different testing and debugging behavioral patterns. Group 1 focused 
on using external peer feedback to identify flaws in their model, group 2 used verbal and written discourse to critique their 
model’s structure and suggest structural changes, and group 3 relied on systemic analysis of model output to drive model 
revisions. These results suggest that multiple aspects of the learning environment are necessary to enable students to take 
these different approaches to testing and debugging.

Introduction

Science education researchers and policymakers increas-
ingly recognize the importance of involving learners in mod-
eling. From the Next Generation Science Standards (NGSS) 
in the USA to South Korea’s new Korean Science Education 
Standards (KSES) and Germany’s science educational stand-
ards (KMK), policymakers have written scientific modeling 
into their science standards (KMK, 2005a, b, c; National 
Research Council [NRC], 2012; NGSS Lead States, 2013; 
Song et al., 2019). While each of these key policy documents 

has somewhat different viewpoints on using modeling in 
science classrooms, they, along with many scholars, gener-
ally agree that scientific modeling is a process of creating 
or interpreting a representation of a phenomenon that can 
be used to explain or predict the behavior of that phenom-
enon (Harrison & Treagust, 2000; Louca & Zacharia, 2012; 
Mittelstraß, 2005; Schwarz & White, 2005; Schwarz et al., 
2009). There are multiple ways of approaching modeling 
within science classrooms. Teachers can have students 
examine and interpret preexisting models, investigating what 
these models demonstrate about natural phenomena and 
their inherent limitations (Krell et al., 2015). Students can 
also construct models of phenomena as sense-making tools 
and to communicate their ideas to others (Bierema et al., 
2017; Passmore et al., 2014; Schwarz et al., 2009). Just as 
there are multiple approaches to using models, students can 
construct multiple types of models including mathematical 
models, diagrammatic models, and computational models 
(Grosslight et al., 1991; Harrison & Treagust, 2000; Zhang 
et al., 2014).

Computational modeling uses algorithms or algorithmic 
thinking to create a model that represents the behavior 
of a system in a quantitative or semi-quantitative manner  
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(Shin et al., 2021, 2022; Fisher, 2018; Pierson & Clark, 
2018; Sengupta et al., 2013; Weintrop et al., 2016). Com-
putational models can be valuable tools for science learn-
ing; by combining the visual aspects of diagrammatic 
models with the mathematical capabilities of mathematical 
models, computational models are responsive to new data 
inputs and can be tested and debugged (Shin et al., 2022; 
Campbell & Oh, 2015; Fisher, 2018; Pierson & Clark, 
2018; Sengupta et al., 2013; Sins et al., 2005; Weintrop 
et al., 2016; Wilensky & Reisman, 2006). While compu-
tational modeling programs have existed for decades, their 
use in K-12 classrooms remains limited. This absence can 
partially be attributed to the siloed nature of the three main 
bodies of literature underpinning our conceptualization of 
computational modeling: modeling, systems thinking (ST), 
and computational thinking (CT) (Shin et al., 2022). These 
three cognitive processes are all recognized individually 
as important goals for science learning, and their intrinsic 
synergy is a growing interest in the field (Shin et al., 2022; 
NRC, 2012; Sengupta et  al., 2013; Shute et  al., 2017; 
Weintrop et al., 2016).

Within computational modeling, several overlapping 
practices allow students to utilize ST and CT as they build 
computational models (Shin et al., 2022). One computa-
tional modeling practice that has strong foundations in ST 
and CT literature is the practice of testing, evaluating, and 
debugging model behavior (Aho, 2012; Shin et al., 2022; 
Basu et al., 2016; Grover & Pea, 2018; Stratford et al., 1998; 
Weintrop et al., 2016; Wilensky & Reisman, 2006). Debug-
ging, in particular, is a practice largely unique to computa-
tional contexts as it requires that the model be defined in 
an algorithmic manner such that its output can be calcu-
lated by changing the relative amount of each input variable 
(Emara et al., 2020; Li et al., 2019; McCauley et al., 2008). 
By manipulating the relative amount of each input variable, 
students can test their models to see if they behave according 
to their understanding and expectations of the phenomena 
and make changes based on these tests (Shin et al., 2022; 
Brennan & Resnick, 2012; Hadad et al., 2020; Li et al., 
2019; Stratford et al., 1998). Likewise, students can com-
pare their model output to real-world data to further modify 
and improve their computational models (Shin et al., 2021; 
Campbell & Oh, 2015; Weintrop et al., 2016; Wilensky & 
Reisman, 2006). While testing and debugging are an impor-
tant aspect of computational modeling, students often find it 
challenging (Li et al., 2019; Sins et al., 2005; Stratford et al., 
1998; Swanson et al., 2021; Wilensky & Reisman, 2006). 
Grapin et al. (2022) and Stratford et al. (1998) suggest that 
students are reluctant to examine and interpret model output 
to inform later model revisions.

Given that testing and debugging are both an affordance 
and a challenge within computational modeling, it is impor-
tant to investigate how students test and debug as they revise 

computational models. In this paper, we categorize how stu-
dents test and debug computational models within a con-
structivist classroom environment. We are interested in the 
different testing and debugging behavioral patterns students 
utilize during the model revision process. By categorizing 
how student test and debug their models within a construc-
tivist learning environment (centered on project-based learn-
ing [PBL] principles), we can hypothesize which aspects 
of the learning environment best support students in this 
endeavor. Before summarizing our investigative methods, we 
review the literature underpinning our conceptualization of 
constructivism, computational modeling, and the modeling 
practice of testing and debugging.

Literature Review

Constructivism and Project‑Based Learning

For the past several decades, efforts at improving science 
education have centered on enacting constructivist philoso-
phies and pedagogies in science classrooms (Fosnot, 1996; 
NRC, 2007, 2012). Constructivism argues that people do 
not absorb new knowledge in a pure form but instead inter-
pret new information through the lens of prior knowledge, 
experiences, and social relationships, thereby constructing 
their own knowledge based on their interactions with the 
world around them (Fosnot, 1996; Krahenbuhl, 2016; Pass, 
2004). Advocates for constructivist approaches in science 
education push back against transmission-based approaches 
to teaching and learning, such as the initiate, respond, and 
evaluate (IRE) model of classroom discourse (Berland & 
Reiser, 2009; Lemke, 1990; Mehan, 1979). Instead, they 
endorse classroom environments that allow students to 
engage in meaningful investigations of real-world phe-
nomena so that they can build a deeper understanding of 
both science content and scientific practices (Berland et al., 
2016; Krajcik & Shin, 2022; NRC, 2012; Windschitl et al., 
2020). In the USA, this push for a constructivist approach 
to science education led to the development and adoption 
of the Next Generation Science Standards (NGSS), which 
prioritizes having students engage in authentic science 
practices, including modeling and computational thinking 
(NRC, 2012; NGSS, 2013).

Within the broader umbrella of constructivist approaches to 
science education, there are several frameworks for designing 
and implementing constructivist lessons in K-12 classrooms, 
including ambitious science teaching (Windschitl et  al., 
2020), the 5E instructional model (Duran & Duran, 2004), 
and project-based learning (PBL) (Krajcik & Shin, 2022;). 
PBL is a student-centered, constructivist approach to teach-
ing and learning science (Krajcik & Blumenfeld, 2006) that 
emphasizes collaboration, inquiry, authentic problem-solving, 
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student autonomy, and teacher facilitation. The PBL approach 
to curriculum design is built around five key principles: cen-
tering lesson planning on learning goals that allow students 
to show mastery of both science ideas and science practices, 
building student engagement using intriguing phenomena and 
driving questions, allowing students to explore the driving 
question and phenomena using authentic scientific practices, 
tasking students with creating knowledge products (models, 
explanations, or arguments) that demonstrate student learning, 
and scaffolding student learning through the use of appropri-
ate learning technologies (Shin et al., 2021; Krajcik & Shin, 
2022). This approach has been shown to enhance students’ 
understanding of scientific concepts (Geier et  al., 2008; 
Hmelo-Silver et al., 2007; Karacalli & Korur, 2014; Schneider 
et al., 2022) and positively impact some affective aspects like 
self-efficacy and motivation for learning (Fernandes et al., 
2014; Schneider et al., 2016; Wurdinger et al., 2007).

Computational Modeling

Computational models are algorithmic representations 
that allow users to simulate the behavior of a phenom-
enon under multiple starting conditions (Shin et al., 2021, 
2022; Brennan & Resnick, 2012; Fisher, 2018; Pierson 
& Clark, 2018; Sengupta et al., 2013). Students engage 
in computational modeling as they construct, test, revise, 
and evaluate computational models. Computational mod-
eling is rooted in constructionist pedagogies, some of 
which strongly advocate for computational modeling as 
a mechanism for science learning (Papert, 1980; Papert 
& Harel, 1991; Pierson & Clark, 2018; Sengupta et al., 
2013). Constructionist pedagogies argue that students 
learn best when given opportunities to construct and revise 
knowledge products in ways that promote authentic sense-
making (Kafai, 2005; Papert & Harel, 1991; Pierson & 
Clark, 2018). As computational models provide an envi-
ronment where students can build and test different ways 
of representing a phenomenon, computational modeling 
facilitates sense-making and therefore connects well with 
constructionism (Farris et al., 2019; Fisher, 2018; Papert, 
1980; Pierson & Clark, 2018; Sengupta et al., 2013).

Over the past few decades, the integration of compu-
tational modeling in science classrooms has been piloted 
by many researchers from both systems thinking (ST) 
and computational thinking (CT) perspectives (Arnold & 
Wade, 2017; Booth-Sweeney & Sterman, 2007; Brennan 
& Resnick, 2012; Forrester, 1971; Stratford et al., 1998; 
Weintrop et al., 2016; Wilensky & Reisman, 2006). Sys-
tems thinking approaches the exploration of a phenomenon 
as a series of interconnected elements that work together to 
create a system with emergent behavior that is more than 
the sum of its constituent parts (Arnold & Wade, 2015; 
Cabrera et  al., 2008; Forrester, 1971; Hmelo-Silver & 

Azevedo, 2006; Meadows, 2008; Riess & Mischo, 2010). 
ST literature encompasses both agent-based modeling 
and system dynamics modeling. In the context of system 
dynamics, this literature tends to focus on how students 
include key structural elements in their computational 
models and how they represent a system’s behavior over 
time (Booth-Sweeney & Sterman, 2007; Cronin et  al., 
2009; Sterman & Sweeney, 2002).

Other researchers often focus on how students use CT 
as they build and revise computational models (Brennan 
& Resnick, 2012; Swanson et al., 2021; Weintrop et al., 
2016; Wilensky & Reisman, 2006). CT is a form of sense-
making that uses an iterative and quantitative approach to 
decompose a phenomenon or problem to explore, explain, 
and predict the behavior of that phenomenon or to find a 
solution to a problem through the creation and revision of 
algorithms (Shin et al., 2022; Grover & Pea, 2018; Psycharis 
& Kallia, 2017; Schwarz et al., 2017; Weintrop et al., 2016; 
Wing, 2006). Because the CT community has its origins in 
computer science education, CT literature emphasizes the 
algorithmic nature of computational models, in how students 
construct and revise their models (Brennan & Resnick, 2012; 
Weintrop et al., 2016). Additionally, the relationship between 
computational modeling and computational thinking has 
been well-established in the fields of mathematics and engi-
neering education (Bakos & Thibault, 2018; Benton et al., 
2017; Magana & Silva Coutinho, 2017; Zhang et al., 2020). 
Zhang et al. (2020) found that engineering students who 
incorporated the practice of computational thinking within 
their model construction practices experienced a significant 
increase in learning outcomes. Similarly, Magana and Silva 
Coutinho (2017) demonstrated the consensus among engi-
neering experts in academia and industry on the crucial role 
of preparing future engineers to use computational models 
in problem-solving. Furthermore, in mathematics education, 
studies have shown improved learning outcomes as students  
engage in computational thinking through basic program-
ming (Bakos & Thibault, 2018; Benton et al., 2017; Gleasman  
& Kim, 2020).

Researchers in both disciplines have, at various times, 
addressed similar research questions and agree on many of 
the core components of computational modeling, including 
the crucial nature of testing and debugging (Shin et al., 2022; 
Barlas, 1996; Brennan & Resnick, 2012; Sins et al., 2005; 
Stratford et al., 1998; Swanson et al., 2021; Wilensky & 
Reisman, 2006). Given this overlap between the ST and CT 
literature within computational modeling, “A Framework for  
Computational Systems Modeling” describes how ST and 
CT are expressed within computational systems modeling 
and support students in building, testing, and revising com-
putational models (Shin et al., 2022). Within this framework, 
five computational systems modeling practices build on key 
aspects of both ST and CT (Shin et al., 2022). While each 
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of these modeling practices represent possible avenues for 
students to develop ST and CT competencies, it is impracti-
cal to develop a singular research instrument to assess all 
aspects of this framework. Therefore, to conduct a more 
cohesive study, we chose to specifically focus on the mod-
eling practice of “Test, evaluate, and debug model behavior” 
as it is a particularly challenging aspect of computational 
systems modeling for many students (Fig. 1) (Grapin et al., 
2022; Li et al., 2019; Sins et al., 2005).

Test, Evaluate, and Debug Model Behavior

Testing, evaluating, and debugging model behavior describes 
a broad range of strategies found across modeling, system 
dynamics, and computational thinking literature (Barlas, 
1996; Brennan & Resnick, 2012; Campbell & Oh, 2015; 
Csizmadia et al., 2015; Gilbert, 2004; Li et al., 2019; Sins 
et al., 2005). Testing and evaluating hypotheses is a core 

aspect of scientific inquiry (Gilbert, 2004; Lederman, 2013; 
NRC, 2012). Through this iterative process, scientists revise 
their understanding of natural phenomena. Testing and eval-
uating are also crucial for students constructing scientific 
models in K-12 settings (Campbell & Oh, 2015; Gilbert, 
2004; Louca & Zacharia, 2012; Schwarz et al., 2009). Ide-
ally, students have multiple opportunities to test their models 
through experiments and revise their models based on their 
results. As iterative refinement helps students make sense of 
a phenomenon in a constructionist manner, it is considered 
a key element of metamodeling knowledge (Schwarz et al., 
2009; Krell & Kruger, 2016).

In computational modeling, both the systems dynamics and 
CT communities agree on the importance of testing and debug-
ging (Barlas, 1996; Brennan & Resnick, 2012; Csizmadia et al., 
2015; Sins et al., 2005). Several system dynamics studies rec-
ognize model evaluation or interpretation (i.e., students’ abil-
ity to meaningfully analyze model output data and determine 

Fig. 1   Visual representation of our framework for “Test, evaluate, and 
debug model behavior.” This diagram is a visual representation of the 
various ST and CT aspects that are included in our understanding of 
the computational systems modeling practice of “Test, evaluate, and 

debug model behavior” based on the work of Shin et al. (2022). On 
the left-hand side are the various ST sub-aspects that flow into the ST 
aspects that support this practice, while the right-hand side shows the 
CT aspects and subaspects involved in this practice
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how their model functions based on its structures) and model 
revision (i.e., changes students make to their models based on 
their model evaluations) as core components of computational 
modeling (Barlas, 1996; Hogan & Thomas, 2001; Stave, 2002). 
Likewise, CT literature also emphasizes the importance of trou-
bleshooting or debugging and iterative refinement (Brennan & 
Resnick, 2012; Csizmadia et al., 2015; Katz & Anderson, 1987; 
Li et al., 2019; Swanson et al., 2021; Wilensky & Reisman, 
2006). Troubleshooting occurs when a problem is identified in 
an algorithmic system (Jonassen & Hung, 2006; Li et al., 2019). 
Once identified, a systematic search for the source of the prob-
lem is often conducted through debugging techniques (Aho, 
2012; Li et al., 2019; Sullivan & Heffernan, 2016). Iterative 
refinement involves making gradual changes to an algorithmic 
system (in this case a computational model) and often happens 
in response to new information (Brennan & Resnick, 2012; 
Ogegbo & Ramnarain, 2021; Shute et al., 2017; Wilensky & 
Reisman, 2006).

Building on this literature, our view of the modeling prac-
tice of testing, evaluating, and debugging involves students 
first evaluating model structure (Hmelo-Silver et al., 2017) 
and model output (Hadad et al., 2020) and then compar-
ing their model to their conceptual understanding and/or 
external data (Weintrop et al., 2016), and, finally, making 
informed changes to their model based on these analyses 
(Aho, 2012; Sengupta et al., 2013). Within our framework 
(Fig. 1), the synergy between ST and CT in supporting stu-
dents in this practice is thoroughly fleshed out (Shin et al., 
2022). The ST aspects of causal reasoning and predict-
ing system behavior based on system structure often help 
students evaluate their model structure and make informed 
decisions about model revisions (Lee & Malyn-Smith, 2020; 
Shute et al., 2017). The CT aspects of iterative refinement, 
data analysis, and systematic troubleshooting help students 
identify flaws in their models so that they can make neces-
sary changes (Aho, 2012; Sengupta et al., 2013; Türker & 
Pala, 2020; Yadav et al., 2014).

Despite being identified as a core aspect of computational 
modeling across many studies, testing and debugging are chal-
lenging (Grapin et al., 2022; Li et al., 2019; Sins et al., 2005; 
Stratford et al., 1998). Students often hesitate to make revi-
sions to their models based on new evidence, and those who 
make changes tend to be conservative with their model revi-
sions (Grapin et al., 2022; Swanson et al., 2021; Wilensky & 
Reisman, 2006). Another study suggests that students often 
take an ad hoc outcome-oriented stance toward testing and 
debugging (Sins et al., 2005). In these cases, students seek 
to modify their models so that they match an external set of 
data using the minimal number of changes possible rather than 
focusing on having their models match their conceptual under-
standing of the phenomenon (Li et al., 2019; Sins et al., 2005; 
Wilensky & Reisman, 2006). This often results in models 
that functionally produce the correct outcome but often lack 

internal consistency and explanation power (Sins et al., 2005; 
Wilensky & Reisman, 2006). Additionally, this outcome- 
oriented approach greatly reduces the potential of testing and 
debugging to support student learning by shifting the modeling 
process away from being a sense-making tool toward being an 
ad hoc engineering problem (Hogan & Thomas, 2001; Sins 
et al., 2005). Given these challenges, finding evidence of stu-
dents using testing and debugging in sophisticated ways and 
identifying aspects of a learning environment that can support 
students in this work becomes critical.

Research Questions

Although the ST and CT literature argues for the importance 
of students using the modeling practice of test, evaluate, and 
debug model behavior, research shows that students often 
have challenges with this practice (Li et al., 2019; Sins et al., 
2005; Stratford et al., 1998; Swanson et al., 2021; Wilensky 
& Reisman, 2006). Our goal was to identify instances of stu-
dents testing and debugging their computational models and 
to examine different behavioral patterns that student groups 
can use to engage in this practice. In this paper, we define 
“behavior” as a distinct student action or series of actions 
occurring within a discrete timeframe and “cognitive behav-
ioral pattern” as a long pattern of behaviors found across mul-
tiple episodes that suggest a generalized approach to testing 
and debugging. Additionally, we recognize that the learning 
environment can either support or hinder students (Assaraf & 
Orion, 2005) in building proficiency with testing and debug-
ging. We thus set out to answer the following research ques-
tions within a design-based research environment centered 
on a high school chemistry unit on evaporative cooling devel-
oped according to PBL principles.

RQ1: what different cognitive behavioral patterns do 
students use to approach testing and debugging within 
a computational modeling unit on evaporative cooling?
RQ2: what testing and debugging behaviors do students 
seem to use more frequently within the context of a com-
putational modeling unit on evaporative cooling?

Methods

Study Context and Learning Environment

Learning Environment and Participants

This study is based on data collected in January–February 
2020 from a 6-week high school chemistry unit on evapora-
tive cooling. This unit was implemented at a STEM magnet 
school (which we call Faraday High School or FHS as a 
pseudonym) in a small midwestern city. While it is a pub-
licly funded institution, students need to apply to this school 
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from across a broad catchment area consisting of three coun-
ties with admission based primarily on student academic test 
scores. Approximately 21% of the student body is part of a 
racial or ethnic minority, and approximately 54% of students 
are on free or reduced lunches. Two of the authors (observers 
A and B) partnered directly with two high school chemistry 
teachers (Mr. H and Mr. M). Mr. H is a middle-aged White 
male with approximately 15 years of teaching experience, 
and Mr. M is a young White male with 4 years of teaching 
experience. For this unit, Mr. H and Mr. M each taught 2–3 
sections of 10–25 students for a total of 103 student par-
ticipants. As a sophomore chemistry class, this was the first 
high school level chemistry class for these students, with 
their freshmen year spent learning key physics concepts. 
Because FHS runs on a block schedule, each section meets 
for 80 min every other day.

Curriculum

The evaporative cooling unit was developed using PBL 
principles, which include starting the unit with a driving 
question grounded in a real-world phenomenon, exploring 
the driving question and the phenomenon through engaging 
in science practices, and scaffolding the unit with learning 
technologies (Krajcik & Shin, 2022). The evaporative cool-
ing process results in liquids getting colder during evapora-
tion as faster moving liquid particles with a high average 
kinetic energy (KE) tend to be the first particles to overcome 
the intermolecular forces (IMFs) of attraction. Overcoming 
these forces is what causes molecules in the liquid phase to 
enter the gas phase. As these high-KE particles leave the liq-
uid phase, the average KE of the remaining liquid molecules 
decreases, making the substance colder. The KE of the faster 
moving liquid particles is transferred to the potential energy 
(PE) of the gas particles.

At the beginning of the unit, students were initially 
tasked with drawing a two-dimensional model of the 
evaporative cooling phenomenon on whiteboards. Stu-
dents were then introduced to the SageModeler compu-
tational modeling program (Damelin et al., 2017) along 
with some of the key aspects of computational modeling, 
such as the need to recontextualize the phenomenon as 
a set of interacting variables in order to create a work-
able computational model in SageModeler. Students then 
worked in small groups (two to three students) to construct 
and revise a computational model of this phenomenon that 
addressed the cooling effect of evaporation and included 
IMF to explain why some liquids evaporate faster than oth-
ers. Students had multiple opportunities to test, debug, and 
revise their computational models over the 6-week unit.

These opportunities for students to test and debug their 
computational models included teacher and peer feedback, 

written reflections, and specific features embedded in the 
computational modeling program. The classroom teacher 
regularly visited each student group to ask them questions 
about their computational models. These questions provided 
opportunities for students to identify areas in their models 
that needed improvement and make changes accordingly. 
Student groups provided structured feedback to each other. 
By examining the computational models of other student 
groups and receiving feedback on their own models, the peer 
feedback cycle helped students identify aspects of their com-
putational models that needed improvement. The students 
were also instructed to write down their reflections on the 
revision process after each revision cycle. These written 
reflections helped students assess any recent changes they 
had made to their models and consider what additional revi-
sions might be needed in later modeling sessions. Finally, 
students were encouraged to use the testing and debugging 
features embedded in the computational modeling program 
(defined below) as they worked within their small groups to 
make changes to their computational models.

SageModeler

Within the evaporative cooling unit, students build, test, and 
revise computational models using SageModeler, a free, 
browser-based, open-source software program. SageMod-
eler allows students to set certain variables as “collectors” 
(variables that can accumulate an amount over time) and 
transfer valves or flows between these collector variables. 
Additionally, SageModeler offers two main testing and 
debugging features that students can use to evaluate model 
output and compare their models to real-world data: simu-
lation and graphing features. Using the simulation feature, 
students can generate model output for all variables in their 
model, enabling them to test how the model output changes 
under different initial conditions (Fig. 2a). Students can 
assess both the overall behavior of their model and examine 
how specific structural changes might impact this behavior. 
The graphing feature of SageModeler facilitates students in 
testing the relationship between any two variables in their 
model as one input variable is being manipulated (Fig. 2b). 
Graphs serve two important functions; they allow students 
to 1) look at the correlation between two distal variables and 
2) compare their model’s output to real-world data. Students 
can generate a graph between two variables in their model 
and then compare this model-generated graph to a graph of 
real-world data (Fig. 2c).

Data Collection

The primary source of data for this research are screen-
casts, which are both video recordings that capture the 
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Fig. 2   Testing and debugging 
features of SageModeler. a 
Simulation feature. This figure 
demonstrates the simulation 
feature of SageModeler. The 
simulate function is turned 
on to allow for the student to 
generate model output (1). 
The student then manipulated 
the input variable “IMF” (by 
moving its associated slider bar 
up and down) (2) to determine 
its impact on downstream 
variables. b Graphing feature of 
SageModeler. This figure dem-
onstrates the graphing feature 
of SageModeler. The students 
begin by using the Record Con-
tinuously icon (1), which allows 
them to record how the different 
variables change as the input 
variable (2) is manipulated. 
Using these recorded data, the 
students can then create a graph 
in SageModeler showing the 
relationship between any two 
variables (3). c Data compari-
son using SageModeler. This 
figure shows how students 
can input external data into 
SageModeler and compare it 
to their model output. Notice 
that the external data (graph on 
the right) shows an exponential 
relationship between potential 
energy and kinetic energy, 
which suggests that these 
students need to revise their 
computational model
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various activities occurring on a laptop screen and audio 
recordings of the computer’s microphone. Screencasts 
allow researchers to observe how students construct and 
revise their computational models as well as the dialogue 
between group partners. From these screencasts, we can 
observe changes students make to their models, ascertain 
their reasoning for making these changes through their 
dialogue, and glean insights into their approach to test-
ing and debugging. For this study, we focus on screencast 
data from five groups of students, three from Mr. H’s class 
and two from Mr. M’s class (Table 1). These screencast 
groups were recommended to us by Mr. H and Mr. M as 
they were among their more talkative students and gave 
consent for the screencast process. While other students 
were not chosen to be screen casted, they were present in 
the classroom and gave permission for their classroom dis-
course (including conversations with screencast groups) to 
be recorded for this project. Note that all names described 
in this manuscript are pseudonyms meant to protect student 
identities. Non-screencast students are given letter-based 
pseudonyms (e.g., student A, student B, etc.) when engag-
ing in conversations with screen casted students.

Instrument Development

To categorize how students test and debug their models, we 
use the ST and CT identification tool (ID Tool). The ID tool 
is based on “A Framework for Computational Systems Mode-
ling” (Shin et al., 2022; Bowers et al., 2022) and was validated 
by a team of experts who reached a 92% agreement (Cohen’s 
kappa 0.87) among raters. Given that the six indicators of this 
tool are all contextualized within the computational modeling 
practice of test, evaluate, and debug model behavior, we used 
these indicators to investigate student testing and debugging 
behaviors in the evaporative cooling unit. The six testing  
and debugging indicators are listed in Table 2. Each indica-
tor contains a four-part classification system (from levels 1 
to 4 in ascending order) that explores the sophistication of 
observed student behavior.

Data Analysis

Using the ID Tool and Primary Analysis

We used the ID tool to conduct a primary analysis of the  
screencast data. Using Atlas.ti software, we annotated the  
screencast videos to mark instances where students were  
exhibiting testing and debugging behaviors based on the 
rubric described by our ID tool. This annotation method 
was previously validated by Bowers et  al. (2022). To  
maintain interrater reliability throughout this study, we 
engaged in periodic member checking where all scorers 
independently scored a 30-min segment of student video 
to see if our coding results drifted from each other. As we 
annotated these specific instances using the ID tool, we 
also developed descriptive memos to record notes of what 
was occurring in each specific episode. These descriptive 
memos summarized student actions in a narrative manner 
to make it easier for us to begin looking at broader behav-
ioral patterns governing student testing and debugging. 
Because the ID tool is primarily useful for identifying 
the extent of student testing and debugging behaviors, the 
descriptive memos were necessary for determining broader 
testing and debugging behavioral patterns. The primary 
analysis using the ID tool along with the supplementary 
memos allowed us to identify instances where students 
were testing and debugging their models. In subsequent 
analysis, the ID tool coding of the screencast results was 
used to create a timeline of the testing and debugging 
behaviors, which, along with the supplementary memos, 
informed our narrative analysis of testing and debugging 
behavioral patterns.

Timeline Construction and Analysis

After analyzing screencast videos, we constructed a 
spreadsheet-based timeline for each of the five screen-
cast groups that show which indicators students exhibited 
within a specific 5-min interval (Table 3). If students had 
separate or overlapping episodes between two adjacent 
time points where they exhibited indicators of A, B, and 
E, all three indicators were included within the time-
line for that interval. Along with marking which indica-
tors were present in each time interval, the highest level 
of student performance associated with said indicator 
within that time frame was also noted. The constructed 
timeline served as a tool for recording and organizing 
patterns of student testing and debugging behaviors and 
subsequently informed later narrative analysis of student 
testing and debugging cognitive behavioral patterns and 
a summative quantitative analysis of student testing and 
debugging behaviors.

Table 1   Student demographics

Student group Teacher Grade level Gender identity

Group 1: Andy and Ben Mr. H 10th Male/male
Group 2: Leslie and Aubrey Mr. H 10th Female/female
Group 3: Robert, Mark, and 

Jerry
Mr. H 10th Male/male/male

Group 4: Ron and Tom Mr. M 10th Male/male
Group 5: Rashida and 

Donna
Mr. M 10th Female/female
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Narrative Analysis

Once the initial timeline was constructed, we conducted 
a narrative analysis for three student groups. While the 
timeline demonstrated general patterns of student testing 
and debugging behaviors, a more comprehensive analysis 
focusing on key episodes from the screencasts was needed to 
describe student testing and debugging cognitive behavioral 
patterns. Returning to the descriptive memos of each group, 
we started by looking for specific episodes that clearly dem-
onstrated students exhibiting specific indicators. We also 
looked for patterns and outliers between episodes within 
the same student group and between student groups, so that 
we could articulate the major differences in the testing and 
debugging behaviors of these five groups to write a cohesive 
narrative for each group. We then compared these narratives 
to the timeline analysis to check for internal consistency. 
This allowed us to address RQ1.

Although we conducted a quantitative analysis using data 
from all five groups, we selected three groups for the narra-
tive analysis that represent the breadth of student testing and 
debugging cognitive behavioral patterns. We did not select 
groups 4 and 5 for the narrative analysis because their behav-
ioral patterns overlapped greatly with those of groups 1 and 
2, respectively. We also endeavored to show the diversity of 
behavioral patterns that can occur within a single class of 
students, so our narrative analysis deliberately only includes 
students from Mr. H’s class.

Semi‑Quantitative Analysis

After conducting the narrative analysis, we returned to the 
timeline (which also served to help structure our narrative 
analysis) to examine student testing and debugging behav-
iors from a more quantitative perspective. We constructed a 
frequency table based on this timeline to respectively show 
how frequently each indicator was observed across all five 

student groups and how each group differed in exhibiting 
the six testing and debugging indicators. By aggregating 
the timeline data into a single frequency table, we were 
able to determine which testing and debugging behaviors 
were most common across these five student groups. This 
semi-quantitative comparison of student testing and debug-
ging behaviors primarily served to supplement the qualita-
tive analysis of student testing and debugging behavioral 
patterns and functions as an additional method for visual-
izing our findings from our narrative analysis in order to 
address RQ2.

Results

Research question 1: What different cognitive behavioral 
patterns do students use to approach testing and debugging 
within a computational modeling uniton evaporative cooling?

Group 1: Andy and Ben

Compared to the other groups, group 1 relied more on col-
laboration with the broader classroom community (indica-
tor E: using feedback) as a form of checking the validity of 
their model and figuring out ways to refine their conceptual 
understanding (Table 4). For example, on day 2 when trying 
to set the boundaries of their system, Ben wrote to students 
C and D (both from a non-screencast group) in the online 
platform, “What is the scale range you will be using to model 
the system? Will you focus only on what you have been able 
to observe?” Student C responded, “We will focus on what 
we have observed in combination with what is going on at a 
particle level.” The nature of this question is further clarified 
by observer A who explained to these students that the idea 
of a “scale range” is the level at which they are modeling the 
phenomenon. Group 1 then decided that their model should 
focus on the particle level of evaporative cooling.

Table 3   Testing and debugging timeline for group 1

Episode 13-Jan 15-Jan 15-Jan 27-Jan 27-Jan 27-Jan 27-Jan

Time 10:00 55:00 60:00 50:00 55:00 60:00 65:00
Codes A(3) A(1) A(1), E(2), F(2) E(1) A(1), E(2) E(2) A(3), D(2), E(2)
Episode 29-Jan 29-Jan 29-Jan 29-Jan 29-Jan 31-Jan 10-Feb
Time 5:00 10:00 15:00 25:00 30:00 5:00 60:00
Codes A(3) D(2) E(3) A(3) D(2) E(3) A(3) D(2) E(2) B(3) E(1) B(3) D(2) E(4) F(2) A(1) F(2) A(3) B(4) E(2)
Episode 10-Feb 10-Feb 12-Feb 12-Feb 12-Feb 14-Feb 14-Feb
Time 65:00 70:00 5:00 10:00 15:00 5:00 10:00
Codes A(2) B(2) B(2) A(3) E(2) A(2) B(3) A(3) B(2) D(2) E(1) F(2) D(2) D(2)
Episode 14-Feb 14-Feb 14-Feb 14-Feb 14-Feb 14-Feb 14-Feb
Time 15:00 20:00 25:00 35:00 40:00 55:00 60:00
Codes D(2) D(2) E(1) D(1) F(3) D(2) D(2) A(2) B(2) E(2) F(3)
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While this behavioral pattern of borrowing ideas from 
other groups was generally beneficial to these students, it 
also occasionally led them toward considering adding non-
canonical variables to their model. The following excerpt is 
an example of a conversation between group 1 and students 
C and D that took place during a peer revision discussion.

Student C: Spacing of the molecules? Isn’t that density?
Ben: I mean, it is talking about how far apart they are.
Student C: That is density.
Student C (to student E from a second non-screencast 
group): Didn’t you use density in your model?
Student E: Do not use density in your model. He (Mr. 
H) will get upset. But the spacing of the particles is 
important.

In this conversation, student C tried to convince Andy 
and Ben to add density as a variable to their model; they 
were stopped from doing so by student E’s appeal to author-
ity (Mr. H). Although group 1 is heavily influenced by this 
appeal to authority, because Andy and Ben do not simply 
accept peer feedback at face value but discuss it with mul-
tiple individuals and consider the validity of this feedback, 
they were coded at level 3 for indicator E.

Later in the unit, their behavioral patterns shifted away 
from focusing on peer feedback and toward incorporating the 
use of simulations of their model output (B: analyzing,model 
output: simulations) as the complexity of their model 
increased. While they previously opted not to use the sim-
ulation features embedded in SageModeler, they began a 
more deliberate testing and debugging approach. For exam-
ple, after including a positive relationship between the vari-
able “Spacing of Molecules” and the transfer valve between 
“Kinetic Energy” and “Potential Energy,” group 1 decided 
to simulate their model output (Fig. 3). Through this simula-
tion, they recognized that although they conceptually agreed 
with this specific relationship, they questioned the overall 
behavior of their model. In particular, they were concerned 
about the decrease in “Potential Energy” that occurs after all 
of the “Kinetic Energy” has been converted into “Potential 
Energy.” Yet, despite their use of the simulation function to 
identify this behavioral anomaly within their model, they did 

not determine which specific relationship was responsible 
for this behavior and, therefore, were unable to make the 
necessary changes so that their model matched their concep-
tual understanding. While this was an example of Ben and 
Andy systematically testing their model, they had difficulty 
interpreting their model’s structure in a way where they can 
identify the source of the behavioral anomaly, suggesting a 
gap in their computational thinking skills. Overall, group 1 
seemed to rely initially on external feedback to help them 
identify flaws in their models before shifting toward using 
the simulation features to interpret their model’s output.

Group 2: Leslie and Aubrey

While group 1 tended to utilize discussions with other groups, 
group 2 often depended on discussions with each other to 
make sense of the phenomenon as a system of interconnected 
elements and to identify where revisions were needed (indica-
tor A: sense-making through discourse). Early in the unit, as 
the students were trying to decide which variables to include 
in their model, they had the following discussion:

Aubrey: I don’t know if it is right, but it makes sense.
Leslie: Now we need to add another box.
Aubrey: The only other variable we have is tempera-
ture. But isn’t temperature a constant?
Leslie: Yes it is. So, our model is just two things long. 
That’s boring. So, molecular energy goes into molecu-
lar spacing of substance. Is this all about evaporation?
Aubrey: Yeah.

From this conversation, we see that these students were 
considering the boundaries of the system while they were 
also using causal reasoning by reviewing the relationship 
between “molecular energy” (which appears to be a student-
generated term that is roughly equivalent to kinetic energy) 
and molecular spacing. Through this discussion, they were 
also identifying an area of their model that needed revision, 
proposing a change, and considering the ramifications of this 
change on their model’s behavior. Thus, this is an example of 
students verbally testing and debugging their model.

Table 4   Student testing and debugging behavior patterns

This table presents a summary outlining the general testing and debugging behavior patterns each student group used and how these behaviors 
shifted over the course of this unit

Group Behavior pattern summary

Group 1 • Initially focused on receiving external evaluation and feedback from peers
• Shifted toward internal analysis of model output using simulation feature

Group 2 • Sense-making discourse drove model evaluation and revision
• Reflected on reasoning behind modeling decisions to identify areas of uncertainty in their models

Group 3 • Utilized simulation and graphing features of SageModeler to systematically assess model output 
and drive revision
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These testing and debugging are also evident in later dis-
cussions where they verbalized their interpretation of their 
model’s structure as they considered which changes were 
necessary for creating a more robust model of evaporative 
cooling (indicator A: sense-making through discourse). In 
this example, Leslie and Aubrey were trying to figure out 
how to revise their models in response to a recent investiga-
tion on the role of potential and kinetic energy in evapora-
tion (day 7). In particular, they were trying to determine 
how the “spacing of molecules” variable (formerly called 
“molecular spacing”) fits in their new conceptual under-
standing of evaporative cooling.

Leslie: So, maybe the temperature of water also affects 
the spacing of molecules and then kinetic energy 
affects potential energy, which also affects the spac-
ing of molecules.
Aubrey: Maybe.
Leslie: We’ll try it. But maybe it doesn't.
Aubrey: Well, for sure this one [pointing to the “Tem-
perature of Water” variable].
Leslie: Okay, spacing of molecules. As the tempera-
ture of water increases, the spacing of molecules 
increases more and more. So, remember that one 
model that we did.
Aubrey: Yeah, like the hexagon thing where they kept 
on getting more and more spread apart (referencing 

a simulation that showed how as the liquid heated 
up, the kinetic energy increased until it hit the boil-
ing point, after which the potential energy started to 
increase as the molecules moved farther apart).

Not only does this excerpt show how dialogue is mani-
fested in the practice of testing and debugging, it is also 
a clear example of how these students used external data 
to validate their sense-making (indicator D: analyzing and 
using external data). This is subsequently followed up by 
the use of written reflections as an additional form of sense-
making. At first the students wrote, “as the temperature of 
the water (average kinetic energy) increases the molecules 
start gradually moving faster and hitting each other and 
breaking their force of attraction keeping them together and 
become gas.” While this initial written explanation is an 
accurate justification for this relationship, they disagreed 
with the second part of this explanation and replaced eve-
rything after “hitting each other” with “... and move farther 
apart. As the temperature of water increases they move more 
quickly than before and move farther apart than they were.” 
This writing seemed to help these students reflect upon their 
causal reasoning for this relationship.

Group 2 expanded upon this use of written reflection by 
placing explanations of each relationship directly on the 
SageModeler canvas (Fig. 4). Writing these notes supported 
their causal reasoning about relationships and served as a 

Fig. 3   Screenshot of group 1 testing and debugging their dynamic model. In this figure, the students from group 1 used the simulation features to 
determine how kinetic energy is impacting other variables in this model
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means of considering the validity of each relationship they 
had encoded into SageModeler, thereby acting as an alterna-
tive approach to the type of formal testing and debugging 
that is often conducted at this stage in model development. 
Their embedded notes also had the potential to support later 
revision efforts as they could have identified their original 
rationale behind a particular relationship and considered if 
new evidence supported or undermined that explanation for 
that causal relationship (indicator F: reflecting upon iterative 
refinement). Collectively, their verbal dialogue and written 
reflections demonstrate that group 2 engaged with testing 
and debugging primarily through discourse (Table 4).

Group 3: Robert, Mark, and Jerry

Group 3 utilized the testing and debugging features 
embedded within SageModeler (indicator B: analyzing 
model output: simulations and indicator C: analyzing 
model output: graphs) as they analyzed their models to 
determine which changes to make. One interesting exam-
ple of systematic testing and debugging occurred when the 
students inserted a “dummy variable” into their model to 
see the effects of adding a fourth variable on the behav-
ior of their model (Fig. 5). After inserting this dummy 
variable, they used the simulation feature to observe its 
impact on the behavior of the model as a system (indicator 

B: analyzing model output: simulations). However, they 
quickly removed the dummy variable, suggesting their dis-
satisfaction with its effect on model behavior. This use of 
a dummy variable along with their subsequent discourse 
is strong evidence that these students were using testing 
and debugging as they made a deliberate change to their 
model to see how it would impact model behavior and then 
removed this after testing this change and determining that 
it was unsatisfactory.

Another example of group 3 using the model simulation 
features to support their testing and debugging occurred as 
they were trying to decide which relationships to set between 
the variables of “kinetic energy,” “potential energy,” and 
“density.” It is important to note that other screencast 
excerpts demonstrate that these students held non-canonical 
ideas about “density” at this stage in the unit. Most nota-
bly, they viewed “density” as an extrinsic characteristic of 
a substance that decreased as a substance changed from a 
liquid to a gas. As such, their understanding of “density” is 
closer to the canonical understanding of “molecular spacing 
of molecules.”

Jerry: Kinetic energy does what?
Robert: Okay, so as intermolecular force (IMF) increases, 

does density increase in the end?
Jerry: It would be the other way around. As IMF 

increases, density decreases. But...

Fig. 4   Screenshot of group 2’s annotated model. The students in group 2 wrote their rationales for each relationship on their model as a form of 
sense-making during the testing and debugging process



620	 Journal of Science Education and Technology (2023) 32:607–628

1 3

Robert: ...which means one of these [relationships] has 
to be increased and the other has to be decreased, or 
they both have to be decrease.

Jerry: The kinetic energy (KE) is opposite of potential 
energy (PE).

Robert: So, this would probably be the one that is 
decreasing?

Jerry: But that doesn’t make sense because of the 
graph he [Mr. H] showed us. Just put decreasing. Wait. 
Actually, it would be increasing [KE to PE] and the 
last one [PE to Density] would be decreasing?

The students changed the relationship between “PE” to 
“Density” to decreasing and then simulated the model and 
saw that an increase in IMF causes the density to decrease 
(which in their understanding would mean an increase in 
the molecular spacing of the substance). In this example, 
the students first considered the overall behavior of their 
model of evaporative cooling. The students then analyzed 
the individual relationships within this system to determine 
how these relationships would influence system behavior. 
Upon identifying how these relationships would impact 
the model’s output, they considered how these individual 
relationships reflected their understanding of the real-world 
phenomenon and ultimately selected a specific relationship 
to modify. After modifying this relationship, they once again 
used the simulation features to see the impact of this change 
upon the model output. This is an example of indicator A: 
sense-making through discourse and indicator B: analyzing 
model output: simulations.

Group 3 also used the model output generated from 
SageModeler to make a graph of the relationship between 
IMF and PE. After making several changes to their model, 
the students tested to see how these changes impacted the 

overall behavior of the system. They used the simulate fea-
ture to look at how manipulating the input variable (Inter-
molecular Force) of their model would affect intermediate 
and distal output variables. Given that they were specifically 
interested in how the IMF impacted PE, they used the simu-
lation output to generate a graph in SageModeler (Fig. 6a). 
Upon making this graph, they recognized that apart from a 
few outlier points at the end (likely artifacts from previous 
simulations), there was a linear relationship between IMF 
and PE, which was not in line with their understanding of 
the relationship between these two variables. They subse-
quently changed the individual relationship between IMF 
and PE to an exponential one, which in turn made its associ-
ated graph into an exponential relationship (Fig. 6b). This is 
an example of students using indicator C: analyzing model 
output: graphs. While other student groups periodically used 
the simulation features to explore the output of their mod-
els, only this group used the model output to successfully 
make graphs of the relationships between two variables in 
their model. Overall, group 3 tended to focus on testing and 
debugging behavioral patterns that prioritized systematically 
analyzing their model output to identify areas of their model 
that needed improvement (Table 4).

Research question 2: What testing and debugging behav-
iors do students seem to use more frequently within the con-
text of a computational modeling unit on evaporative cooling?

Based on our semi-quantitative analysis of student screen-
casts from all five focus groups, it appears that there is evi-
dence that all six testing and debugging indicators were used 
at least once by a student group within this dataset (Table 5). 
Although all indicators were present, some indicators were 
more commonly used than others. In particular, indica-
tors associated with sense-making discourse (as exempli-
fied by A) were more frequently used while indicators that 

Fig. 5   Example of group 3 utilizing a “dummy” variable to facili-
tate testing and debugging. When group 3 was trying to decide if any 
additional variables might be needed in their model, they inserted a 

“dummy” variable (which they named “random thing”) to see how it 
would impact model behavior
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Fig. 6   Example of group 3 exhibiting evidence of indicator c: ana-
lyzing model output: graphs. a Group 3 pre-revision model (day 8) 
with graphical representation of relationship between IMF and PE. b 

Group 3 revised model (day 8) with graphical representation of rela-
tionship between IMF and PE
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are linked to comparing models to external data (D) were 
less frequently used. This implies that while the learning 
environment supported students in using sense-making dis-
course, it did not sufficiently support students in compar-
ing their models to external data (D). Additionally, there is 
a strong contrast between the frequency at which students 
used SageModeler’s simulation (B) and graphing (C) fea-
tures. Even though both of these SageModeler features allow 
students to examine their model output, the simulation fea-
ture focuses on how the relative amount of each variable 
changes as the input variables are manipulated. In contrast, 
the graphing feature allows students to compare the rela-
tionship between two individual variables in isolation from 
other aspects of the model (Fig. 2b). Student preference for 
the simulation feature (B) over the graphing feature (C) sug-
gests that these students found the simulation feature easier 
to navigate and/or more useful for the learning tasks in this 
unit. Given that the graphing feature tends to better support 
direct comparison with external data and the noted low use 
of external data by students in this unit, the latter explana-
tion has merit.

The results from the indicator analysis are largely consist-
ent with the results from the narrative analysis as these data 
show a preferred set of behaviors for each group (Table 5). 
Group 1 was more apt to reference external data (D) and use 
external feedback (E) to drive their revision process while 
minimizing their use of model output simulations (B) and 
not using model output graphs (C). This contrasts greatly 
with group 3, which strongly prioritized analyzing model 
output (B) over using external data (D) and external feed-
back (E). Indeed, group 3 is one of only two groups to use 
the graphing feature (C) and the only one to do so success-
fully. While group 2 attempted to use the graphing feature 
(C), they strongly preferred using discourse as their primary 
means of model analysis (A). Group 5 also prioritized dis-
course (A) for testing and debugging but also frequently 
utilized model simulation features (B). Finally, group 4 had 

a strong preference for using feedback (indicator E) but 
tended to have limited discussions on the meaningfulness 
of the feedback, so their behavior was assessed at a lower 
level using the ID tool. Overall, these comparative results 
from both our narrative and semi-quantitative analyses show 
that despite having a common learning environment, student 
groups found opportunities to approach testing and debug-
ging in unique ways. This suggests that multiple scaffolds 
and supports are likely needed to help all students test, eval-
uate, and debug their models.

Discussion

Our results demonstrate that within the evaporative cooling 
learning environment, there is evidence of student behav-
ior that corresponds to all six of testing and debugging 
indicators in the ID tool. As anticipated, some behaviors 
corresponding to certain testing and debugging indicators 
occurred more frequently than others, with students particu-
larly spending more time analyzing their models through 
discourse (A) compared to other indicators (Table 5). How-
ever, it is also important to mention that differences in stu-
dent behaviors, as noted by both narrative analysis and quan-
titative analysis, demonstrate that even within a common 
learning environment, student groups may adopt different 
approaches to testing and debugging (Tables 4 and 5).

Importance of Learning Environment

Because each student group used a different set of cogni-
tive behavioral patterns for testing and debugging within 
a common PBL-aligned learning environment, it appears 
that multiple supports are likely needed to accommodate 
these different approaches to testing and debugging. Hav-
ing multiple pathways for students to engage in the learning 
process allows students to leverage their unique strengths 

Table 5   Relative occurrence of each testing and debugging behavior

N is the number of 5-min intervals where we observed a particular exhibited behavioral indicator. Percent is the percentage of testing and debug-
ging intervals during which this indicator was observed. Note that because student groups often exhibited multiple behaviors within any given 
5-min interval, their percentages do not add up to 100. Total represents data from all groups

Indicator Group 1 Group 2 Group 3 Group 4 Group 5 Total

N Percent N Percent N Percent N Percent N Percent N Percent

Sense-making via discourse (A) 15 53.6 39 83.0 24 66.7 12 50.0 22 68.8 112 67.1
Model output: simulations (B) 8 28.6 23 48.9 26 72.2 7 29.2 19 59.4 83 49.7
Model output: graphs (C) 0 0.0 1 2.1 6 16.7 0 0.0 0 0.0 7 4.2
Use external data (D) 13 46.4 11 23.4 6 16.7 3 12.5 6 18.8 39 23.4
Feedback (E) 15 53.6 16 34.0 11 30.6 13 54.2 12 37.5 67 40.1
Reflecting on refinement (F) 6 21.4 13 27.7 12 33.3 8 33.3 12 37.5 51 30.5
Total number of intervals 28 47 36 24 32 167
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and prior knowledge to further their sense-making endeav-
ors (Basham & Marino, 2013; Hansen et al., 2016; Scanlon 
et al., 2018). Because this study suggests that students in 
the same class can utilize different testing and debugging 
behaviors and behavioral patterns, it reinforces the need 
to design multifaceted learning environments, so that all 
learners can fully participate in computational modeling. 
Although the learning environment in our evaporative cool-
ing unit provided multiple pathways for students to par-
ticipate in testing and debugging, two features that seemed 
to be the most meaningful for supporting students in test-
ing and debugging were the simulation feature embed-
ded in SageModeler and the use of student small groups, 
which facilitated discourse. Because the simulation feature 
allowed students to generate model output data in real time, 
students could test how changes in their model structures 
impacted model behavior and detect flaws in their mod-
els. This allowed students to analyze model output in a 
way that would not have been possible through traditional 
paper–pencil modeling. By making it easier to detect areas 
of their models that needed improvement, the simulation 
feature further assisted students in revising their models, 
thereby encouraging testing and debugging (Fan et al., 
2018; Lee et al., 2011; Shen et al., 2014).

Another feature of the learning environment that sup-
ported students in testing and debugging is the use of stu-
dent groups. In this unit, students worked in small groups 
of two to three students and were encouraged to collaborate 
with each other and verbalize their thought processes. By the 
nature of using collaborative student groups as opposed to 
having each student build their own models independently, 
students were implicitly encouraged to share their design 
choices and modeling behavioral patterns with their part-
ners. These partners could in turn ask each other to pro-
vide evidence or reasoning to defend their design choices or 
provide a counterclaim of their own. For example, one stu-
dent might state that density impacts the rate of evaporation 
because higher-density particles evaporate slower. Another 
student could then argue that density does not impact the 
rate of evaporation because oil is less dense than water but 
evaporates far slower (if at all). Through such productive 
argumentative discourse, students can identify flaws in their 
reasoning and in their model construction, prompting them 
to revise their models (Campbell & Oh, 2015; Kyza et al., 
2011; Lee et al., 2015). As such, placing students in pairs or 
small groups encourages them to have these sense-making 
conversations (indicator A), which in turn facilitate model 
evaluation and model revision, both of which are key aspects 
of testing, evaluating, and debugging model behavior. In a 
similar manner, peer reviews provided further support for the 
model revision process (King, 1998). Having another group 
of students analyze their models and provide meaningful 
feedback often gave students a fresh perspective on their 

models. Their peers could detect flaws in their models that 
the student pair might have otherwise ignored. Students then 
had the opportunity to use that feedback to prompt additional 
sensemaking discourse and to inform future model revi-
sions. Thus, by receiving and using feedback (indicator E), 
students were able to have an external party evaluate their 
models and provide key insights on aspects of their models 
that needed further review, thereby supporting students in 
the model revision process.

Limitations

Although this study shows some promising aspects of the 
design of our learning environment to support students in 
testing and debugging, there are both limitations with our 
methodology and aspects of the learning environment. It is 
important to note that this research took place at a STEM 
magnet school in a classroom environment that encouraged 
student discourse and collaboration. Because traditional 
classroom environments often lack a strong culture of stu-
dent discourse, our results might not be fully applicable 
to all classrooms (Grifenhagen & Barnes, 2022; Jimenez-
Aleixandre et al., 2000; Kelly, 2013). We also recognize that 
the limited sample size makes it difficult to draw broader 
conclusions from our semi-quantitative analysis. While these 
results do suggest a diversity in student approaches to test-
ing and debugging and that certain testing and debugging 
behaviors are more common than others within this class, we 
cannot argue from this analysis alone that these are universal 
patterns. Given the design-based nature of this study, it was 
not feasible to isolate specific aspects of the learning envi-
ronment to determine definitively if either the SageModeler 
simulation feature or the use of student groups is the most 
important scaffold for testing and debugging for these stu-
dents. While our qualitative analysis does suggest that these 
factors helped support students in testing and debugging, 
additional factors such as teacher instructions and prior stu-
dent experiences also might have contributed to our results. 
Additionally, it is difficult to determine why any specific 
student groups chose to use a particular set of testing and 
debugging behaviors. It is possible that more introverted 
students preferred testing and debugging behavioral patterns 
that were more focused on analyzing model outputs (indi-
cator B) compared to extroverted students who might have 
gravitated towards more social approaches to model valida-
tion, such as peer feedback (indicator E). Another explana-
tion could be that more mathematically inclined students 
preferred using simulations and graphs (indicators B and 
C) to interpret their models compared to using more ver-
bally intensive behavioral patterns. However, both of these 
ideas are difficult to assess without targeted interviews and/
or additional written assessments, neither of which occurred 
for this study.
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Conclusion

Testing, evaluating, and debugging models are an important 
competency. Being able to identify the flaws in a model helps 
students engage in revisions, improving both their representa-
tional and conceptual models of a phenomenon (Barlas, 1996; 
Grapin et al., 2022; Sterman, 1994; Stratford et al., 1998). 
Frequent testing, debugging, and revision cycles also rein-
force the scientific principle of iterative refinement through 
experimentation, which is essential to the scientific thinking 
process (Gilbert, 2004; NRC, 2012; Schwarz et al., 2009). 
Within our framework, we view testing, evaluating, and 
debugging model behavior as an integral aspect of computa-
tional modeling, drawing upon modeling, ST, and CT tradi-
tions (Shin et al., 2022). As it facilitates model revision and 
iterative refinement, this practice benefits student modeling 
(Schwarz et al., 2009). Likewise, model evaluation, model 
interpretation, and model revision are all important concepts 
in system dynamics that overlap with our understanding of 
testing, evaluating, and debugging model behavior (Barlas, 
1996; Martinez-Moyano & Richardson, 2013; Richardson, 
1996). Additionally, students often need to consider parts of 
their model structure from a systems thinking perspective to 
accurately identify areas of their model that need improve-
ment and to guide the subsequent revision process (Lee & 
Malyn-Smith, 2020; Shute et al., 2017). Finally, our under-
standing of testing, evaluating, and debugging model behav-
ior incorporates the CT concepts of debugging, wherein stu-
dents systematically review their computational models to 
identify flaws and structural errors, and iterative refinement, 
the process by which students make changes to their models 
in response to new information (Aho, 2012; Sengupta et al., 
2013; Türker & Pala, 2020; Yadav et al., 2014).

This investigation into how students used testing and 
debugging within the context of an evaporative cooling 
unit demonstrates both the possibilities and challenges of 
integrating this practice into secondary science education. 
Although we have evidence of students testing and debug-
ging their models, the relative absence of using external 
data to directly validate their models is an area of concern 
(Table 5). It suggests that more direct curricular support is 
needed to encourage students to compare their models to 
external data. This, along with a desire to better support 
other aspects of testing and debugging (such as the peer 
review process), have led us toward making several cur-
riculum changes. We have developed a set of model design 
guidelines to help students identify areas of their models 
that can be improved during the model revision process. 
These model design guidelines ask students to consider if 
their models have appropriately named/relevant variables, 
define appropriate relationships between variables, have 
clearly defined boundaries, and work appropriately when 

simulated. The last section of these guidelines asks stu-
dents to consider how their models compare to real-world 
data, further emphasizing the importance of using external 
data to validate their models. In addition to scaffolding the 
model revision process, students are encouraged to use these 
guidelines when giving feedback to their peers. We also plan 
on being more explicit with students about which specific 
pieces of experimental data they should use to validate their 
models during model revisions. For example, we have added 
a built-in table to the SageModeler canvas where students 
can input experimental data showing how the temperature 
of liquids change over the course of evaporation. Finally, we 
are streamlining the unit to allow for more in-depth class-
room discourse and more scaffolded model revisions. In this 
way, we hope to reduce student and teacher fatigue over the 
course of this unit.

In addition to curricular scaffolds, future iterations of 
this design-based research could investigate the role of 
teacher scaffolds in supporting students in using external 
data to validate their models, as instructional supports offer 
another avenue to bring this aspect of testing and debug-
ging into the classroom. We also might further investigate 
the role of student groups in supporting collaborative dis-
course around testing and debugging and find additional 
ways to leverage peer revisions to best support student 
model revisions. Finally, future work needs to investigate 
how different testing and debugging behavioral patterns 
are linked to model outcomes. Given our relatively small 
sample size, it was difficult to determine any meaningful 
correlations between student testing and debugging behav-
ioral patterns and either their post-unit understanding of 
disciplinary core ideas or the conceptual accuracy of their 
final models. While we hypothesize that student groups 
that systematically analyze the model output and frequently 
compare their models to real-world experimental data will 
end up with models that more accurately represent a canon-
ical understanding of the system they are modeling, it is 
also possible that such behaviors lead to model fitting and 
limit opportunities for students to reflect on their evolving 
conceptual understanding of the phenomenon (Sins et al., 
2005; Wilensky & Reisman, 2006). Therefore, while it is 
likely that student groups with the most robust models and 
deepest understanding of underlying disciplinary core ideas 
will use testing and debugging behavioral patterns that 
combine dialogic analysis (ala group 2) with systematic 
analysis and comparison of model output to experimental 
data (ala group 3), future work will be needed to address 
this hypothesis.

The findings of this research can not only guide future 
research, they have the potential to inform teacher edu-
cators and teachers in their efforts to effectively engage 
students in computational tasks that involve testing and 
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debugging. By increasing awareness of the different 
behavioral patterns exhibited during testing and debug-
ging, such as seeking advice from peers or making infer-
ences based on simulations, teachers can provide a more 
nuanced facilitation that supports students’ strategies. For 
instance, teachers can prompt students to utilize tools such 
as graphs. Teachers can also encourage the use of effective 
simulation strategies such as holding all variables con-
stant except for one and comparing results across vari-
ous scenarios. To foster productive discussion and critical 
thinking during testing and debugging, teachers can guide 
students in asking questions such as “How do you know 
that?” and “What does your model show?” and encour-
age simulation as a means of exploration and validation. 
Ultimately, by showing some of the different ways that 
students can test and debug their models, we hope that 
this research will encourage teachers to adopt holistic 
approaches to supporting students with this practice.
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