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Abstract
We analyse the motion of one particle in a polymer chain. For this purpose, we use the
framework of the exact (non-stationary) generalized Langevin equation that can be derived
from first principles via the projection-operator method. Our focus lies on determining mem-
ory kernels from either exact expressions for autocorrelation functions or from simulation
data.We increase the complexity of the underlying system starting out from one-dimensional
harmonic chains and ending with a polymer driven through a polymer melt. Here, the dis-
placement or the velocity of an individual particle in the chain serves as the observable. The
central result is that the time-window in which the memory kernels show structure before
they rapidly decay decreases with increasing complexity of the system.

1 Introduction

The dynamics of microscopic systems is time-local – be they described classically by Hamil-
ton’s equations of motion or quantum-mechanically by the Schrödinger equation. If one
integrates out some degrees of freedom to obtain effective equations of motion for the
remaining degrees of freedom, the resulting equations are in general non-local in time [1–3].
However, experience shows that often time-local effective equations of motion such as the
Markovian Langevin equation produce very good approximations to the true dynamics. One
might therefore wonder where and how the memory effects vanish.

Polymermelts seem to be perfect model systems to studymemory, because their dynamics
are governed by a large range of different time-scales and their rheological behaviour is clearly
dominated by memory effects. When integrating out the motion of most monomer units in
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a polymer chain in order to obtain an equation of motion for one (or a few) monomer units,
one expects to see traces of the different relaxation time-scales, the Rouse times [4], in the
memory kernel. In this article we show that the structure of the memory kernel at short
times is dominated by other factors such as the collision patterns among the monomers.
Numerical evidence displayed in this article shows that the time window of this short-time
structure decreases with the complexity of the system. Further, the long-time tails of the
memory kernels responsible for phenomena like the subdiffusive regime in the mean square
displacement are strongly suppressed and easily lost in statistical or numerical noise.

In order to rationalize this findingwe discuss the equations ofmotion of the harmonic chain
with andwithout constrained ends.We systematically increase the complexity of the problem
by going from one dimension to higher dimensions, adding anharmonic contributions and
considering driven systems. In all cases we construct the generalized Langevin equation for
the position and velocity of one particle in the chain and compute the corresponding memory
kernel.

Similar approaches have already yielded valuable insights regarding the long-time tails
of velocity auto-correlation functions [5], the delocalization-localization transition [6], non-
Clausius heat transfer [7] and coarse graining of harmonic lattices [8]. For example, in ref.
[9] the collision of a single particle with a harmonic chain is studied. This work illustrates
that analytic results for the generalized Langevin equation can be obtained if one starts out
from the purely harmonic case. Other works investigate memory functions for chain models
that include stochasticity already at the microscopy level [10]. One famous special example
for this is the Rouse model. In ref. [11] collective properties such as Onsager coefficents are
derived for the Rouse model and in ref. [12] effective equations of motions for monomers
are derived via an induction scheme along the model polymer chains.

In our work, we start out from the deterministic harmonic case and then analyse changes
in the memory kernels with increasing complexity of the model. The only time we explicitly
use a stochastic model, namely the Rouse model with inertia, is in the context of interpreting
our findings for the deterministic polyme-melt system. We show that long-time memory
is easily lost when different kinds of anharmonicity are introduced. Further, we show that
adding intermolecular interactions to the intramolecular ones does not alter the shape of the
memory kernels qualitatively.

Manymaterials properties of polymermelts are not accessible by fully atomistic computer
simulations, because of high computational costs. Hence, there has been considerable effort
in constructing effective descriptions for multi-scale modelling of polymers [13–18]. In this
context it is relevant to understand when coarse-graining introduces memory, thus our study
might also serve as a basis in this field.

The structure of the article is as follows: In Section 2 we recapitulate the fundamental
results of the projection operator technique in the context of the generalized Langevin equa-
tion. In Section 3 and Section 4 we derive the analytic solutions for the dynamics in a (free)
harmonic chain and in Section 5 we do so for the Rouse model with inertia. In Section 6
we show and discuss the different quantities appearing in the generalized Langevin equation
for our different (model) systems (see fig. 1). In Section 6.1 we discuss the purely harmonic
chain in one dimension with both fixed and free ends, in Section 6.2 an anharmonic Weeks-
Chandler-Anderson interaction potential is added. Next, in Section 6.3 we analyze the free
chains with and without anharmonicity in two and three dimensions. Finally we regard a
polymer melt in and out of equilibrium and compare it with the Rouse model with inertia in
Section 6.4. We summarize our findings in Section 7.
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Sec. 6.1:
1D, harmonic, fixed or free ends

– or –

Sec. 6.2:
1D, anharmonic, fixed or free ends

– or –

Sec. 6.3:
2D/3D, anharmonic, free ends

Sec. 6.4:
3D, anharmonic, melt

Fig. 1 Sketches of the model systems discussed in Section 6. The complexity is increased stepwise. Starting
from an one-dimensional harmonic-oscillator chain in Section 6.1, anharmonicities are added in Section 6.2,
then systems in two or three dimensions are considered in Section 6.3, and finally a complete polymer melt is
regarded in Section 6.4

2 Generalized Langevin Equation

Given a system with Hamiltonian dynamics, a Liouvillian L, and an observable that is a
function of phase space A(�), one can derive an equation of motion for A via the projection
operator formalism [19, 20]. In case the Liouvillan or the observable explicitly depend on
time, one can use a generalized, time-dependent Mori projector [21, 22] to obtain the non-
stationary generalized Langevin equation (nsGLE)
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dA(t)

dt
= ω(t)A(t) −

t∫

0

dτ K (t, τ )A(τ ) + η(0, t). (1)

with

ω(t) := (LA, A)t (A, A)−1
t , (2)

K (t, τ ) := − (
(L − Ṗ(τ ))Q(τ )G(τ, t)LA, A

)
τ
(A, A)−1

τ , (3)

η(t ′, t) := exp
(Lt ′)Q(t ′)G(t ′, t)LA(�). (4)

Here, P(t) is the time-dependent projection operator defined through

P(t)X(�) := (X , A)t

(A, A)t
A(�), (5)

Q(t) = 1 − P(t) is its orthogonal complement and G(t ′, t) is defined through

G(t ′, t) := exp−

⎛
⎝

t∫

t ′
dτ LQ(τ )

⎞
⎠ , (6)

where exp−(· · · ) denotes the negatively time-ordered exponential. The parentheses with the
subscript denote the scalar product of phase-space functions

(X , Y )t :=
∫

d�ρ(�, t)X(�)Y (�). (7)

Further, one can show that the memory kernel K (t, τ ) and the (deterministic) fluctuating
forces η(t ′, t) fulfill a relation similar to a fluctuation-kernel theorem, namely

K (t, τ ) = (
η(t ′, t), η(t ′, τ )

)
t ′ (A, A)−1

τ . (8)

Thememory kernel can be computed from the correlation functionC(t, t ′) = 〈A(t)A(t ′)〉
using the relation

∂

∂t
C(t, t ′) = ω(t)C(t, t ′) −

t∫

0

dτK (t, τ )C(τ, t ′). (9)

Note that thefluctuating force does not appear in this equation, because 〈η(0, t)A(0)〉 = 0 ∀ t .
An efficient algorithm to extract the drift and thememory kernel from the correlation function
is introduced in ref. [23].

All these results are exact, i.e. they do not require assumptions on time-scale separation or
“relevant” observables. They canbederived for driven systemswith explicitly time-dependent
Hamiltonians/Liouvillians and/or observables [22], for dynamics subject to holonomic con-
straints, and for vectorial observables [24].

If the phase-space distribution is stationary, both the correlation function and the memory
kernel can be expressed as a function of a single variable. Further, the drift termω(t) vanishes
if no vectorial observables are considered. In this case the stationary generalized Langevin
equation reads [1, 25–28]

dA(t)

dt
= −

t∫

0

dτ K (t − τ)A(τ ) + η(t). (10)
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Again, by using the orthogonality of the fluctuating force η(t) and the observable A(0),
we can derive the following equation for the covariance

dC(t)

dt
= −

t∫

0

dτK (t − τ)C(τ ), (11)

where the correlation function does only depend on the time difference of the two “measure-
ments” C(t) := C(t ′, t ′ + t). Via a Laplace transform we obtain (cf. the original article by
Mori [1])

K̃ (s) = C(0) − sC̃(s)

C̃(s)
. (12)

Hence, for a scalar-valued observable and a system under stationary conditions, the auto-
correlation function of the observable contains all information needed to reconstruct the exact
generalized Langevin equation: the memory kernel follows from eq. (11) and the drift is zero.

By calculating the time derivative of eq. (11) one can derive an expression that allows to
gain some insight in the structure of the memory kernel

K (t) = − C̈(t)

C(0)
− 1

C(0)

t∫

0

dτK (τ )Ċ(t − τ). (13)

As the last term is expected to be small for small t , the first term on the right-hand side,
which can easily be interpreted, may yield a good approximation of the memory kernel on
short time scales.

In the following we add a subscript “vel” or “dis” to the correlation functions and memory
kernels to specify the observable as velocity or displacement. Further, we add a superscript
“b” or “f” for bound (implying fixed ends) or free chains.

3 Harmonic Chain

As an introduction to the topic, we first recall the derivations from ref. [29] and add some
minor corrections. Section IV of ref. [29] deals with the displacement and velocity autocor-
relation function of a one-dimensional harmonic-oscillator chain with fixed-end boundary
conditions. Let qn denote the displacement (with respect to the equilibrium position) and pn
the momentum of the n-th particle. The Hamiltonian of such a chain with N particles (see
the sketch labeled “Sec. 6.1” in fig. 1) reads

H = 1

2m

N∑
n=1

pn(t)
2 + k

2

N∑
n=0

(qn(t) − qn+1(t))
2. (14)

Thus, the equations of motion for the n-th particle are

q̇n(t) = pn(t)

m
, (15)

ṗn(t) = k(qn−1(t) − 2qn(t) + qn+1(t)). (16)

Here we set q0(t) = qN+1(t) = 0 (fixed ends). (Note that the interaction term, i.e. the second
term in the Hamiltonian, contains a sum over all pairs of particles. This is not a model of the
Kac–Zwanzig type [30].
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Via a discrete sine transform, one can now switch to a set of new generalized coordinates and
momenta that diagonalize the Hamiltonian [29] (note that in the referenced article prefactors
of

√
2 are missing in the transformation and thus the final result is only correct up to a factor

of two)

q̃ j (t) :=
√

2m

N + 1

N∑
n=1

qn(t) sin

(
πnj

N + 1

)
, (17)

p̃ j (t) :=
√

2

(N + 1)m

N∑
n=1

pn(t) sin

(
πnj

N + 1

)
(18)

and the inverse transform

q j (t) =
√

2

(N + 1)m

N∑
n=1

q̃n(t) sin

(
πnj

N + 1

)
, (19)

p j (t) =
√

2m

N + 1

N∑
n=1

p̃n(t) sin

(
πnj

N + 1

)
. (20)

Thus, all discrete sine transforms here are of the type “DST-I” [31, 32]. The Hamiltonian for
the new coordinates reads

H = 1

2

N∑
n=1

p̃2n + 1

2

N∑
n=1

	2
nq̃

2
n (21)

with the normal-mode frequencies

	n = 2

√
k

m
sin

(
πn

2(N + 1)

)
. (22)

The point transformation above preserves the canonical structure of the equations of motion
and hence

˙̃q j = ∂H

∂ p̃ j
= p̃ j , (23)

˙̃p j = − ∂H

∂ q̃ j
= −	2

j q̃ j . (24)

Solving these partial differential equations yields

q̃ j (t) = q̃ j (0) cos(	 j t) + p̃ j (0)

	 j
sin(	 j t), (25)

p̃ j (t) = p̃ j (0) cos(	 j t) − 	 j q̃ j (0) sin(	 j t). (26)

Turning towards autocorrelation functions one can write

〈q j (t)q j (0)〉 = 2

(N + 1)m

N∑
n,n′=1

〈q̃n(t)q̃n′(0)〉 sin
(

πnj

N + 1

)
sin

(
πn′ j
N + 1

)
, (27)

〈p j (t)p j (0)〉 = 2m

(N + 1)

N∑
n,n′=1

〈 p̃n(t) p̃n′(0)〉
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× sin

(
πnj

N + 1

)
sin

(
πn′ j
N + 1

)
. (28)

Now, we can determine the correlation functions in a canonical ensemble

〈q̃n(t)q̃n′(0)〉 = 1

Z

∫
d� exp(−βH)

×
(
q̃n(0) cos(	nt) + p̃n(0)

	n
sin(	nt)

)
q̃n′(0) (29)

= δnn′ cos(	nt)

Z

∫
d� exp(−βH)q̃n(0)

2 (30)

= δnn′ cos(	nt)
1

β	2
n

(31)

and analogously

〈 p̃n(t) p̃n′(0)〉 = δnn′ cos(	nt)
1

β
. (32)

Inserting these expressions into the equations above yields

〈q j (t)q j (0)〉 = 2kBT

(N + 1)m

N∑
n=1

sin2
(

πnj

N + 1

)
cos(	nt)

	2
n

, (33)

〈p j (t)p j (0)〉 = 2mkBT

N + 1

N∑
n=1

sin2
(

πnj

N + 1

)
cos(	nt), (34)

or if we are interested in the covariance of the velocity

〈v j (t)v j (0)〉 = 〈p j (t)p j (0)〉
m2 (35)

= 2kBT

(N + 1)m

N∑
n=1

sin2
(

πnj

N + 1

)
cos(	nt). (36)

The same result can be derived by using the connection between the displacement and velocity
correlation function in a stationary ensemble

〈v j (t)v j (0)〉 = −d2〈q j (t)q j (0)〉
dt2

. (37)

In the thermodynamic limit of N → ∞ the sums can be replaced by integrals. Solving these
integrals, ref. [29] finds

〈v j (t)v j (0)〉 = kBT

m
[J0(2ωt) − J4 j (2ωt)] (38)

where Jn is the n-th Bessel function and ω = √
k/m.
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4 Free Harmonic Chain

Considering a harmonic chain with no fixed ends, one can follow a similar derivation as for
the one with fixed ends. First, the Hamiltonian for a free chain with N particles reads

H = 1

2m

N∑
n=1

pn(t)
2 + k

2

N−1∑
n=1

(qn(t) − qn+1(t))
2. (39)

To diagonalize the Hamiltonian we use the discrete cosine transformation “DCT-II” [31, 32]

q̃ j (t) :=
√

2

N

N∑
n=1

qn(t) cos

(
π(n − 1

2 ) j

N

)
, (40)

p̃ j (t) :=
√

2

N

N∑
n=1

pn(t) cos

(
π(n − 1

2 ) j

N

)
, (41)

and the inverse transfomations, the “DCT-III” [31, 32],

q j (t) =
√

2

N

(
1

2
q̃0(t) +

N−1∑
n=1

q̃n(t) cos

(
πn

(
j − 1

2

)
N

))
, (42)

p j (t) =
√

2

N

(
1

2
p̃0(t) +

N−1∑
n=1

p̃n(t) cos

(
πn

(
j − 1

2

)
N

))
. (43)

Note that the equations for the transformations differ slightly from the usual “DCT-II” and
“DCT-III” because the first particle in the chain has the index 1 instead of 0. The Hamiltonian
in the new coordinates reads

H = p̃20
4m

+
N−1∑
n=1

p̃2n
2m

+
N−1∑
n=1

m	2
nq̃

2
n

2
(44)

with

	n := 2

√
k

m
sin
( πn

2N

)
. (45)

The corresponding equations of motion are

˙̃q0 = p̃0
m

, ˙̃p0 = 0, (46)

˙̃qn = p̃n
m

, ˙̃pn = −m	2
nq̃n for 1 ≤ n < N (47)

and are solved by

q̃0(t) = q̃0(0) + p̃0(0)

m
t, (48)

p̃0(t) = p̃0(0), (49)

and for 1 ≤ n < N

q̃n(t) = q̃n(0) cos(	nt) + p̃n(0)

m	n
sin(	nt), (50)
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p̃n(t) = −m	nq̃n(0) sin(	t) + p̃n(0) cos(	t). (51)

The correlation functions can be calculated in the same fashion as for the chain with fixed
ends and we obtain for example

〈 p̃n(t) p̃n′(0)〉 = δnn′(1 + δn0)
m

β
. (52)

5 RouseModel with Inertia

Another model that can be tackled partly by an analytical approach is the well established
Rouse model for polymers [33]. This model has been used with a variety of versions of
the generalized Langevin equation to describe for example the dynamics of the end-to-end
distance [34], the dynamics of the central particle in the chain [35], or the response of an
end monomer to external forcing [36]. Note that the structure of the generalized Langevin
equation in the last reference stems from an iterative ansatz and differs from our one in
important aspects, e.g. it does not satisfy the fluctuation-kernel theorem by construction.
In contrast to the original form of the Rouse model, we choose a version that includes inertia
in order to obtain a momentum-autocorrelation function. The equations of motion for the
different spatial dimensions decouple and are, thus, independent. Hence, we use the notation
for a one-dimensional system to avoid cluttering the equations with additional indices. The
equations of motion for a Rouse chain of length N with inertia read

q̇n(t) = pn(t)

m
, (53)

ṗn(t) = k(qn−1(t) − 2qn(t) + qn+1(t)) − γ pn(t) + ξn(t) (54)

for the particles that are not at the ends of the chain. For the end particles the second equation
of motion is replaced by

ṗ1(t) = k(−q1(t) + q2(t)) − γ p1(t) + ξ1(t), (55)

ṗN (t) = k(qN−1(t) − qN (t)) − γ pN (t) + ξN (t). (56)

Here, γ is an effective friction constant and ξn(t) is a Gaussian white noise with zero mean
and an autocorrelation of

〈
ξn(t)ξm(t ′)

〉 = 2γmkBT δ(t − t ′)δnm . (57)

The effective friction and the noise model the solvent implicitly. Thus, the results derived
in this subsection are used in section 6.4 in the context of polymer melts where the other
polymers may be regarded as an origin of “noise”.
We briefly derive the analytic expression for the momentum-autocorrelation functions here.
A derivation for the Rouse model with inertia in the continuum limit where the distances in
the equations of motion are replaced by derivatives with respect to n can be found in ref.
[37]. However, in this work we want to keep the discrete nature of the chain to obtain a better
comparability with the expressions for the (free) harmonic chains.
First, we note that the reversible parts of the equations of motion are just the equations of
motion for a free harmonic chain. Thus, using the same discrete cosine transforms as before
(cf. eqs. (40) and (41)), we obtain the equations of motion for the modes

˙̃qn(t) = p̃n(t)

m
, (58)

123



57 Page 10 of 35 F. Koch et al.

˙̃pn(t) = −m	2
nq̃n(t) − γ p̃n(t) + ξ̃n(t) (59)

where n ∈ {0, . . . , N − 1}, 	n is the same as in eq. (45), and ξ̃n(t) is defined in exactly the
same manner as the other transformed quantities.
These equations of motion are easily solved by standard textbook methods and the
equilibrium-autocorrelation functions for the modes of the momentum read

〈
p̃n(t) p̃m(t ′)

〉 = bnδnm
4	2

n − γ 2

[
γ λn1 + 2	2

n

2γ
exp(λn1|t ′ − t |)

+ γ λn2 + 2	2
n

2γ
exp(λn2|t ′ − t |)

]
(60)

where 〈
ξ̃n(t)ξ̃m(t ′)

〉
= 2γmkBT (1 + δn0)︸ ︷︷ ︸

=:bn
δnmδ(t − t ′), (61)

λn1/2 := −γ ±√
γ 2 − 4	2

n

2
. (62)

We see that the autocorrelation function of the modes is either a sum of two exponential
decays or an exponential decay multiplied with a sinusoid depending on the values of γ

and 	n . In comparison one finds a simple exponential decay for the displacement modes
in the usual Rouse model without inertia [38, 39] and stretched exponentials for entangled
polymers [40]. The autocorrelation function for the momenta can now be expressed as

〈pn(t)pn(t)〉 = 2

N

(
1

4

〈
p̃0(t) p̃0(t

′)
〉

+
N−1∑
i=1

〈
p̃i (t) p̃i (t

′)
〉
cos2

(
π i
(
n − 1

2

)
N

))
. (63)

6 Results

6.1 Memory of Harmonic Chains in One Dimension

For a “chain” which consists only of one particle and two springs with fixed ends, we have
only one mode and the velocity-correlation function reads

Cb
vel(t) = kBT

m
cos

(√
2ωt

)
. (64)

The Laplace transform of this is

C̃b
vel(s) = kBT

m

s

s2 + 2ω2 (65)

and the memory kernel reads (cf. (1,1) in table 1)

K b
vel(t) = 2ω2. (66)
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Table 1 Memory kernels for the velocity of the n-th particle in a chain of length N with fixed ends

(N , n) K b
vel(t)

(1, 1) 2ω2

(2, 1) ω2

2

(
3 + cos

(√
2ωt

))

(3, 1) ω2

6

(
8 + 3 cos(ωt) + cos

(√
3ωt

))

(3, 2) ω2
(
1 + cos

(√
2ωt

))

(4, 1) ω2

8

(
10 + 2 cos

(√
2ωt

)
+

(
2 + √

2
)
cos

(√
2 − √

2ωt
)

+
(
2 − √

2
)
cos

(√
2 + √

2ωt
))

(4, 2) ω2

6

(
5+ 3 cos(ωt) + 3 cos

(√
2ωt

)
+ cos

(√
3ωt

) )

(5, 1) ≈ ω2(1.2 + 0.361804 cos(0.618034ωt) +
0.261803 cos(1.17557ωt) +
0.138197 cos(1.61803ωt) +
0.0381966 cos(1.90211ωt))

(5, 3) ω2

3

(
2 + 3 cos (ωt) + cos

(√
3ωt

))

(∞, 1) ω2 + ωJ1(2ωt)
t

The interactions between the particles are purely harmonic and the systems are one dimensional. Due to the
symmetry of the system, the memory kernels of the first and last particle of the chain, of the second and second
to last particle of the chain, and so on, are identical. Hence, the memory kernel for, e.g., (N , n) = (3, 1)
is the same as the memory kernel for (N , n) = (3, 3). For (N , n) = (5, 1), the expression for the memory
kernel contains roots of higher order polynomials that can either not be calculated exactly or have no concise
representation. A numerical approximation of the coefficients in the expression of the memory kernel for the
velocity of the first particle is given in the table

From the generalized Langevin equation

dv(t)

dt
= −2ω2

t∫

0

dτv(τ) + η(t) (67)

and the general time evolution of our observable v(t) = α cos(
√
2ωt + φ) with constants

α and φ, we see directly that the fluctuating force η(t) has to be v̇(0) and that it does not
explicitly depend on time. Further, the fluctuating forces are normally distributed because
the initial velocities v(0) are normally distributed in the canonical ensemble.
One can easily see that thismemorykernel and these “fluctuating” forces (that donotfluctuate)
fulfill the second fluctuation-kernel relation

〈η(t)η(0)〉 = K (t)〈A(0)A(0)〉, (68)

〈v̇(0)2〉 = 2ω2 〈v(0)2〉. (69)

The same kind of analysis can be done for chains with more particles. However, as the
calculations are more tedious, we use Wolfram Mathematica [41]. The resulting memory
kernels for the chains with fixed ends are given in table 1 and the memory kernels for the
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velocity of the first particle in a free harmonic chain measured in the center-of-mass system
are given in table 2.
To illustrate how an explicit expression for the fluctuating force can be derived for longer
chains, we analyse the velocity of a particle in a chain of length two with fixed ends. In this
case the memory kernel reads

K b
vel(t) = ω2

2

(
3 + cos(

√
2ωt)

)
(70)

and the velocity as a function of time reads

v(t) = 1√
2m

[
p̃1(0) cos(ωt) − q̃1(0)ω sin(ωt)

+ p̃2(0) cos
(√

3ωt
)

− q̃2(0)
√
3ω sin(

√
3ωt)

]
, (71)

where p̃1(0), q̃1(0), p̃2(0), q̃2(0) are randomly drawn from the initial canonical distribution.
Now, we can calculate an expression for the fluctuating force via

η(t) = v̇(t) +
t∫

0

dτ K b
vel(t − τ)v(τ ) (72)

= ω√
8m

[
ω cos

(√
2ωt

)
(q̃1(0) − 3q̃2(0))

− 3ω (q̃1(0) + q̃2(0))

+ √
2 sin

(√
2ωt

)
( p̃1(0) − p̃2(0))

]
. (73)

Let N (μ, σ 2) denote a normal distribution with mean μ and variance σ 2. The distributions
for the initial values in a canonical ensemble are given by

q̃i (0) ∼ N
(
0,

1

β	2
i

)
, (74)

p̃i (0) ∼ N
(
0,

1

β

)
. (75)

Hence, the distribution of the entire fluctuating force reads

η(t) ∼ N
(
0,

2ω2

βm

)
, (76)

which is in perfect agreement with the fluctuation-kernel theorem. Further, we can see that the
fluctuating force is also normally distributed for chains of arbitrary length with and without
fixed ends. This follows immediately from the structure of the observable as a function in time,
which is a sum of normally distributed starting configurations (with mean zero) multiplied
with functions that depend solely on time (cf. for example eqs. (19), (20), (25) and (26) or the
corresponding equations for the free chain). Consequently, the derivatives of these functions
have the same structure and even the convolution with the memory kernel does not alter
this structure. Thus, the fluctuating force has to be a normally distributed quantity. From the
second fluctuation-kernel theoremwe know the secondmoment of the fluctuating forces and,
hence, we know the entire distribution.

Turning our focus back to the memory kernels, we see in fig. 2 that the memory kernels
for the velocity of the first particle in finite chains with fixed ends agree with the memory
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Fig. 2 Comparison of the memory kernels for the velocity of the first particle in chains with fixed ends and
different lengths. The interactions between the particles are purely harmonic and the system is one dimensional

Fig. 3 Comparison of the memory kernels for the velocity of the first particle in chains with fixed ends and
different lengths. The interactions between the particles are purely harmonic and the system is one dimensional.
Here, thememorykernels for thefinite lengths are obtainedvia a numerical scheme similar to the one introduced
in ref. [23]. We see strong deviations between the memory kernels for chains of finite length and the one for
the infinite chain starting around ωt ≈ 2N

kernel for the infinite chain over different periods in time. In general we can see that the
times in which the memory kernels for the finite and infinite chain agree with one another
increase roughly linearly with chain length. Numerical data for longer chains also agrees
with this observation (compare fig. 3). This might suggest that the deviations of the memory
kernels for finite chains from the one for the infinite chain stem from information that travels
down the chain and returns after being reflected at the fixed end far away from the particle
of interest.
Further, we notice that none of the memory kernels decay to zero for t → ∞. The memory
kernel for the infinite chain even converges K b

vel(t) → ω2 for t → ∞. At this point we
already want to point out that an increasing length of the chain leads to “less” structure
in the memory kernel in the sense that K b

vel(t) ≈ ω2 for a longer duration after the initial
“relaxation”.

Next, we consider the memory kernels for the displacement instead of the velocity. Fol-
lowing the same procedure as before, one can derive some (quasi-)analytical results for short
chains (see table 3). Comparing the expressions of the memory kernel for the velocity and
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the displacement for chains of length N = 2

K b
vel(t) = ω2

2

(
3 + cos

(√
2ωt

))
(77)

K b
dis(t) = 3ω2

10

(
4 + cos

(√
5/2ωt

))
(78)

we see that not even the frequencies of the first modes (
√
2ω and

√
5/2ω) match up. Even

though the dynamics are very simple in this case and one observable is the time-derivative
of the other, it seems that there is no trivial relation between the memory kernels of the two
observables.

(However, if one compares the memory kernels for the velocity of the first particle in a free
chain of length N (cf. table 2)with thememory kernels for the displacement of the first particle
in chains with fixed ends of length N − 1 (cf. table 3) one finds a perfect agreement. Using
the expressions for the correlation functions, it is trivial to prove the equality for arbitrary
lengths. This connectionmight very well be amere coincidence and bear no physical insight.)
Coming back to the displacement and velocity of a particle in a chain with fixed ends, one
can also nicely illustrate that the Generalized Langevin equations for those quantities are
not simply related by a time-derivative even though the observables are. We can calculate
the derivative of the generalized Langevin equation for the displacement and perform an
integration by parts to obtain an alternative equation of motion for the velocity:

q̈(t) = − d

dt

t∫

0

dτ K b
dis(t − τ)q(τ ) + η̇(t), (79)

v̇(t) = −
t∫

0

dτ K b
dis(t − τ)v(τ ) − Kdis(t)q(0) + η̇(t). (80)

Note that there is no fluctuation-kernel relation between K b
dis(t) and η̇(t). Thus the memory

kernel of the equation of motion for the velocity that is derived directly by a linear projector
(and thus fulfills eq. 8 by construction) has to differ from K b

dis(t).
The correlations of the displacement in an infinite chain with fixed ends aremore complicated
than the correlations of the velocity in an infinite chain with fixed ends. Hence, we use the
numerical result for the memory kernel for a long chain (500 particles) as a reference in
fig. 4. Besides the obvious similarities between the memory kernels for the velocity and the
displacement (e.g. the number of modes or the expression K b

dis/vel(t) = 2ω2 for a chain of
length one), there are some striking differences. For example, the convergencewith increasing
chain length ismuch slower than for the velocities (see alsofig. 5), and the value of thememory
kernel at t = 0 depends on the length of the chain. Both of these findings may be explained
by the fact that the equilibrium probability distribution for the displacements depends on
the length of the chain. In contrast to this, the probability distribution of the velocities is
normal (p(v) ∼ exp(−βmv2/2)) irrespective of the length of the chain. Another remarkable
difference is that the memory kernel for the displacement of the first particle in an infinite
chain seems to decay to zero for large times whereas the memory kernel for the velocity of
the first particle in an infinite chain decays to ω2 for large times.

However, there is another case in which the memory kernel decays to zero even when
we consider the velocity as the observable of interest. The expression for the infinite chain
derived above corresponds to the case of only one fixed end as the second fixed end is pushed
towards infinity when the thermodynamic limit is taken. If we want to eliminate the effect of
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Fig. 4 Comparison of thememory kernels for the displacement of the first particle in chainswith fixed ends and
different lengths. The interactions between the particles are purely harmonic and the system is one dimensional.
The first five memory kernels are obtained via the method involving a Laplace transform, the memory kernel
for a length of 500 is obtained via the method described in ref. [23]

any hard wall, we can study the dynamics of a particle in the infinite chain, which is also far
away from the first fixed end. We first notice that for any fixed ω > 0 and ∀t ∈ R

lim
j→∞ J4 j (2ωt) → 0 (81)

in eq. (38). Thus, we conclude that the velocity covariance for the infinite chain (extending
infinitely in both directions) with no fixed ends reads

C f
vel(t) = kBT

m
J0(2ωt) (82)

which agrees with the result for an infinite chain with periodic boundary conditions in ref.
[29]. Calculating the memory kernel from this expression one obtains

K f
vel(t) = 2ωJ1(2ωt)

t
. (83)

This differs from all previous memory kernels for velocities as this memory kernel vanishes
for t → ∞. In ref. [29] it is found that the velocity covariance in eq. (82) gives rise to a
nonzero diffusion coefficient due to its zero-frequency mode. In order to obtain a diffusive
process, however, it is sensible that the particle “forgets about its past” at some point during
the process.

6.2 Introducing Anharmonicities

There are many different ways to introduce anharmonicities in the interaction potential. One
way is to replace the quadratic interaction by a potential which is a polynomial of order four
as done in ref. [42]. There, the relevant time scales of the intermediate scattering functions
and their memory kernels show a sensitive dependency on the strength of the anharmonicity.

For the systems studied in this work, if not stated otherwise, we use a harmonic interaction
that is equivalent with the harmonic limit in ref. [42]. In particular we use a spring coefficient
of k = 20.14β−1d−2 where d is the equilibrium distance. However, the anharmonicity
introduced in ref. [42] seems not to be the intuitive one if one thinks aboutmodeling polymers.
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Fig. 5 Comparison of thememory kernels for the displacement of the first particle in chainswith fixed ends and
different lengths. The interactions between the particles are purely harmonic and the system is one dimensional.
All memory kernels are obtained via the method described in ref. [23]

Fig. 6 Memory kernels for the velocity of the first particle in a chain of length 10. All systems are one
dimensional. The “Harmonic” and “Harmonic Free” curves have purely harmonic interactions, whereas the
“WCA”, “WCA Dense”, and “WCA Free” curves include a WCA interaction to model the steric interactions
among the particles. The equilibrium distance of neighbouring particles for the “WCA” and “WCA Free”
curves are �x = 1 and for the “WCA Dense” curve it is �x = 0.9. For the “Harmonic Free” and “WCA
Free” curves no fixed ends are used

Insteadwe add aWeeks-Chandler-Andersen (WCA) interaction among the particles tomodel
steric interactions. The expression for the WCA potential [43] reads:

VWCA(r) =
{
4ε
((

σ
r

)12 − (
σ
r

)6)+ ε for r ≤ rco

0 for r > rco
(84)

with the cut-off radius rco = 21/6σ . For now, we use rco = 0.6d and ε = 20β−1.
For a start, we run two sets of simulations each with ten particles but one with a distance

of l = 11d and one with a distance of l = 9.9d between the walls. These correspond to
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Fig. 7 Distribution of the fluctuating force of the generalized Langevin equation for the displacement of one
particle in a one dimensional chain with fixed ends and a WCA interaction. For comparison, a fitted normal
distribution is also depicted. The distribution has been obtained by rescaling the histogram and the only fit
parameter for the normal distribution is the standard deviation

equilibrium distances between neighbouring particles of either �x = 1d or �x = 0.9d .
By decreasing �x we can increase the number of “WCA collisions” taking place and, thus,
investigate the influence of the number of collisions on thememory kernels. From the velocity
covariance we calculate the memory kernels shown in fig. 6. For both sets of simulations
the average duration of a “WCA collision” is determined to be around ω�t ≈ 0.1 which
is in perfect agreement with the peaks in the memory kernels for the “WCA” and “WCA
Dense” curves at ωt = 0. Interestingly, one does not see a clear signature of the WCA
interaction on the time scale of the collisions for the autocorrelation functions that yield
these memory kernels (c.f. Appendix 1). For times ωt > 0.1 the curves including WCA
interactions lay slightly above the purely harmonic ones but exhibit similar behavior (e.g.
after ωt ≈ 20 the memory kernel shows again some stronger oscillations). The average
number of collisions per time for the “WCA” setup is Ncol/T ≈ 2.5 and for the “WCA
Dense” setup it is Ncol/T ≈ 5.6. The ratio of these collision rates is similar to the ratio of the
heights of the peaks of the memory kernels at ωt = 0. Thus, one might expect to see an even
stronger peak in systems with more collisions such as a polymer melt in three dimensions.

Next we analyse the distribution of the fluctuating forces for this system. We can use
eq. (10) together with the memory kernels we determined above and the MD trajectories to
calculate the fluctuating forces via

η(t) = dA(t)

dt
+

t∫

0

dτ K (t − τ)A(τ ). (85)

In fig. 7 an exemplary distribution for the displacement is shown. The distribution for the
velocity looks quite similar and is henceomitted.Asone can see, thefit of a normal distribution
in fig. 7 does not match the real distribution at all and, hence, one should not approximate the
random force for such a system by Gaussian noise. A similar result was found by analyzing
the fluctuating forces for a simple diffusion process where a Gaussian noise distribution is
recovered for heavy tracer particles only [27]. In more general terms we want to emphasize
that a non-trivial memory kernel does not imply a non-Gaussian distribution of the fluctuating
forces. Instead, one can always find a random process with a Gaussian distribution that
satisfies the fluctuation-kernel relation, eq. (8), and reproduces the autocorrelation functions
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Fig. 8 Memory kernels for the displacement of the first particle in a chain of length 10. All system are one
dimensional. The “Harmonic” and “Harmonic Free” curves have purely harmonic interactions, whereas the
“WCA”, “WCA Dense”, and “WCA Free” curves include a WCA interaction to model the steric interactions
among the particles. The equilibrium distance of neighbouring particles for the “WCA” and “WCA Free”
curves are �x = 1 and for the “WCA Dense” curve it is �x = 0.9. For the “Harmonic Free” and “WCA
Free” curves no fixed ends are used

of the observables exactly. This is true for stationary processes [44] as well as for non-
stationary processes [24]. However, the fluctuating forces are then not modeled via white
Gaussian noise but drawn from a multidimensional Gaussian distribution.

Now, we look into the dynamics of the velocity of the first particle in a chain with no
fixed ends (see “WCA Free” in fig. 6). If we show memory kernels for observables of free
polymers, these are always sampled in the center of mass system and shifted such that the
time average of the observables vanishes. The shift is only important for the displacement
since the time average of the velocity in the center of mass system is zero anyways.

For short times ωt < 1, the memory kernels for “WCA” and “WCA Free” show similar
trends but differ approximately by a factor of two. This is in agreement with the previous
connections drawn between the structure of the memory kernels and the interactions because
the first particle in the freely floating chain interacts only with one instead of two neighboring
particles via a harmonic and a WCA interaction. For larger times, ωt > 0.1, the memory
kernels for the free polymers with and without a WCA interaction are similar, e.g. both are
smaller in magnitude than the other memory kernels in fig. 6. However, it can be seen that
the WCA interaction removes a considerable amount of structure from the memory kernel
for late times (see for example the amplitude of the oscillations for ωt > 20).

The memory kernels for the displacement can be seen in fig. 8. The main difference
between the memory kernels for the velocity and the displacement, besides the points
discussed before, is that there is no additional peak from the WCA interaction for the dis-
placements. To understand why this is the case we use eq. (13) to get a first approximation
of the memory kernel by the first term on the right-hand side:

K (t) ≈ − C̈(t)

C(0)
. (86)
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Fig. 9 Memory kernel and approximation of the memory kernel for the velocity of the first particle in a chain
of length ten with fixed ends. The system is one dimensional and the individual particles in the chain interact
via a harmonic and a WCA interaction. The explicit form of the approximation is given in eq. (86)

Fig. 10 Memory kernels for the velocity of the end particle in a free harmonic chain of length ten. The systems
differ in their dimensionality going from one to three. For the “2D - Offset” and “3D - Offset” curves a offset
of r0 = d in the interaction potential is picked

This corresponds to the so called Q-approximation where the orthogonal evolution operator
is replaced by the full time-evolution operator [15, 20, 45, 46]. If we use this to calculate an
approximation of the memory kernel for the displacement, we obtain something proportional
to the velocity correlation function, that does not show this peak around t = 0 due to theWCA
interacton (cf. eq. (37)). On the other hand, if this approximation is used for the memory
kernel of the velocity, we obtain

K b/f
vel(t) ≈ 〈F(0)F(t)〉

m2〈v(0)2〉 . (87)

Here, the force correlation and, hence, the peak due to the WCA interaction enters imme-
diately. In fig. 9 the memory kernel for the velocity of a chain with WCA interaction is
shown as well as the approximation discussed here. On the time scale of the WCA peak the
approximation of the memory kernel fits the true memory kernel perfectly.
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Fig. 11 Memory kernel for the velocity of the first particle in a chain of length ten, only the “WCA Long
2D” curve is for a chain of length twenty. All chains are free, meaning that they have no fixed ends. The
dimensionality of the systems varies and goes from one up to three

6.3 Going to Higher Dimensions

If we look again at a chain with purely harmonic interactions, we will get the same results
in two dimensions as in one dimension because the equations of motion for the different
dimensions decouple (see fig. 10, the curves for “1D” and “2D - No Offset”). However, this
is only true as long as the equilibrium distance of the springs is zero or in other words, only
if we consider the interaction potential

V (r) = k

2
(r − r0)

2 (88)

with r0 = 0. Otherwise, the force acting on a particle in x-direction would depend on the
distance in y-direction (through r )

Fx = −∂x V (r) = −k
(
x − r0x

r

)
. (89)

The effect of this coupling can be seen in fig. 10. Here, the “2D - Offset” and “3D - Offset”
curves (with r0 = 1d) have a less pronounced peak at ωt = 0 and for ωt > 20 there is no
signal like the one in the “1D” or “2D - No Offset” cases. Note, that in “1D” r0 has no effect
on the dynamics.

With the WCA interaction, however, matters change in higher dimensions as now also
particles that are not direct neighbors can interact via the WCA interaction. Comparing the
memory kernels for the velocity labeled “WCA 2D” and “WCA Long 2D” in fig. 11 we see
that the magnitude of the peak at ωt = 0 slightly increases with the length of the chain. For
times larger than the usual time of a collision (ωt ≈ 0.1) the WCA interaction seems not to
affect the shape of the memory kernel at all as the offset in the harmonic interaction potential
already removes the signal for ωt > 10.

Interestingly, one can observe an opposite effect if one considers again the displacement
as the observable (see fig. 12). Again, there is no initial peak on the timescale of the “WCA
collisions”. However, the initial peak on the time scale of the harmonic oscillations gets less
pronounced with the onset of the “WCA” interaction and gets even smaller for increasing
chain lengths. An intuitive explanation for this is that for the velocities theWCA interactions
cause rapid changes of the value of the observable. For the displacements, on the other hand,
theWCA interaction can “lock” the value of the observable as other particlesmay be regarded
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Fig. 12 Memory kernel for the displacement of the first particle in a chain of length ten, only the “WCA Long
2D” curve is for a chain of length twenty. All chains are free, meaning that they have no fixed ends. All systems
are either two or three dimensional

Fig. 13 Memory kernels for the velocity of the first particle in a chain of length ten. All systems are three
dimensional. The additional anharmonicities of the chain are either aWCA interaction or aGaussian ineraction.
For the “Harmonic with Offset” curve a offset of r0 = d is picked

as barricades that slow down the dynamics of the displacement. This also explains why the
“WCA 3D” curve has a less pronounced peak than the “WCA 2D” curve for the velocities
(see fig. 11) but a stronger one for the displacements (see fig. 12). In three dimensions the
particles can go round each other more easily and collide less. This argument is further
strengthened by the fact that the displacement-autocorrelation function in three dimensions
decays faster than in two dimensions (c.f. Appendix 1).

Nextwewant to illustrate that the general trends observed in this section are not just a result
of the specific anharmonicity we chose, the WCA interaction. In fig. 13 memory kernels for
the velocity of chains in three dimensions can be seen. For two of them aGaussian interaction
potential of the form

VGaussian(r) = ε exp

(
−1

2

( r
σ

)2)
(90)

is used instead of the WCA interaction. The Gaussian interaction model is capable of
reproducing important properties of polymer systems, e. g. depletion interactions [47]. For
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Fig. 14 Distribution of the fluctuating force of the generalized Langevin equation for the displacement of the
first particle in a chain without fixed ends in two dimensions. The interaction potential is purely harmonic with
a nonzero offset. For comparison a fitted normal distribution is depicted. The distribution has been obtained
by rescaling the histogram and the only fit parameter for the normal distribution is the standard deviation
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Fig. 15 Distribution of the fluctuating force of the generalized Langevin equation for the velocity of the first
particle in a chain without fixed ends in two dimensions. The interaction potential is purely harmonic with a
nonzero offset. For comparison a fitted normal distribution is depicted. The distribution has been obtained by
rescaling the histogram and the only fit parameter for the normal distribution is the standard deviation

simplicity we pick the same values for ε and σ as used for theWCA interaction (cf. eq. (84)).
The corresponding curve in fig. 13 is labeled “Gaussian Soft”. For the “Gaussian Hard”
curve ε is doubled and σ is halved. We can see that the overall timescale of the decay of
the memory is quite similar for all interactions. However, only for the WCA interaction we
can clearly attribute the different signatures of the memory kernel to the different kinds of
interactions, e.g. the initial peak at ωt = 0 to the WCA interaction and the decay around
ωt = 1 to the harmonic one. For the Gaussian interaction, which has no cutoff radius here, the
different interactions interfere more which each other and one cannot differentiate between
their effects as clearly as with the WCA interaction.

Finally, we analyse the distributions of the fluctuating forces of the two-dimensional
systems. Interestingly the hard interaction has no strong effect on the shape of the distributions
and hence we restrict ourselves to showing only the data for the purely harmonic case with an
offset. Again, the distributions obtained from the simulations are shown together with fitted
normal distributions, fig. 14 for the displacement and in fig. 15 for the velocity. Interestingly,
the distribution of the fluctuating forces for the displacement can be well described with a

123



Analysis of the Dynamics in Linear Chain Models... Page 25 of 35 57

Fig. 16 Normalized memory kernels for the displacement of the last particle in a polymer where an external
force acts on the first particle of the same polymer within a polymer melt. All systems are three dimensional.
The memory kernels are shown for t1 = 10τLJ

normal distribution whereas this is not the case for the distribution of the fluctuating forces
for the velocity.

6.4 Melts and Non-equilibrium

Next,we address full non-equilibriumsystems.We study a polymermelt and apply an external
force to one particle in one polymer from themelt.We choose the displacement (e.g.�x(t) =
x(t)−x(0)) as the observable of interest. Even though this observable is similar to the previous
observables, the formalism to derive an equation of motion changes considerably, because
the displacement of the particles (in free space) does not reach a stationary distribution. In
other words, the two-time correlation function C(t1, t2) := 〈�x(t1)�x(t2)〉 is not invariant
under time translations C(t1, t2) = C(t1 + �t, t2 + �t). Hence, even without an external
force the dynamics cannot be described by the stationary generalized Langevin equation (eq.
(10)) but needs to be described by the non-stationary generalized Langevin equation (eq.
(1)).

We performmolecular dynamics simulations of Kremer–Grest bead-spring polymermelts
[48] at a monomer density of nσ 3 = 0.85. Our simulations consist of Nch = 125 chains of
N = 100monomers each, i.e. of NchN = 12, 500 particles. Eachmonomer has amassm and
interacts through the Weeks-Chandler-Andersen (WCA) potential, eq. (84), with ε = kBT ,
leading to a time scale τLJ = √

(mσ 2)/ε. Covalent bonds are modeled using a non-linear
elastic potential (FENE),

UFENE(r) = −(kFENER
2
0/2) ln

(
1 − (r/R0)

2) , (91)

with kFENE = 30ε/σ 2 and R0 = 1.5σ . The simulations are carried out in a cubic box using
periodic boundary conditions. A constant external force Fext is applied along the positive
x-direction on the first monomer of a tracer polymer chain. To obtain statistically significant
results, we simulate at least 1.6 × 103 independent trajectories for each data set.

The memory kernels for displacement and velocity at different external force strengths
are shown in figs. 16 and 17. Some exemplary 3D plots of two-time correlation functions as
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Fig. 17 Normalized memory kernels for the velocity of the last particle in a polymer where an external force
acts on the first particle of the same polymer within a polymer melt. All systems are three dimensional. The
memory kernels are shown for t1 = 10τLJ

Fig. 18 Mean square displacement (MSD) of the end monomers in polymer chains of length N = 100. The
black curve is obtained from equilibrium simulations of a polymer melt and the grey curves are the analytic
MSD’s for the Rouse chain with inertia for three different friction constants. For all curves one can see a
ballistic regime (∼ t2) at short times, a subdiffusive regime (∼ √

t) at intermediate times, and a diffusive
regime (∼ t) at late times

well as memory kernels reflecting the non-stationary nature of the problem are shown and
discussed in Appendix 2. Similar to our previous results, we see that the memory kernels
decay rapidly, with some minor variations depending on the external force. However, the
overall decay behavior remains mostly unaffected. For the simpler systems discussed earlier,
this decay occurs on a time scale of ω−1. To analyze these systems in a similar fashion, we
determine an effective spring constant considering the second derivative of the interaction
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potential (WCA+FENE) at its minimum. This analysis yields keff ≈ √
981.255 ε

σ 2 , which

in turn results in ωeff =
√

keff
m ≈ 31.32τ−1

LJ . The time scale ω−1
eff ≈ 0.032τLJ fits the decay

time scale of the memory kernels nicely. Furthermore, we observe some common features of
the memory kernels for the same observables among the different systems. For example, the
memory kernels for the displacement in the case of a free chain in two dimensions (fig. 12)
and the memory kernel for the displacement in a polymer melt without an external force
(fig. 16) exhibit a similar non-monotonic behaviour during the initial decay.
If we consider the mean square displacement (cf. fig. 18), we see a clear subdiffusive regime
for the polymer melt. Here, it starts around the time a monomer needs to traverse its own
diameter, MSD(t) = σ 2, which is t ≈ 3.5τLJ and extends to times of the order of 105τLJ.
With a chain length of N = 100 one might expect to see first hints of reptation, e.g. a regime
in the MSD with MSD(t) ∼ t1/4. However, as shown in ref. [48], this effect is strongly
suppressed for monomers close to the ends of the polymers because their movement is less
constrained than the movement of monomers close to the center of the polymers. Thus, it is
not surprising that we do not observe a repation regime here.
To get a better understanding of the subdiffusive signature, we compare it with the MSD of
the Rouse model with inertia. The MSD for the Rouse model is easily obtained by dividing
the momentum-autocorrelation function, eq. (63), by m2 and integrating it over time twice.
In the resulting expression, we use a chain length of N = 100 and a spring constant of
k = 31.32kBTσ−2 in direct analogy to the polymer-melt system. We show the MSDs for
three different different values of the friction constant γ τLJ ∈ {4, 20, 100} in fig. 18. While
the different MSDs qualitatively reproduce the MSD of the polymer melt in the sense that
they show a ballistic, a subdiffusive, and a diffusive regime, they do not agree quantitatively.
This might be expected from all the simplifications in the Rouse model. However, we see that
a friction constant 4 < γτLJ < 20 will reproduce the correct long-time diffusion constant
while larger friction constants better reproduce the extent of the subdiffusive regime.
Next, we check how this behaviour is entailed in the memory kernels. For very short chains,
the memory kernels can be calculated analytically via eq. (12). The memory kernel for the
velocity of a particle in a Rouse chain with inertia of length two the memory kernel reads

K f
vel(t) = γ δ(t) + ω2 exp

(
−γ t

2

)[
cosh

(√
γ 2 − 4ω2

2
t

)

+ γ√
γ 2 − 4ω2

sinh

(√
γ 2 − 4ω2

2
t

)]
. (92)

Here, the delta peak at t = 0 is a clear signature of the noise in the equations of motion.
Further, we see that the memory kernel decays exponentially. We also determine the analytic
memory kernels K f

vel(t) for chains up to a length of N = 4. However, the exact expressions
are quite long and not very insightful. Thus, they are left out and we simply note that all of
themhave a delta-peak contribution of the form γ δ(t) and all the other terms are exponentially
decaying. This nicely fits to findings of ref. [49] where it is shown that the memory kernel for
the displacement of the central particle in a Rouse chain without inertia but in the continuum
limit is a sum over infinitely many exponential decays.
The memory kernels for Rouse chains of length N = 100 are again calculated numerically.
A comparison of the equilibrium memory kernels for the polymer melt and the Rouse model
with different friction constant can be seen in fig. 19. Surprisingly, the memory kernel for the
polymer melt seems to decay much faster than the memory kernels for the Rouse model even
though the subdiffusive regime for the polymer melt extends to loger times than for the three
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Fig. 19 Normalized memory kernels for the velocities of the end monomers in a polymer chain of length
N = 100. The black curve is obtained from equilibrium simulations of a polymer melt and the grey curves
are obtained by numerically calculating the memory kernels from the analytic expression of the velocity-
autocorrelation function for the Rouse model with inertia and three different friction constants. Note that the
delta-peak contribution is ignored for the normalization of the memory kernels for the Rouse model

depicted Rouse systems. However, it is possible that there are slower decaying contributions
to the polymer-melt memory kernel that have such a small amplitude that they are buried in
the noise. Here, one has to keep in mind that the normalization of the memory kernels in
fig. 19 might give a misleading impression, because the γ δ(t) contribution to all memory
kernels of the Rouse model is ignored for the normalization.

7 Conclusion

We have presented an analysis of the motion of a single particle in a one-dimensional chain.
By means of the projection operator method we have integrated out the degrees of freedom
of all other particles in order to obtain the effective equation of motion, the generalized
Langevin equation. We started out with a harmonic chain in one dimension and successively
increased the complexity of the problem by adding anharmonic interactions, considering
higher dimensions and pulling on the particle. In particular, we were interested in the effects
of these different levels of complexity on the memory kernel and the distribution of the
fluctuating force.

Starting out from one-dimensional harmonic chains where the memory kernel never
decays, it is shown that different sources of nonlinearities lead to quickly decaying memory
kernels. (Note, that the framework of the generalized Langevin equation does not rely on
any point throughout the derivation on the fact that the memory kernels decay to zero. Of
course, a memory kernel that does not decay may complicate a stochastic interpretation of
the fluctuating force and, thus, prevent us from using the generalized Langevin equation as a
simple coarse-graines model. Nevertheless the formalism may still be useful to analyze such
systems.)
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Fig. 20 Normalized velocity autocorrelation functions yielding the memory kernels in fig. 6. All systems are
one dimensional

Introducing anharmonicities in the form of Weeks-Chandler-Anderson (WCA) interactions,
for example, causes a decay of the memory kernels and gives rise to an additional peak in
the memory kernel that can be associated with WCA collisions. Going to higher spacial
dimensions also causes the memory kernel to rapidly decay if a nonzero equilibrium distance
between the particles is chosen. Further, in many cases we analyzed, the fluctuating forces do
not have a simple normal distribution. Thus, if onewishes to use a Langevin equation tomodel
such systems, the noise should not be drawn from a normal distribution. Going to a system
of anharmonically interacting chains in three dimensions, a simple polymer-melt model, a
similar trend is observed. Here, the decay of the memory kernels of the end monomers in
the polymer melt decays much faster at short times than the memory kernels obtained for
a Rouse model with inertia. Further, an analysis of driven systems where a single polymer
is pulled through the melt with a constant force shows that this rapid decay is also obtained
in an adapted version of the generalized Langevin equation suitable for full non-equilibrium
systems.
We conclude that the structured part of the memory kernel, which dominates the behaviour
of the auto-correlation function at short times, vanishes for increasingly complex systems.

Appendix: Correlation Functions

In this appendix we show show a selection of correlation functions for the different models
and observables considered throughout the article. The correlation functions in figs. 20, 21,
22, 23 lead to the memory kernels in figs. 6, 8, 11 and 12 respectively. Interestingly, the clear
signal of theWCA interaction for thememory kernels of the velocity, the peak forωt � 10−1,
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Fig. 21 Normalized displacement autocorrelation functions yielding the memory kernels in fig. 8. All systems
are one dimensional

Fig. 22 Normalized velocity autocorrelation functions yielding the memory kernels in fig. 11. The dimen-
sionality of the systems varies and goes from one up to three

is not visible in the corresponding velocity autocorrelation functions (c.f. figs. 20 and 22).
Regarding the “WCA 2D” and “WCA 3D” curves in fig. 23, we find further evidence that the
reasoning why the “WCA 3D” memory kernel has a less pronounced peak than the “WCA
2D” memory kernel in fig. 11, namely that in three dimensions the particles can go round
each other more easily and collide less, is correct.
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Fig. 23 Normalized displacement autocorrelation functions yielding thememory kernels in fig. 12.All systems
are either two or three dimensional

Non-stationary Correlation Functions andMemory Kernels

In this sectionwe show some exemplary 3D plots of two-time correlation functions andmem-
ory kernels in the non-stationary case discussed in section 6.4. Because we want to discuss
only the qualitative behaviour, we only show plots for an external force of F = 50kBT /σ in
this section. In figs. 24 and 25 the two-time correlation functions for the displacement and the
velocity are shown. As expected, the two-time correlation function of the displacement does
not reach a stationary limit but shows a steady increase with increasing t1 and t2. The two-
time correlation function for the velocity on the other hand tends towards a stationary limit
rapidly. This trend can also be seen for the corresponding memory kernels in figs. 26 and 27.
Whereas the memory kernel for the displacement decreases in magnitude along the diagonal
t1 = t2, which might be expected from the fact that the two-time correlation function for
the displacement increases along this diagonal, the memory kernel for the velocity reaches a
stationary limit rapidly again. However, the normalized memory kernel for the displacement

Fig. 24 Two-time correlation function for the displacement of the last particle in a polymer where an external
force of strength F = 50kBT /σ acts on the first particle of the same polymer. The polymer is in a three-
dimensional polymer melt. (Coloured version available online)
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Fig. 25 Two-time correlation function for the velocity of the last particle in a polymer where an external force
of strength F = 50kBT /σ acts on the first particle of the same polymer. The polymer is in a three-dimensional
polymer melt. (Coloured version available online)

Fig. 26 Non-stationary memory kernel for the displacement of the last particle in a polymer where an external
force of strength F = 50kBT /σ acts on the first particle of the same polymer. The polymer is in a three-
dimensional polymer melt. Note that the memory kernel is not depicted for t1, t2 < 0.05τLJ because the
memory kernel diverges for t1, t2 → 0. (Coloured version available online)
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Fig. 27 Non-stationary memory kernel for the velocity of the last particle in a polymer where an external force
of strength F = 50kBT /σ acts on the first particle of the same polymer. The polymer is in a three-dimensional
polymer melt. (Coloured version available online)

as shown in fig. 16 reaches a stationary limit. Thus, all slices of memory kernels shown in
figs. 16 and 17 are representative for their shape at late times.
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