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Abstract
Conventional pharmacokinetic (PK) models contain several useful inductive biases guiding model convergence to more 
realistic predictions of drug concentrations. Implementing similar biases in standard neural networks can be challenging, 
but might be fundamental for model robustness and predictive performance. In this study, we build on the deep compartment 
model (DCM) architecture by introducing constraints that guide the model to explore more physiologically realistic solu-
tions. Using a simulation study, we show that constraints improve robustness in sparse data settings. Additionally, predicted 
concentration–time curves took on more realistic shapes compared to unconstrained models. Next, we propose the use of 
multi-branch networks, where each covariate can be connected to specific PK parameters, to reduce the propensity of models 
to learn spurious effects. Another benefit of this architecture is that covariate effects are isolated, enabling model interpret-
ability through the visualization of learned functions. We show that all models were sensitive to learning false effects when 
trained in the presence of unimportant covariates, indicating the importance of selecting an appropriate set of covariates to 
link to the PK parameters. Finally, we compared the predictive performance of the constrained models to previous relevant 
population PK models on a real-world data set of 69 haemophilia A patients. Here, constrained models obtained higher 
accuracy compared to the standard DCM, with the multi-branch network outperforming previous PK models. We conclude 
that physiological-based constraints can improve model robustness. We describe an interpretable architecture which aids 
model trust, which will be key for the adoption of machine learning-based models in clinical practice.
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Introduction

Selection of appropriate drug dosage is an important aspect 
underlying the efficacy of treatment and the prevention of 
drug-induced toxicity. However, selecting optimal doses on 
an individual basis can be challenging, which has histori-
cally led most to follow weight-based dosing regimens. It 
has frequently been reported that these conventional regi-
mens can result in considerable inter-individual variabil-
ity of achieved drug concentrations [1–3]. For example, 
in a study of haemophilia A patients receiving factor VIII 
(FVIII) concentrate, weight-based dosing (50 IU/kg) was 
observed to result in as high as a tenfold variation in peak 
FVIII levels [1]. Such large discrepancies could be espe-
cially concerning during surgical procedures, where main-
taining appropriate FVIII levels is thought to be important 
for reducing the risk of (severe) bleeding [4]. Previous stud-
ies have shown that personalization of treatment based on 
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the individual pharmacokinetic (PK) profile of the patient 
resulted in improved achievement of target FVIII levels dur-
ing the perioperative setting compared to weight-based dos-
ing [4].

Population PK involves the study of inter-individual dif-
ferences in drug absorption, distribution, metabolism, and 
elimination [5]. PK models leverage mathematical repre-
sentations of these processes to predict in vivo drug con-
centrations. PK models estimate a set of latent variables (PK 
parameters; which for example represent drug clearance or 
volume of distribution) based on covariate data using hand-
picked closed-form expressions describing covariate effects. 
These estimates are then fed into a system of differential 
equations—so-called compartment models—which encode 
prior knowledge of drug distribution [6]. Considerable time 
and expertise is required for the development of population 
PK models, partly due to the manual selection of covari-
ates and fine-tuning of the functions describing their effect. 
Another downside of the classical approach is that more 
complex and unconventional functions are rarely considered 
in favour of linear or power functions. This might hurt the 
predictive performance of such methods. Finally, develop-
ment of population PK models rarely involves internal or 
external validation procedures, and the use of simple covari-
ate effects and significance testing of model components 
might mask risks of overfitting and poor generalizability.

Recently there has been increased interest in the use of 
machine learning (ML) based approaches for performing 
PK analysis [7]. Several methods have been suggested to 
screen covariates based on feature importance [30, 31] or 
to inform function selection [32, 33]. Population PK mod-
els can also directly leverage ML methods which has the 
potential to improve model accuracy while reducing time 
spend on model development by for example directly learn-
ing drug kinetics [8] or covariate implementation [9] from 
data. However, the design of a reliable approach in the con-
text of pharmacometrics is non-trivial: drug concentration 
data is often sparsely and irregularly sampled, while treat-
ment interventions (e.g. drug administration) can be notably 
different between individuals. Additionally, we wish to use 
these models to evaluate counterfactual scenarios (evaluat-
ing different treatment strategies) meaning that these models 
should reliably extrapolate to unseen data. It might there-
fore be necessary to include prior knowledge into model 
structure to allow for more data-efficient learning. Most ML 
methods are also prone to overfitting, so it might be difficult 
for physicians to place their trust in these methods without 
some form of interpretability or prediction uncertainty [25, 
26]. The European Commission’s proposed Regulation on 
Artificial Intelligence also explicitly places such require-
ments on ML models before they can be used for healthcare 
applications (AI Act recital 47, https:// www. euaia ct. com/ 
recit al/ 47, accessed 19 December 2023). A potential positive 

consequence of these requirements might be that ML-based 
algorithms will be more extensively validated compared to 
classical methods.

Inductive biases

In population PK models, three sources of inductive biases 
help to improve model convergence: the structure of the 
compartment model, the equations chosen to represent 
covariate effects, and the use of informed initial estimates of 
model parameters. In contrast, naive neural networks encode 
weak inductive biases for dealing with tabular or time-series 
data. It can be shown that naive neural networks incorrectly 
handle important variables such as dose leading to incorrect 
extrapolation [7]. This problem is inherent to the inclusion 
of dose as a model input and is likely equally problematic in 
other standard ML methods (e.g. random forests and gradi-
ent boosting) [8]. Importantly, Lu et al. have even shown 
how neural network architectures specialized for time series 
predictions such as recurrent neural networks (RNNs) and 
long short-term memory models (LSTMs) fail to reliably 
extrapolate to unseen dosing schedules [8]. These limitations 
cannot be overcome without a causal use of variables such as 
dose, which potentially necessitates the use of ordinary dif-
ferential equation (ODE) based methods [29]. Neural-ODE-
based approaches, where treatment directly affects the latent 
state of the model at discrete time points, indeed do correctly 
respond to new and complex dosing regimens. These models 
are fully data-driven, greatly simplifying model develop-
ment. Multiple Neural-ODE-based approaches have been 
suggested which can be used to learn unknown parts of the 
dynamical system [10, 27], or augment expert models by 
learning latent effects [11]. The deep compartment model 
(DCM) approach by [9] uses neural networks to predict the 
PK parameters for a compartment model, implementing 
doses as time-based events directly affecting drug concentra-
tions in specific compartments. This approach has the benefit 
of predicting the same variables used in PK models allowing 
for the comparison of results. Additionally, prior knowledge 
on drug kinetics can be included through the compartment 
model, potentially improving data efficiency.

Explicitly learning the dynamical system underlying 
observations likely serves as a useful inductive bias to 
improve the reliability of predictions. However, as drug con-
centration measurements are often sparse, the solution space 
given the data of potential models for these ODE-based 
methods can still be considerably large (see Fig. 1). As a 
result, unconstrained models might place similar likelihood 
on many different model parametrizations (Fig. 1a). Alterna-
tively, well-specified models with physiological-based con-
straints result in more concentrated posterior distributions. If 
these biases are well-adjusted and informative, the resulting 
posterior might be more similar to the true model. In Fig. 1b, 
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we depict an example of models within the solution space 
of unconstrained models. Some of the models might learn 
potentially physiologically implausible or unlikely concen-
tration–time curves (dashed lines).

In this work, we introduce simple inductive biases within 
the deep compartment model framework by placing domain-
specific constraints on model architecture to improve robust-
ness. We define models as not robust if they have a high 
propensity of learning spurious effects. We investigated 
effects on model accuracy and stability of providing bounds 
for the value of the PK parameters, estimating global values 
for difficult to identify parameters, and connecting covari-
ates to specific PK parameters. Expanding on the latter con-
straint, fully-connected neural networks encode an implicit 
assumption that part of the signal potentially originates from 
complex interactions between the covariates. Model general-
izability and robustness can potentially be improved by only 
linking covariates with causal effects to specific PK param-
eters in sub-models. An additional benefit of this approach is 
that the learned function from each sub-model can be visual-
ized, enabling model interpretation.

Methods

Problem definition

Our focus is on haemophilia A, a blood clotting disorder 
where a deficiency of FVIII results in elevated (spontane-
ous) bleeding risk. Haemophilia A patients are treated by 
intravenous injection of FVIII at regular intervals. The PK 
of FVIII is often described using a two-compartmental struc-
ture, where the first compartment represents the distribution 

of FVIII into the blood and the second is often thought to 
represent the initial rapid clearance of FVIII or its binding 
to intra or extra-vascular space [12–14]. The two-compart-
mental model can be represented by the following system of 
partial differential equations:

Here, the rate constants k describe the flow between the 
compartments specified in its subscript, A1 represents the 
concentration in the 1st compartment (and so on), and I rep-
resents the rate of drug entering the first compartment after 
drug administration. The rate constants k are functions of the 
PK parameters: k10 =

CL

V1

 , k12 =
Q

V1

 , and k21 =
Q

V2

 with 
z = {CL,Q,V1,V2} referring to clearance, inter-compart-
mental clearance, central distribution volume, and peripheral 
distribution volume, respectively.

Cons ide r  a  popu la t i on  o f  n  i nd iv idua l s 
with D =

(

x(i), t(i), y(i)
)

i∈[1..n]
 , each with irregular drug con-

centration measurements y(i) ∈ ℝ
K
+

 sampled over time hori-
zon t(i) ∈

[

0, Ti
]

 with Ti indicating the follow-up time for 
individual i . Drug concentration predictions are produced 
based on the compartment model and a matrix of interven-
tions I(i) containing information on time of dose, dosage, and 
infusion rates that affect the integrator at the specified time 
points:

In non-linear mixed effects models, individual esti-
mates of each of the PK parameters z(i) ∈ ℝ

M
+

 are obtained 
based on covariates x(i) ∈ ℝ

D and subject-specific random 

(1)
dA1

dt
=

I

V1

+ A2 ⋅ k21 − A1

(

k10 + k12
)

dA2

dt
= A1 ⋅ k12 − A2 ⋅ k21

(2)ŷ(i)(t) = A
(

t;z(i), I(i)
)

Fig. 1  Schematic representation of the solution space of naive and 
well-specified models. In a we show the solution space of naive and 
well-specified models. In b the solution space of a model with poor 

inductive biases is shown. Samples from the solution space (dashed 
lines) can be physiologically unrealistic when data is sparse, and can 
differ greatly with the true solution (solid line)
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effects �(i) ∼ N(0,Ω) , where Ω is a M ×M covariance matrix 
when random effects are included on all PK parameters. The 
following implementation is frequently observed within the 
pharmacometrics literature:

Here, � represent model fixed effect parameters and 
Sm ⊂ [1..D] indicates the subset of covariates used to pre-
dict zm . After specifying a model for the residual error 
� ∼ N(0,Σ) on y(i) (e.g. additive, proportional, or a com-
bination of both), model parameters Θ = {�,Ω,Σ} can be 
optimized by maximizing:

As previously mentioned, development of non-linear 
mixed effects models requires considerable time and exper-
tise, partly due to the manual selection of covariates and 
the functions f  to represent their effect on z . In DCMs, the 
fixed effect model is learned by a neural network � with 
parameters w , and the covariates are used to predict typical 
PK parameters � (i):

And the model minimizes the squared error:

These models are relatively unconstrained in their predic-
tion of � (i) , as long as it results in low error with respect to 
the observations. It can thus be the case that the model is 
not penalized for making extreme predictions outside of the 
observed data.Model constraints.

We propose three simple approaches for constrain-
ing the solution space of DCMs (Fig. 2). First, boundary 

(3)z(i)
m
= �m ⋅ exp

(

�
(i)
m

)

⋅

Sm
∏

s

fs
(

xs;�s
)
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Θ
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(

y(i)|Θ, 𝜂(i)
)
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(
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)

(5)�
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x(i);w
)
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Ki
∑
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(

y
(i)

k
− A

(

t
(i)

k
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))2

conditions were imposed on the PK parameters by using a 
transformed sigmoidal function following the output layer 
of the neural network (referenced as boundary constraint; 
Fig. 2b). The boundaries can be set empirically based on 
prior knowledge. For example, bounds for the volume of 
distribution of drugs tightly bound to plasma proteins can 
be based on the expectation that the plasma volume of a 
typical male is roughly around 46—52 mL/kg [15]. Lower 
bounds of [0, 0.3, 0.05, 0] and upper bounds of [0.5, 7, 
0.5, 2] for respectively CL (L/h), V1 (L), Q (L/h), and V2 
(L) were used.

Next, global parameters � for a subset of the PK param-
eters were estimated in parallel to w (referenced as global 
parameters constraint; Fig.  2c). We chose to estimate 
� = {Q,V2} since these parameters affect the early distri-
bution of FVIII, and drug concentration measurements at 
early time points are usually too sparse to identify covari-
ate effects on these parameters.

Finally, we describe a neural network architecture 
where each covariate (or specific combinations thereof) 
are connected to specific PK parameters via independent 
sub-models, whose predictions are combined using a prod-
uct (referenced as the multi-branch network; Fig. 2d). This 
architecture is similar to a generalized additive model, 
using product accumulation rather than the sum of covar-
iate effects. The use of a product matches the standard 
implementation of covariates in population PK models 
(Eq. 3), and facilitates the interpretation of the clinical rel-
evance of each covariate. For example, covariates resulting 
in a maximal net change 20% of the corresponding PK 
parameter are often deemed clinically insignificant in the 
pharmacometrics literature [16]. An additional benefit of 
the approach is that the output of each sub-model can be 
visualized, allowing for the interpretation of the learned 
covariate effects. A schematic overview of the multi-
branch network is provided in Supplementary Fig. 1.

More details about the specific implementation of the 
model constraints can be found in Supplementary Data 1A.

Fig. 2  Graphical models representing the model structure of the pro-
posed architectures. Naive (a), boundary constraint (b), global param-
eter (c), and multi-branch network (d) architectures are depicted. 

Nodes represents neurons, with the coloured box representing the 
hidden layer of the neural network
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Synthetic experiments

Data generation

We simulated a data set of haemophilia A patients based 
on population data from the American National Health 
and Nutrition Examination Survey (NHANES) [17]. The 
weight, height, and age of 756 male individuals without 
missing data were collected from the data set and used as 
covariates. FVIII levels were simulated based on an exist-
ing population PK model of an extended half-life FVIII 
concentrate [18]. This model was chosen as it used an esti-
mate of the fat-free mass (FFM) from [19] to predict FVIII 
clearance ( CL ) and central volume of distribution ( V1):

This allowed for the comparison of model accuracy 
when training models using FFM directly as well as using 
its components weight, height (as part of BMI), and age. 
This could give an indication of the accuracy at which 
non-linear interactions of covariates could be learned.

The previous PK model was based on a two-compart-
ment model, with inter-individual variability on the CL 
and V1 parameters. Using the structural equations reported 
by [18], typical estimates of the PK parameters were pro-
duced. Next, samples of the random effects were drawn to 
produce individual estimates of the PK parameters. Each 
individual received a dose of 50 IU/kg, rounded to the 
nearest 250 IU. To allow for stochasticity of measurement 
times, samples were taken from a multivariate normal dis-
tribution t(i) ∼ N([4, 24, 48], � = [2, 5, 5]) . Sampling times 
were truncated at t = 0.25 (i.e. 15 min after dose) to pre-
vent samples at negative time points or too close to the 
time of dose administration. Finally, the ODE was solved 
based on the individual PK parameters to simulate FVIII 
levels for each individual and additive error ( � = 5.0 IU/
dL) was added to create the training data.

Evaluation of model constraints

Prediction accuracy of the proposed constraints was com-
pared to a naive neural network as well as the initializa-
tion approach suggested in [9]. In all experiments, covari-
ates were scaled between 0 and 1 using min–max scaling. 
Models were trained using patient weight, height and age, 
or FFM and age. A two compartment model was used. 
Each neural network was trained using a single hidden 
layer of either 8, 32, or 128 neurons followed by the swish 

(7)

FFM =

⎛

⎜

⎜

⎝

0.88 +
1 − 0.88

1 +
Age

13.4

−12.7

⎞

⎟

⎟

⎠

⋅

�

9270 ⋅Weight

6680 + (216 ⋅ BMI)

�

activation function [20]. A softplus activation function 
was used in the output layer of the naive neural network 
as well as in the model estimating global parameters for Q 
and V2 to constrain latent variables to ℝ+ . All models were 
trained for 500 epochs using the ADAM optimizer with 
a learning rate of 1e-2 [21]. We found that these settings 
were sufficient for each model to converge before the end 
of optimization. First, prediction accuracy and robustness 
of the naive, initialization, boundary, and global parameter 
models were compared. The multi-branch network was 
not tested in this context due to similarities to the global 
parameter model. Each model was fit to a random subset 
of the simulated data of size 20, 60, or 120 to represent 
data sets of small, medium, and large size, respectively. A 
Monte Carlo cross validation of 20 different train and test 
sets was performed in order to estimate the stability of 
model predictions. In addition, model training was repli-
cated five times on each train-test split. This resulted in a 
total number of 100 replicates of each model, which was 
deemed sufficient to estimate model variability given our 
computational budget. Model accuracy was represented by 
the root mean squared error (RMSE) of predicted FVIII 
levels compared to the true, simulated concentration–time 
curves on the test set. To this end, true and predicted FVIII 
levels were collected at five minute intervals until t = 72h 
as a means to approximate the error compared to the full 
concentration–time curve. Models were compared in terms 
of their median RMSE over the 20 data sets and five model 
replicates. Model robustness for each of the architectures 
was represented by the percentage of models with RMSE 
greater than 150% of the median RMSE (references as 
divergent models).

In order to evaluate differences between using fully-
connected versus multi-branch neural networks, the data 
set was augmented with two continuous and one categori-
cal covariate without correlations to the other covariates. 
For the continuous covariates, random samples were 
drawn from Uniform(0,1) distributions, while for the cat-
egorical covariate samples were randomly assigned to one 
of five categories with equal probability. Next, three mod-
els with global Q and V2 parameters were fit to FFM, age, 
and the noise covariates: (1) a fully-connected model, (2) 
a multi-branch network with all covariates independently 
connected to CL and V1 , and (3) a multi-branch network 
with the ground truth covariate connections as used in 
the simulation (referenced as the causal model). Fully-
connected models were trained using a single hidden layer 
of 32 neurons. The number of neurons in the hidden layer 
of each sub-model was set to 16 to ensure that models had 
roughly similar number of parameters. Accuracy was again 
compared using the RMSE. Results were compared with 
the global parameter models trained on FFM and age from 
the first experiment (models trained using 32 neurons). 
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Covariate effects from the multi-branch network were 
visualized to facilitate model interpretation (See Supple-
mentary Data 2 for implementation details).

All model code and synthetic data will be made available 
at https:// github. com/ Janss ena/ dcm- const rained.

Real‑world experiments

We compared the predictive performance of two previously 
published population PK models [22, 23] to the DCM with 
or without the proposed constraints and a Neural-ODE 
based model [8]. Data consisted of 69 severe haemophilia 
A patients who received a single dose of 25–50 IU/kg stand-
ard half-life FVIII. For each patient, three measurements 
were available roughly 4, 24, and 48 h after dose. Available 
covariates without missing data were patient weight, height, 
age, and blood group.

The population PK model by [14] included the effect of 
weight on all PK parameters, as well as the effect of age 
on CL . The model implemented allometric scaling, which 
is very common in PK models. We also evaluated the per-
formance of a more recent model by [23]. Instead of using 
weight, this model implements the effect of FFM on clear-
ance and volume of distribution. An effect of patient age was 
also included on clearance. Since it is well documented that 
patients with blood group O have higher FVIII CL compared 
to non-O patients, we also fitted models including a propor-
tional effect of having blood group O on CL [24].

DCMs were fit using neural networks with a single layer 
containing 8, 32 or 128 neurons (halved for each sub-model 
for the multi-branch network). For the fully-connected net-
work, model input was patient weight, height, age, and BGO. 
Models were fit without constraints, using boundary con-
straints (same as used during simulation experiments), and 
using global parameters for Q and V2 . In the multi-branch 
network clearance was predicted based on patient a combi-
nation of weight and height, age, and BGO, while estimating 
volume of distribution based on a combination of weight 
and height. Global parameters were estimated for Q and V2 
in all models.

For the Neural-ODE based model we followed the gen-
eral architecture by Lu et al. [8]. Hyper-parameters were 
the number of neurons in the encoder, Neural-ODE, and 
decoder (8, or 32), the number of hidden layers (1 or 2) in 
the Neural-ODE, and the number of the latent variables (2 or 
6). Encoder and decoder consisted of a single hidden layer. 
Tanh activation functions were used in the Neural-ODE to 
improve model stability. Model input was patient weight, 
height, age, and BGO and values were normalized between 
− 1 and 1. This marks an important difference to the model 
by Lu et al., where part of the drug concentration measure-
ments were used as input to the encoder and decoder.

Model training and evaluation

A ten-fold cross-validation was performed for both the non-
linear mixed effects models and DCMs. Both PK models 
were implemented in the NONMEM software (ICON Devel-
opment Solutions, Ellicott City, MD) and model parameters 
were re-estimated on each full train fold. Exponents of the 
effects of weight on the PK parameters were not re-esti-
mated in the model by [14] since they follow the concept 
of allometric scaling. The accuracy of typical predictions 
were reported. The ML models were trained for 4000 epochs 
which was more than sufficient for model convergence, and 
neural network weights resulting in the lowest validation 
error (20% of training fold) were saved. Hyper-parameter 
selection was performed by comparison of the RMSE on 
the validation sets. Results for the models with lowest aver-
age validation error were presented. The average RMSE of 
predictions with respect to the test fold was reported.

Results

Constraints improve model robustness

In the first experiment, highest model accuracy was gener-
ally obtained when using a hidden layer size of 8 neurons 
(see Table 1). Results for models trained with larger hidden 
layer sizes can be found in Supplementary Tables 1 and 2. 
All models seemed to perform similarly well when sufficient 
data was available. When training on smaller data-sets, the 
median RMSE and its variance increases for all models. 
However, when training naive models, a relevant proportion 

Table 1  Test set accuracy and divergence rate for models with a hid-
den layer size of 8. Median RMSE over all replicates of model train-
ing (5 × 20 data sets) during experiment 1 is reported along with its 
standard deviation

RMSE root mean squared error, SD standard deviation

Median RMSE ± one SD (%-age divergent)

n = 20 n = 60 n = 120

Weight, height, age
 None 14.6 ± 14 (18) 13.1 ± 1.2 (0) 12.3 ± 0.34 (0)
 Initialization 15.3 ± 21 (6) 12.9 ± 2.0 (2) 12.0 ± 0.45 (0)
 Boundary 14.9 ± 2.5 (3) 12.6 ± 0.55 (0) 12.0 ± 0.45 (0)
 Global param-

eters
13.9 ± 0.94 (0) 12.9 ± 0.44 (0) 12.3 ± 6.0 (1)

FFM, age
 None 14.1 ± 10 (12) 12.8 ± 0.71 (0) 12.2 ± 0.39 (0)
 Initialization 14.2 ± 16 (6) 12.5 ± 1.2 (2) 11.9 ± 0.3 (0)
 Boundary 13.8 ± 1.2 (0) 12.4 ± 0.33 (0) 11.9 ± 0.3 (0)
 Global param-

eters
13.5 ± 0.75 (0) 12.6 ± 0.35 (0) 12.2 ± 0.38 (0)

https://github.com/Janssena/dcm-constrained
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of models (18%) presented with a highly divergent error on 
the small data set (mean RMSE 44.4 IU/dL).

In contrast, model accuracy was more stable when 
using model constraints, with only two divergent models 
(0.33%) over all models with global parameters (including 
those with larger hidden layer sizes). Setting boundary con-
straints reduced the number of divergent models compared 
to the previously suggested approach of initialization, but 
was less effective compared to the global parameter model 
(nine divergent models overall). Looking at the naive mod-
els fit with 128 neurons, both model accuracy and robust-
ness was negatively affected when training at lower sample 
sizes (Supplementary Table 1). Median RMSE for the naive 
model trained on 20 samples increased from 14.7 to 16.5 IU/
dL when changing hidden layer size from 8 to 128 neurons. 
In contrast, models fit using global parameters were almost 
unaffected by hidden layer size in the same context (RMSE 
13.9 to 14.1 IU/dL). Models trained using FFM and age 
resulted in slightly more accurate predictions when trained 
on 20 samples, with almost no differences in medium to 
large data sets. A more extensive investigation of the effect 
of the constraints on model training can be found in Supple-
mentary Data 1B. Here, we found that divergent behaviour 
was specific to certain data folds, and was related to the 
estimate of  V2. Adding constraints to this specific parameter 
was sometimes sufficient to improve models.

Next, we inspected the predicted concentration–time 
curves from each model. In Fig. 3, we show the predictions 
for a single, representative patient for naive (a), boundary 
(b), and global parameter (c) models. Here, we see that all 
models accurately predict the three observed FVIII levels. 
However, the naive model seems biased to predict unreal-
istically high FVIII peak levels (with predictions for some 

patients as high as 1340 IU/dL). In contrast, the constrained 
models resulted in less extreme and more similar solutions.

False covariates degrade model performance

We then compared the fully-connected and multi-branch 
networks on the augmented data set (see Table 2). The 
addition of false covariates degraded the accuracy of the 
fully-connected network with global parameters when using 
small data sets compared to the first experiment (RMSE of 
18.1 vs. 13.3 IU/dL). We found that, initially, the multi-
branch network using all covariates depicted high error in 
several replicates (RMSE > 40 IU/dL). In these replicates, 
poor initializations resulted in initial V1 estimates close to 
zero, resulting in high peak predictions as seen in Fig. 3a. 
To solve this issue, we initialized the bias of the neuron 
connecting to V1 in the final layer of each sub-model to 0.5, 
increasing initial estimates close to 1 L. The resulting model 
performs slightly better at low sample sizes compared to the 
fully-connected network (RMSE 15.6 vs. 18.1 IU/dL). This 

Fig. 3  Predicted concentration–time curves from the proposed con-
straints are more realistic compared to naive models. Results are 
shown for the naive (a), boundary constraint (b), and global param-

eter (c) model. The median prediction (black line) over the 20 data set 
replicates (lightly coloured lines) along with the observations (stars) 
are shown for the same patient

Table 2  Introduction of noise covariates deteriorates accuracy of 
fully-connected networks. Median RMSE of the test set over all rep-
licates of model training (5 × 20 data sets) is reported along with its 
standard deviation

RMSE root mean squared error, SD standard deviation

Model Median RMSE ± one SD (%-age divergent)

n = 20 n = 60 n = 120

Fully-connected 18.1 ± 2.9 (2) 13.6 ± 0.52 (0) 12.7 ± 0.35 (0)
Multi-branch 15.6 ± 2.9 (1) 12.8 ± 0.48 (0) 12.1 ± 0.19 (0)
Causal 13.3 ± 1.0 (0) 12.5 ± 0.34 (0) 12.1 ± 0.25 (0)
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suggests that part of the decrease in accuracy of the fully-
connected network might be related to the model learning 
spurious interactions between the covariates.

By including only true effects, the causal model achieved 
very similar accuracy to the global parameter model from 
the first experiment at all data set sizes. In Fig. 4 we depict 
the learned covariate effects for the network containing noise 
covariates. As the number of training samples decreases, 
the variance of learned functions across replicates seemed 
to increase (i.e. the functions became more diverse). When 
trained on n = 20 , the effect of the noise covariates on clear-
ance was quite substantial in some replicates. It is still pos-
sible to identify these covariates as unimportant overall, as 
their mean effect over replicates is close to 1.

Constrained models perform better on real‑world 
data

In Table 3, we summarize the results from the models fit to 
real data. Here, we see that the addition of the effect of blood 

Fig. 4  Visualization of learned functions from the multi-branch net-
work enable model interpretability. The top panel (a, b, and c) depict 
the learned functions for the model trained on 120 samples, with the 

bottom panel (d, e, and f) showing results on n = 20 . Black curves 
depict the average effect over the 100 model replicates (colored lines)

Table 3  Comparison of model accuracy on real-world data

RMSE root mean squared error, SD standard deviation, BGO blood 
group O, DCM deep compartment model

Mean RMSE 
(IU/dL) ± one 
SD

Expert models
 Björkman et al. [14] 15.8 ± 3.3
 Björkman et al. [14] + BGO 14.8 ± 3.1
 McEneny-King et al. [23] 14.7 ± 2.9
 McEneny-King et al. [23] + BGO 13.7 ± 3.0

Machine learning models
  Neural-ODE (32 neurons, 1 hidden layer, 2 latent 

variables)
19.5 ± 3.5

 Fully-connected DCM (32 neurons) 14.8 ± 2.8
 DCM + boundary (32 neurons) 14.1 ± 2.4
 DCM + global parameters (32 neurons) 13.9 ± 1.8
 Multi-branch network (16 neurons) 13.0 ± 2.1
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group O on CL improved accuracy of the expert models. 
Addition of the covariate resulted in a statistically signifi-
cant decrease in objective function value by more than 20 
points in both models ( p < 0.01 ; �2 = 6.635). The model by 
[23] was more accurate on our data set than the model from 
[14] (RMSE 13.7 vs 14.8 IU/dL). The addition of model 
constraints improved accuracy compared to the naive DCM, 
and the use of boundary constraints and global parameters 
resulted in models with relatively similar performance to 
the best performing NLME model. The multi-branch net-
work achieved the lowest RMSE overall (13.0 IU/dL) while 
the Neural-ODE based model achieved the highest RMSE 
(19.5 IU/dL). Similar to Fig. 3, the naive model predicted 
higher FVIII peak levels, followed by an initial rapid re-dis-
tribution of FVIII (see Supplementary Fig. 2a). The addition 
of model constraints resulted in more smooth concentra-
tion time curves. Concentration time-curves produced by 
the Neural-ODE were unrealistic and suggestive of model 
overfitting (Supplementary Figs. 2e and 3). Again, learned 
covariate effects in the multi-branch network were visual-
ized, enabling model interpretation (see Supplementary 
Fig. 4).

Discussion

In this work, we investigated how model constraints affected 
the predictive performance of deep compartment models [9]. 
Without any constraints, models potentially learn unrealistic 
concentration–time curves when data is sparse. Although 
these models accurately predicted observed concentration 
measurements (i.e. had low training loss), they were not 
penalized for making extreme predictions at time points out-
side the training data. The results from the first experiment 
indicated that roughly one-fifth of fitted models resulted in 
divergent results when data was sparse (n = 20). This limits 
the clinical implementation of such algorithms. Our results 
indicate that the introduction of simple constraints improved 
model robustness as represented by the number of divergent 
models. As a consequence, the constraints could improve 
model accuracy when trained on smaller data sets and 
resulted in more realistic concentration–time curves. The 
constraints can be based on prior knowledge, making them 
easier to implement in practice. Finally, the proposed multi-
branch network architecture is an interpretable alternative to 
fully-connected networks, trading ease-of-implementation 
for increased model trust.

In the second synthetic experiment we found that the 
presence of false covariates affected model accuracy. Visu-
alizations of the learned functions in the multi-branch net-
work indicated that models were sensitive to learning false 
effects irrespective of the size of the training set. However, 
models trained on sparse data were more likely to inflate 

the importance of the false covariates, resulting in higher 
error on new data. This is indicative of the importance of 
the careful selection of (causal) covariates to include in 
these models. One approach for covariate selection can for 
example be the use of cross-validation based procedures to 
identify covariates that can be removed based on the uncer-
tainty/absence of their effect across replicates. Similarly, this 
approach can be used to perform an initial screening of the 
covariates for downstream model analysis. This approach 
can both identify covariate importance as well as their rela-
tionship to the PK parameters. Comparing learned functions 
from multiple replicates also allows for the identification of 
regions of covariate space that have higher data uncertainty. 
For example, < 2% of patients had a FFM in the dataset, 
which is reflected by higher uncertainty of the effect of FFM 
on CL (Fig. 4a). For patients in these regions one can decide 
to first collect more data before making predictions. Know-
ing when to trust model predictions is important, especially 
in the context of medical decision-making.

The results of the real data experiment support the find-
ings of the synthetic experiments. The addition of model 
constraints improved model performance in terms of test 
set accuracy. Importantly, the shape of the resulting con-
centration–time curves were again more realistic compared 
to those from unconstrained models. By understanding how 
inductive biases are encoded in conventional methods used 
for PK analysis, we show that hybrid architectures can be a 
promising approach for improving model performance in 
settings with limited data. Fully ML-based architectures, 
such as the Neural-ODE, greatly simplify model develop-
ment but suffer when data is sparse. In addition, diagnos-
ing and resolving overfitting issues in these models is more 
complicated. We show that hybrid architectures can allevi-
ate these issues, and can be designed in such a way that the 
model is inherently interpretable. This eliminates the need 
for (post-hoc) ML explainability methods such as SHAP, 
which do not necessarily offer a true representation of model 
predictions [28]. Using Neural-ODEs for learning parts of 
the mechanistic model can also be an interesting hybrid 
approach [27]. In the multi-branch network, covariates are 
organized into sub-models, allowing for the visualization 
of learned functions. Such an approach can improve model 
trust while also aiding with the ability to critique the model 
during development. Compared to classical population PK 
modelling, this method holds great potential for reducing the 
complexity of model development especially when paired 
with the ability to detect and manage overfitting.

There were also some limitations to this study. First of 
all, in the PK model used to generate the synthetic data, Q 
and V2 parameters were fixed for all individuals. This might 
partly explain the higher accuracy of the models estimating 
global parameters for these variables. However, due to data 
sparsity at early time-points and the addition of noise, it is 
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not necessarily clear in what degree this affects the results. 
Regardless of potential biases during the synthetic experi-
ments, the estimation of global parameters also resulted in 
more accurate predictions in the experiment using real world 
data. Next, we found that the estimation of global parameters 
resulted in higher accuracy compared to the use of bounda-
ries. Inspections of model predictions showed that estimates 
of Q and V2 were often stuck in flat regions of the sigmoid 
during early training (Supplementary Data 1B). Resulting 
gradients shrink to zero, making it more difficult for the 
model to correct for early misspecification. This approach 
could thus potentially be improved by only placing bounda-
ries on a subset of the PK parameters, by combining it with 
the estimation of global parameters, or by using less aggres-
sive functions to constrain the parameters (e.g. softsign or 
cdf of a Cauchy(0, 2), see Supplementary Data 1B).

A limitation of the proposed multi-branch network is that 
poor initializations could still be prone to fitting unrealistic 
models. Unfortunately, placing additional constraints on this 
architecture is difficult as it changes model interpretation. 
For example, setting boundaries on the predicted values of 
the PK parameters in the final layer of the network breaks 
the interpretation of the learned functions. Another down-
side is that learned effects can only be visualized when the 
number of covariates used in each sub-model facilitates 2 or 
3-dimensional visualization. Next, we evaluated only a rela-
tively small number of hyper-parameters settings, i.e. only a 
single hidden layer with three options for the number of neu-
rons. Extensive searches over appropriate hyper-parameters 
can be problematic, especially when data is sparse. In the 
real-world experiment for example, only 12 patients were 
used to find the optimal weights during training as well as 
the optimal hyper-parameters. When evaluating a large set of 
hyper-parameters, we risk overfitting the hyper-parameters 
to the validation set. A promising alternative is to perform 
hyper-parameter selection based on the desired complexity 
of the learned functions in the multi-branch network.

In the real world experiment, we compared model per-
formance based on prediction accuracy represented by the 
RMSE, similar to previous studies [8, 11]. This metric might 
not be sufficient to fully compare the models. However, com-
mon tools for comparing population PK models, such as the 
Akaike and Bayesian information criterium, are not suitable 
for use with neural networks as they generally over-estimate 
model complexity when penalizing the number of param-
eters. Although the current results suggest improvement of 
models when adding constraints, more research on multiple 
data sets might be needed to draw conclusions.

Finally, we only evaluated the use of constraints in the 
context of a drug with relatively simple kinetics. How 
performance is affected in more complex settings was not 
within the scope of the current work. It is possible that the 
selection of appropriate constraints can be difficult in models 

with an extremely large number of PK parameters. Similarly, 
setting constraints on parameters with a more complicated 
interpretation can also be difficult.

Future work could investigate the implementation of 
more sophisticated inductive biases. It might be of interest 
to selectively tighten boundaries based on patient covariates. 
We would for example expect lower distribution volumes for 
children compared to adults. Other approaches could focus 
on placing constraints on the learned functions in the multi-
branch network, for example by encouraging monotonicity at 
unseen values of the covariates. Maximum a posteriori esti-
mation of the neural network weights can also be performed 
using prior distributions that favour less extreme functions. 
Alternatively, Gaussian Processes are an interesting alter-
native to neural networks, as they provide a more practical 
approach for placing priors over the functional form of the 
relationships. Additionally, Gaussian Processes allow for 
a practical method for estimating uncertainty over learned 
functions. Finally, a method for performing covariate selec-
tion using the multi-branch network would be of interest to 
aid model development.

Conclusion

This work has focused on improving the robustness of the 
deep compartment model framework. The suggested model 
constraints can be used to improve the performance of this 
model class when data is sparse, which is frequently the 
case in the pharmacometric literature. The proposed hybrid 
model has many of the benefits of current ML methods used 
in the pharmacometrics literature, and addresses some of 
their main limitations. The suggested improvements further 
demonstrate the method as a viable alternative to classical 
population PK modelling.
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