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Abstract
To keep up with the increasing number of connected devices in people’s daily lives, 
it is necessary to develop intelligent mechanisms that perform the entire network 
management, interconnecting Wi-Fi, and the emerging beyond Fifth-Generation 
(5G) communications. Hence, it is essential to consider multiple usage scenarios, 
while managing end devices’ limitations. As a result, developing a system that 
allows network operators to link Wi-Fi services on their main networks becomes 
a critical issue. These include a new paradigm that tackles optimal and dynamic 
resource allocation techniques. Thus, to consider in a combined way, the applica-
tions requirements, the resources available, and the different tiers involved, mecha-
nisms such as virtualization and slicing have emerged to handle the heterogeneous 
context of the next-generation wireless communications. Moreover, the allocation 
of Radio Access Network (RAN) resources needs to be addressed. For this purpose, 
Open-RAN has in mind an open environment, which relies on virtualized functions 
and is mostly vendor agnostic. This technology will enable high data rates while 
maintaining adequate Quality of Service (QoS) in wireless communications. This 
paper advances current literature, which mainly discusses these themes individu-
ally, by providing a comprehensive survey in Next Generation Wireless Communi-
cations, highlighting their integration with beyond 5G Communications. First, we 
introduce the Wi-Fi evolution and explain the main standards developed over the 
years. Second, we present the most recent Wi-Fi standards, Wi-Fi 6 and 7, compared 
with 5G and beyond. Lastly, we explain the concepts related to slicing, virtualiza-
tion, RAN, Open-RAN and the open research challenges.
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1 Introduction

Over the years, wireless communications have evolved to support new challenges, 
connecting people and devices. The Wi-Fi technology assists our daily life, from 
education and commerce, to industries and smart cities. The Wi-Fi technology 
cannot answer this growing number of connected devices. The global mobile traf-
fic volume was 7.462 EB/month in 2010, and this traffic is predicted to be 5016 
EB/month in 2030 [1]. As a result, next-generation Wi-Fi will be introduced to 
ensure multiple simultaneous connections and enhance responsiveness. Cellular 
network technologies, such as beyond Fifth-Generation 5G communications, are 
controlled by operators and used for indoor and outdoor communications, provid-
ing coverage over long distances.

To provide a better Quality of Experience (QoE), it is necessary to analyze 
these technologies’ integration. On the one hand, Wi-Fi can offer a lower cost 
to implementation, support, and scale, making it a good solution for application 
domains such as smart buildings. On the other hand, 5G and beyond can be used 
for mobile communications, car connections, and smart cities, given its long-dis-
tance communication support. Despite their technical differences, these two tech-
nologies offer complementary features that can be used together. The intercon-
nection between Wi-Fi 6 and beyond 5G, maybe the genesis of a wireless world’s 
story. Thus, it is essential to analyze the interconnection of different networks in a 
single physical interface.

Recently, the focus of study has switched to data-driven adaptive and intel-
ligent approaches. 5G wireless networks will provide the groundwork for intel-
ligent networks that will use techniques such as slicing. This resource partitioning 
technique is intended to be cost-effectively optimized for a specific purpose and/
or service and respond to the different requirements of developing 5G vertical 
applications. Network slicing, regarded as a key component of 5G and beyond 
networks, allows several logical networks to be created on top of a common 
physical infrastructure and share resources by transforming traditional structures 
into customizable elements that can run on top of the traditional architecture. The 
capacity of 5G is expected to reach its limit by 2030 [2]. Then, only beyond 5G 
networks will be capable of completely intelligent network adaptation and man-
agement to provide sophisticated services. Researchers worldwide are already 
examining what communications will be like in 2030 and the potential drivers 
for success beyond 5G wireless communications. High bit rate, high reliability, 
high spectral efficiency, low latency, high energy efficiency, network availability, 
intelligent networks, communications convergence, localization, computing, and 
sensing are a some of the critical motivating trends driving the evolution of com-
munication systems. However, to achieve these trends, it is necessary to define 
approaches where virtualization can orchestrate services over wireless networks 
to improve users’ and network operators’ experience.

This study’s main goal is to thoroughly compare Wi-Fi and beyond 5G net-
works to give insights into their characteristics, stabilising the path towards virtu-
alized wireless communications. The study was motivated by the fact that Wi-Fi 
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and beyond 5G networks are critical in today’s wireless communication environ-
ment. Although most existing studies focus primarily on beyond 5G technolo-
gies, it is equally vital to research and comprehend the benefits and drawbacks of 
Wi-Fi technologies, which are still extensively utilized in various situations. By 
addressing the coexistence and integration of Wi-Fi and 5G networks, we want to 
present a comprehensive picture of the opportunities and problems faced by users 
and wireless service providers. To help readers understand the goal of this study, 
we provide a diagram in Fig. 1 that depicts the link between Wi-Fi technologies 
and beyond 5G networks. This paper overviews the leading technologies devel-
oped in next-generation wireless communications (Wi-Fi and beyond 5G), their 
characteristics, emerging mechanisms and future opportunities.

The rest of the survey is organized as follows. Section  2 establishes a related 
work comparison, highlighting this survey’s main contributions to the literature. 
Wi-Fi 6—IEEE 802.11ax is drilled down in Sect. 3, explaining the Wi-Fi’s evolu-
tion, and focusing on the technical mechanisms and challenges, and Sect. 4 presents 
a comparison between Wi-Fi 6 and 5G. WI-FI 7—IEEE 802.11be is presented in 
Sect. 5. Section 6 presents the main emerging mechanisms for wireless networks: 
Network Virtualization and Slicing. Section 7 describes the Radio Access Network 
(RAN), explaining how the previous concepts of Slicing and Virtualization can sup-
port RAN. Next, the new concept for RAN is explained in the Sect. 8. Section 9 out-
lines future research opportunities. Lastly, Sect. 10 offers the survey’s conclusion. 
Table 1 lists the acronyms used in this paper.

2  Related Surveys

5G and beyond connections will be vital due to their high data speeds, outstanding 
dependability, worldwide coverage, and low latency. Furthermore, the ever-increas-
ing need for wireless solutions demands unique solutions in this field. This survey 
covers the upcoming wireless communication solutions, including Wi-Fi 6 and 7 
technologies, 5G and beyond mechanisms, as well as their comparison. In addi-
tion, we examine emergent technologies that enable wireless applications over cel-
lular, wide-area, and non-terrestrial networks. Thus, we address RAN mechanisms, 

Fig. 1  Beyond 5G and Wi-Fi 6 coexistence—Adapted from [3]
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network virtualization, and slicing to meet wireless Key Performance Indicators 
such as reliability, energy efficiency, high connectivity, and low latency.

Moreover, we discuss technologies and solutions projected to be a part of 
wireless communication in the beyond 5G period. In addition, we highlight the 
remaining obstacles and unresolved concerns that must be handled in the future. 
This survey does not include traditional Artificial Intelligence (AI) methods for 
wireless communication. It also skips over the specifics of Internet of Things 
(IoT) standards and infrastructures. To the best of our knowledge, no publica-
tion surveys Wi-Fi and Beyond 5G developments. We are creating a direct lit-
erary relationship between them, analyzing other critical emerging technologies 
for the next generation. However, other polls and tutorials are connected to the 
topics addressed in this survey. Table  2 lists these surveys and their principal 
emphasis. Our work is far more thorough, managing practically all relationships 

Table 1  Acronyms list

5G Fifth-generation MU Multi user
6G Sixth-generation MVNOs Mobile Virtual Network Operators
3GPP 3rd Generation Partnership Project NFV Network Functions Virtualization
ACK Acknowledgment NOMA Non-orthogonal Multiple Access
AP Access Point O-RAN Open-Radio Access Network
APs Access Points OFDM Orthogonal Frequency Division 

Multiple
BSS Basic Service Set OFDMA Orthogonal Frequency Division 

Multiple Access
BSSs Basic Service Sets PHY Physical Layer
BSSID Basic Service Set Identifier QAM Quadrature Amplitude Modulation
CSMA/CA Carrier-Sense Multiple Access with 

Collision Avoidance
QoE Quality of Experience

CU Centralized Unit QoS Quality of Service
DL Downlink RAN Radio Access Network
DSSS Direct-Sequence Spread Spectrum RIC RAN Intelligent Controller
DU Distributed Unit RU Radio Unit
E2E End-to-End RUs Radio Units
EHT Extremely High Throughput SDN Software Defined Network
eMBB Enhanced Mobile Broadband SS Spatial Streams
FCC Federal Communications Commission STA Station
FHSS Frequency-Hopping Spread Spectrum STAs Stations
HARQ Hybrid Automatic Repeat Request TWT Target Wake Time
IoT Internet of Things UL Uplink
LAN Local Area Network URLLC Ultra-Reliable and Low Latency 

Communications
MAC Medium Access Control VAPs Virtual Access Points
MEC Mobile Edge Computing vRAN Virtualized Radio Access Network
MIMO Multiple Input and Multiple Output WLAN Wireless Local Area Network
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between Wi-Fi 6 and 5G and Wi-Fi 7 and Beyond 5G while still covering virtual-
ization, slicing, and RAN elements. The effective use of both Wi-Fi and beyond 
5G technologies has the potential to give significantly higher data rates with 
small latency. For the best user experience, Wi-Fi must thus coexist with 5G and 
beyond.

3  Wi‑Fi 6—IEEE 802.11ax

Wi-Fi’s evolution has continued to grow and gain more importance, providing 
faster, safer, and more efficient services. Wi-Fi 6 were designed to solve problems 
caused by the numerous terminals in restricted geographic areas, such as offices, 
shopping malls, houses, and airports, to answer the growing needs. Thus, Wi-Fi 
terminals need a wide coverage area, which requires an increase in the number of 
Access Points (APs) used [14].

Initially, Wi-Fi 6 only operated in the 5 GHz band. In April 2020, the Fed-
eral Communications Commission (FCC) released the 1200 MHz spectrum in the 
6 GHz band for unlicensed use, addressing the problem related to the increas-
ing number of connected devices. Due to this more spectrum in the 6 GHz band, 
Wi-Fi 6E was created, which technically has the same operation as Wi-Fi 6 
even though it works in the 6 GHz band. Furthermore, Wi-Fi 6E represents the 
enhancement of Wi-Fi communications free from interference from non-Wi-Fi 
devices, operating in the 2.4 and 5 GHz bands. According to the Wi-Fi Alliance, 
the 6 GHz spectrum will be beneficial for high bandwidth and short distance 
communications, with the creation of wider channels, reduced interference, and 
increased capacity to manage more devices at the same time [15].

The Wi-Fi 6 standard, takes advantage of new modulation and coding schemes 
of the spectrum usage. IEEE 802.11ax, also called High-Efficiency Wireless, 
increases the number of simultaneously connected devices, which leads to the 
increase in the variety of different Stations (STAs) found nowadays. In the litera-
ture, a Station (STA) is a device capable of using an IEEE 802.11 protocol, such 
as a laptop or an Access Point (AP), which can be stationary or mobile.

The increase in the amount of data generated by users in the same space, asso-
ciated with the services provided and stored in the cloud, represented a signifi-
cant load on the Downlink (DL) and Uplink (UL) transmission services. Hence, 
Multi-User Multiple Input and Multiple Output (MU-MIMO) techniques were 
introduced to minimize these effects. However, the issue was not competently 
addressed even with the approaches described above. All communications had 
to be strictly synchronized. So, IEEE started to make some improvements in 
Medium Access Control (MAC) techniques and Physical Layer (PHY) manage-
ment, using 4096 Quadrature Amplitude Modulation (QAM), Multiple Access 
Point coordination, Enhanced Link Adaptation, and re-transmission protocols, 
like Hybrid Automatic Repeat Request (HARQ) [16]. The next section describes 
the path and improvements made until Wi-Fi 6.
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3.1  The Path Until Wi‑Fi 6

The first version of Wi-Fi described a primary connection of 2 Mbps, which 
seems irrelevant nowadays. Still, it represented a big step in what would be the 
development of routers and communication equipment [17]. Thus, IEEE started 
the standardization of IEEE 802.11 Wireless Local Area Network (WLAN)s, 
by defining the PHY and the MAC. Pahlavan et al. [18] present a historical per-
spective of Wi-Fi evolution, describing the impact of Wi-Fi technologies accord-
ing to the authors’ experiences over the past decades. Besides, Gures et al. [19] 
address the rapid growth in the number of mobile users regarding the mobility 
management in beyond 5G heterogeneous networks scenarios, exploring the chal-
lenges, architectures, and future opportunities of beyond 5G. Thus, Wi-Fi seeks 
to respond to social needs and attempts to complement fifth mobile generation 
networks, as shown in Sect. 4. The following are the main Wi-Fi Standards that 
have grown through time, as well as the key attributes of the various versions:

• IEEE 802.11b—The IEEE 802.11b standard was developed to support wire-
less communications between mobile nodes and communications through 
access points. This offered specifications of PHY and MAC layers with Car-
rier-sense Multiple Access with Collision Avoidance (CSMA/CA) [20].

  However, as this operated at the standard 2.4 GHz frequency, the chances 
of being interfered with were high since it used the same operating frequency 
as many appliances. Thus, this pattern was limited by distance supported 
between mobile users and APs, which consequently limited the wireless net-
work topology [21], with a top link bandwidth of 11Mbps.

• IEEE 802.11a—Launched slightly after IEEE 802.11b, it uses Orthogo-
nal Frequency Division Multiple (OFDM). It operated at the frequency of 5 
GHz, which offered multiple advantages, including eliminating the interfer-
ence mentioned above [22]. This new technology increased spectral efficiency 
without complex equalization through adaptive filtering, and reduce multipah 
effects and narrowband interference [23].

• IEEE 802.11g—Created to offer an improved simultaneous response capabil-
ity, it uses OFDM [20, 23]. However, it only had coverage in the 2.4 GHz 
band, which raised questions about interference but increased the bandwidth 
of 54 Mbit/s, and offered support to the legacy standard [24].

• IEEE 802.11n—The IEEE 802.11n standard is 4–6 times faster than earlier 
versions. It aims to improve network throughput over the previous standards 
with a significant increase in the maximum network data rate, from 54 to 600 
Mbit/s thanks to 4 Spatial Streams (SS) at 40 MHz [25]. IEEE 802.11n sup-
ports adaptive rate control, which means the transmission rate can be varied 
for a different client depending on the channel quality.

• IEEE 802.11ac—This standard increased the channel width from 40 to 80 
MHz compared to the IEEE 802.11n standard using extended multiple wire-
less signals and antennas. Moreover, this standard worked in the 5 GHz fre-
quency range and supported 8 SS instead of the 4 supported by the previous 
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technology. This standard allowed to direct multiple data streams to numerous 
customers simultaneously [26].

According to Cisco [27], for the future, even the most advanced cellular technology 
will need Wi-Fi capacity supportive of carrier-grade voice and video services, which 
are best delivered with Wi-Fi 6 and its cellular-like scheduling flexibility.

The next section will explain the Orthogonal Frequency Division Multiple Access 
(OFDMA), created for mobile phone networks, that aims to minimize overhead and 
latency and to increase the overall throughput per device by at least 4 times in dense 
environments. This standard also uses a 1024-QAM modulation, which allows an 
increase in bandwidth up to 35%, without forgetting energy consumption behavior, 
which is a significant concern nowadays. For this reason, Wi-Fi 6 has better pro-
gramming features to achieve longer battery life with Target Wake Time (TWT) 
[28].

3.2  OFDMA

This improvement of the OFDM technique, called Orthogonal Frequency-Division 
Multiple Access, improved Wi-Fi communications. While the OFDM technique 
only transmits traffic to a single destination in each communication, which increases 
the latency for users waiting to receive their information, OFDMA allows data to 
be transmitted to several receivers in the same communication, dividing the traf-
fic into smaller sub-packets to eliminate congestion. This technique was introduced 
to reduce transmission delay and to allow more devices to communicate simultane-
ously, which is useful for latency-sensitive smaller packets, such as voice and IoT 
applications.

In the IEEE 802.11ax standard, the fact that the communication channels’ 
resources are allocated over time and frequency, associated with the OFDMA 
transmission, which is frame organized, allows each of these to be able to trans-
port information to several STAs. OFDMA enables bandwidth sub-carriers to be 
organized into smaller parts of the channel called Resource Units. These individual 
Resource Units are allocated to separate stations, allowing access points to be used 
concurrently during DL and UL transmissions. This suggests that a Resource Unit 
is composed of a set of tones that correspond to the subcarriers split into granu-
lar components [30]. Thus, according to Cisco [29], the number of tones for dif-
ferent bandwidths, i.e., the number of tones, should be the bandwidth (in MHz) 
divided by the subcarrier spacing. The subcarrier spacing for Wi-Fi 6 corresponds to 
0.078125 MHz. Based on this, we can obtain the following formula for the Number 
of Tones = (Bandwidth in MHz) ÷ (0.078125 MHz). Thus, we obtain 256, 512, and 
1024 tones for the channels of 20 MHz, 40 MHz, and 80 MHz, respectively. Table 3 
shows the correlation between Resource Units and Channel bandwidth, representing 
the subcarriers per channel width mapping. It essentially provides the number of 
OFDMA users for a specific tone at a specified bandwidth for example, with 26 tone 
Resource Unit’s at 20 MHz, a maximum of 9 users will be supported.
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However, not all of these tones are used for data transmission. Some of them 
are used as pilots to carry out the supervision, control, and synchronization of 
communications.

Figure 2 shows the difference between OFDM and the OFDMA technique, where 
it is possible to observe the channel division in Resource Units.

Due to MU-MIMO techniques, up to eight different customers can be allocated 
to each Resource Unit. Thus, it is possible to ensure that several clients with varying 
bandwidth uses can be served simultaneously through a spectrum division that allo-
cates each sub-channel to a different client, satisfying the needs of several customers 
simultaneously.

3.3  MU‑MIMO

The Multiple Input and Multiple Output (MIMO) technique had already been intro-
duced in Wi-Fi 5 (IEEE 802.11ac), creating 4-lane highway from a single communi-
cation channel. The MU-MIMO system improves MIMO expanding the communica-
tion to an 8-lane freeway. Thus, this technology reduces latencies by introducing more 

Table 3  Resource unit map—Taken from [29]

Resource unit 20 MHz BW 40 MHz BW 80 MHz BW 80 + 80/160 
MHz BW

26-tone 9 18 37 74
52-tone 4 8 16 32
106-tone 2 4 8 16
242-tone 1 2 4 8
484-tone NA 1 2 4
996-tone NA NA 1 2
2X996-tone NA NA NA 1

Fig. 2  OFDM vs OFDMA
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communication channels for users, designed for large data communication applica-
tions, such as streaming videos or large data files. However, it continues to support Sin-
gle User systems [31].

While in Single User mode, each STA only communicates with one user. Thus, the 
Single User system benefits from interference reduction, while the Multi User (MU) 
system benefits from multiplexing gains. In MU mode, each STA can separate com-
munications for more than one user, which provides capacity gains but reduces the data 
delivery rate to each user. Therefore, Wi-Fi 6 brings more advanced technology, allow-
ing MU services to operate in the UL direction, which involves several simultaneous 
transmissions of data, from several STAs to a single AP.

Together with OFDMA, the presented techniques formed the “DL & UL MIMO-
OFDMA” technique, which increases the scope of Wi-Fi [28]. According to [31], 
Downlink multi-users means data sent, simultaneously, from the same AP to several 
associated STAs. One of the main fundamentals that led to the creation of the DL MU-
MIMO technique is Beamforming, which includes the emission of audible signals 
before generating transmissions in the STAs spectrum to understand the communica-
tion conditions environment [32]. The UL MU-MIMO technique is executed based on 
Multi-Point to Point commands. Thus, one of the challenges of this technique is the 
STAs synchronization to work in a coordinated manner, which raises problems related 
to the power variation received in the APs and symbolic interference. This feature 
is handy in dense and closed environments, being one of the main reasons that sup-
ported the creation of smart-buildings, providing flexibility so that the various APs can 
respond to all customers’ needs. Hence, Fig. 3 shows the available bandwidth division 
into several smaller Resource Units to simultaneously transport several services.

With combinations of OFDMA, 8  ×  8 MIMO, different guard intervals values, 
IEEE 802.11ax can support data rates ranging from 0.4 Kbps to 9.6 Gbps, according 
to the applications needs and the served STAs. However, devices with up to 8 antennas 
can have some limitations in MIMO operations because each antenna’s signals may 
cause some destructive interference and affect performance.

3.4  Power Management

Power management in wireless communications is a key problem. This is accom-
plished by switching between two states: awake and doze. In the awake form, the STA 
can transmit and receive frames, while in the doze state, the radio is turned off. As 
the APs do not know the STA status, they store all the frames destined for the STAs 
in a buffer. Thus, APs include a Traffic Indication Map (TIM) responsible for indicat-
ing to the STAs the existence of this data inside the buffer. This means that the STA 
in state doze has to wake up, periodically, to realize these frames’ presence to receive 

Fig. 3  80 MHz Resource Unit bandwidth allocation—Adapted from [33]
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through the Traffic Indication Map indicator. If there is no packets to receive, the STA 
returns to doze state [28]. However, scenarios with dense networks, high traffic rate, 
and several connected devices, make these energy management mechanisms insuffi-
cient. Consequently, the Wi-Fi 6 standard has methods that allow advanced data trans-
mission scheduling, knowing the periods in which the STAs can transmit or receive 
data from the AP. This led to the emergence of TWT, which represents a scheduling 
function, that allows the device to negotiate and decide when to wake up or receive 
data. Thus, the AP can deal with the STAs the times used for medium access, allow-
ing the STAs to enter in sleep state until their TWT comes. This allows improvements 
in network capacity in Wi-Fi environments [34]. These mechanisms contribute to the 
management of battery-powered devices. However, there are still some limitations to 
overcome. When the STA is active, the AP can instantly notify its decision to schedule 
a packet transmission. Nevertheless, being the STA in doze, this will not happen. Thus, 
these mechanisms should not exist whenever STAs receive critical data.

3.5  PHY Techniques Enhancements

To reduce the network overhead due to the guard intervals, which represent inter-
vals used to ensure that different transmissions do not cause overlaps, the OFDM 
symbols durations was increased [35]. Long OFDM symbols are more resilient to 
the inter-user jitter inherent in outdoor scenarios, which is crucial for the Uplink 
MU transmission, allowing several users’ simultaneous performance. Hence, this 
new standard’s idea was to maintain compatibility with legacy standards, making 
it able to receive and send data to an STA with the previous protocol. This makes 
legacy equipment capable of decryption packet headers from the new standard, even 
if these packets’ transmission does not occur wholly and successfully. It is necessary 
to use the re-transmission [36].

Comparing this new Wi-Fi protocol with legacy ones, we can summarize the 
main features in Table 4.

The IEEE 802.11ax uses a high Signal-to-Interference-plus-Noise Ratio to con-
tribute to the QoE in indoor environments, achieving bandwidths of 9.6 Gbps. This 
standard also describes an optional Dual Carrier Modulation [38], increasing the 
robustness of the transmission by allocating the same signal in a pair of tones, which 
are separated in the frequency domain. Increased signal modulation means more cal-
culations on the receiver side. The time available for the receiver to make such cal-
culations before sending an Acknowledgment (ACK), is limited by the Short Inter-
Frame Space. However, low-cost Wi-Fi devices mean low processing capacity. For 
this, the possibility of extending the tail of a frame was implemented, to minimize 
the overhead induced by the extension of the modulation and the OFDM symbols. 
Hence, each STA must indicate its maximum extension needed to process a frame 
with a given Modulation Code Scheme [39, 40].

The increase in the number of users and streaming applications leads to WLAN 
systems’ appearance to support high data rates and reliability, called High Efficiency 
WLAN [28]. Hence, Long Training Field provides different ways for receivers to 
estimate MIMO channels on WLAN systems. With this, the evolution involves 
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reducing the errors in estimating the best channel, and reduce the preamble overload 
as much as possible, especially for indoor scenarios, where several customers are 
competing for the communication channels [41].

IEEE 802.11ax standard was not developed exclusively for indoor scenarios, hav-
ing also been thought to be used in outdoor scenarios. Therefore, this raises new 
challenges essentially caused by the Doppler effect that derives from the commu-
nication reflections in fast-moving objects, such as cars or trains [42]. To overcome 
this and improve high mobility resistance, it is proposed to insert copies of the High-
Efficiency Long Training Field in the PHY packet payload midambles. As a result, 
the packet starts to be estimated during the packet preamble. It continues through-
out the entire packet transmission, which is extremely useful in scenarios where the 
channels can vary quickly [28].

In the next section we will compare and contrast Wi-Fi 6 and 5G.

4  Wi‑Fi 6 and 5G Comparison

The increase in the variety of technologies for accessing wireless networks leads to 
an urgent need to evolve 4G technology with the fifth generation’s mobile communi-
cations and broadband networks. Thus, it is essential to establish a correct compari-
son. For example, because of the higher frequency millimeter waves, 5G networks in 
interior environments require massive base stations, making it difficult for the signal 
to penetrate walls, making 5G tough to cover in this sort of situation. Therefore, 
Wi-Fi technology can be an excellent ally for solving this problem, making the two 
technologies highly compatible, despite their differences.

Moreover, the 5G networks are highly recommended for connections in open 
spaces, mobile scenarios, and environments with a high density of connected 
devices. Usually, outdoor Wi-Fi 6 is primarily found in crowded settings, such as 

Table 4  Feature comparison between legacy and IEEE 802.11ax—Adapted from [28, 37]

Innovation Legacy features IEEE 802.11ax features

Spectrum Up to 160 MHz at 5 GHz (11ac) 
or up to 40 MHz at 2.4 GHz 
(11n)

Up to 40 MHz at 2.4 GHz or up to 160 
MHz at 5 and 6 GHz

QAM modulation 256-QAM (11ac) 1024-QAM
MIMO order 4 (11n), 8 (11ac) SS 8 SS
Maximal data rate 7 Gbps 9.6 Gbps
Channel access CSMA/CA OFDMA on top of CSMA/CA
MU technology MU-MIMO (11ac) MU-MIMO, OFDMA
MU transmission direction DL (11ac) DL and UL
Fragmentation Static Flexible
Spatial reuse Sectorization Adaptive power and sensitivity 

thresholds
Power management Many Enhanced TWT, Microsleep
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playgrounds. In turn, 5G represents better performance to provide coverage of a 
larger size, as in scenic spots. However, its base station exceeds Wi-Fi 6 in terms 
of coverage range and roaming. So, 5G will represent significant improvements 
in autonomous driving, drones, and public safety. Consequently, we can say that 
the evolution of these technologies must follow a mutual evolution path. Table 5 
represents the comparison of the main features of Wi-Fi 6 and 5G.

From the table’s analysis, we can see that there are considerable differences 
between the two technologies. We are starting with OFDMA technology. This 
technology significantly reduces delays while improving efficiency, ideal for 
multi-user scenarios where several small data packets are transmitted. So, we 
can analyze that Wi-Fi 6 only adopts this technique to increase spectrum use effi-
ciency. However, 5G uses high air interface security, representing a derivation of 
the OFDM technique following a design similar to OFDMA.

Wi-Fi 6 improves the MU-MIMO technique by offering uplink support with 
8 ×  8 antennas. Thus, 5G uses the same principle, enhancing its capacity to 
64 × 64, allowing better coverage.

Regarding the use of the spectrum, this is one of the significant differences 
between the two technologies. In Wi-Fi, we observed the use of unlicensed spec-
trum, which means that any person or company can use the frequency bands with-
out prior registration. In 5G, this is a strategic resource that the operators of each 
country can only sell. Therefore, issues related to virtualization become a central 
problem so that the spectrum can be shared by several operators simultaneously. 
This problem is discussed in more detail in Sect. 6.1. Wi-Fi frequency bands are 
public, so we can quickly think that they are more subject to interference, mak-
ing them less stable than mobile networks. However, these conflicts only happen 
because they are directly related to the number of users. That is, as the number of 
users increases, the likelihood of interference occurring increases equally. It was 
because of this that the OFDMA and MU-MIMO techniques were introduced.

The use of the 5G spectrum lacks permission on the part of operators. Hence, 
in a 5G network, traffic from all terminals must pass through the operator, repre-
senting an inefficient transmission, which requires the operator to assign a usage 
license whenever a new terminal tries to access the network. Moreover, Wi-Fi 
networks are considerably more versatile and, if a new user wants to reach the 
network, it merely has to create a new account. Thus, to expand this network, it is 
only necessary to attach more APs and customize the usage policies to ensure the 
proper control of resources.

For all these reasons, according to Huawei [43], one of the advantages of 
Wi-Fi technology is related to its uniform use, given that it is the most convenient 
technology due to its easy implementation and low costs. However, this technol-
ogy reveals some limitations in large external coverage scenarios, failing to meet 
low latency requirements (<10  ms). 5G technology has the great advantage of 
providing low latencies and good external coverage. Nevertheless, this represents 
a higher cost than Wi-Fi, especially for indoor deployments and low terminal 
compatibility.

Therefore, the combination of Wi-Fi and 5G technology is an inevitable trend 
for network construction due to their complementary. Thus, the fifth generation 
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of mobile communications adopted some Wi-Fi technologies related to flexibility 
mechanisms, making this technology more viable for end-to-end architectures.

In the next section we will explain the Wi-Fi 6 successor, since it promises to sig-
nificantly boost the speed and stability of wireless connections.

5  Wi‑Fi 7—IEEE 802.11be

With the emergence of beyond 5G mobile networks, indoor Wi-Fi traffic is chang-
ing, as radio waves suffer losses when overcoming obstacles such as buildings walls. 
Thus, Wi-Fi 7 is expected to provide services that allow the majority of beyond 5G 
traffic to be redirected to the Wi-Fi system, enabling mobile service providers to 
save costs. Wi-Fi 7 will have up to 4.8 times higher nominal data bandwidth com-
pared to 9.6 Gbps Wi-Fi 6. Thus, it is expected that the overall nominal throughput 
of Wi-Fi 7 could be 46 Gbps. An improvement in the PHY protocol would arise due 
to the previous PHY headers’ generalization and the introduction of a forward-com-
patible frame format. Wi-Fi 7 pretends to reach bandwidths over 40 Gbps employing 
strategies that make it easy to take advantage of twice the bandwidth and improved 
SS.

Despite this, it is possible to analyze some of the innovative techniques that the 
IEEE 802.11 Working Group will introduce.

Wi-Fi 7 is expected to provide native support for Multi-Link Operations, to 
improve data bandwidths in the 5 and 6 GHz bands. Wi-Fi 6 already manages to 
use multiple links simultaneously. As a general rule, they are independent links, and 
Multi-Link Operations seeks to change this to get more efficient channel resources 
to use. Following improvements in the spectrum, the HARQ technique will be 
upgraded, which allows a receiver to combine different pieces of resulting informa-
tion from each transmission attempt until it can fully decode the packet, without 
having to wait for the sender to carry out the complete transmission.

In short, we can say that the Wi-Fi 7 evolution is based on the following premises 
[16, 44]:

• 320 MHz bandwidth and more efficient utilization of non-contiguous spectrum;
• Multi-band/multi-channel aggregation and operation;
• 16 SS and MIMO protocols enhancements;
• Multi-AP Coordination (e.g. coordinated and joint transmission);
• Enhanced link adaptation and re-transmission protocol (e.g. HARQ);
• Adaptation to regulatory rules specific to 6 GHz spectrum;
• Refinements of IEEE 802.11ax features.

Thus, Wi-Fi 7 is being designed to improve performance and increase spectral effi-
ciency while reducing implementation costs. This development was anticipated by 
the expected revolution with the introduction of beyond 5G networks, trying to cre-
ate a wireless Extremely High Throughput (EHT) network. Comparing this new 
Wi-Fi protocol with previous one, we can summarize the main features in Table 6.
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5.1  PHY Techniques Enhancements

In addition to throughput improvements, IEEE 802.11be would exploit the IEEE 
802.11ax allowed trigger-based scheduled service to provide efficient and more 
predictable medium access. IEEE 802.11be is planned to provide updates to reduce 
overhead and allow the more effective operation of managed network installations. 
Thus we can assume that the new technologies implemented in PHY can be summa-
rized as follows [16]:

• More expansive bandwidth modes, including 320 MHz, 160 + 160 MHz, 240 
MHz and 160 + 80 MHz. This doubles the 160 MHz used by Wi-Fi 6;

• Multi-Resource Unit item assigned to each client and compatible with increasing 
spectral efficiency;

• EHT led to the development of new modulation strategies, more precisely in 
the order of 4096-QAM, to increase the peak rate compared to the 1024-QAM 
adopted in the previous standard.

By doubling the channel bandwidth of Wi-Fi, approximately twice as much data 
may be transferred in a single transmission. The IEEE 802.11be standard calls for 
operation in the 6 GHz range, with a current channel design supporting up to six 
overlapping 320 MHz channels. Because of the 1200 MHz continuous spectrum 
availability in the 6 GHz band, the channel bandwidth has been quadrupled from 
160 MHz (the greatest bandwidth in IEEE 802.11ax) to 320 MHz channels, double 
the maximum throughput. The availability of the 6 GHz band, on the other hand, is 
subject to regulatory approval, and not all worldwide locations may enjoy the same 
quantity of spectrum. Because the 5 GHz and 2.4 GHz bands cannot handle 320 
MHz channels, this Wi-Fi 7 capabilities will be limited to a subset of users.

Spatial streams boost system throughput by concurrently broadcasting sepa-
rate data streams via several antennas. As a result, an 8-stream system’s maximum 
throughput is eight times that of a single-antenna system. The IEEE 802.11ax stand-
ard has MIMO capability for up to 8 spatial streams. The IEEE 802.11be generation 
might support up to 16 × 16, which would be twice the maximum speed above IEEE 
802.11ax. While the theoretical maximum speed can only be achieved amongst 

Table 6  Feature comparison between IEEE 802.11ax and IEEE 802.11be—Adapted from [16, 44, 45]

Innovations IEEE 802.11ax features IEEE 802.11be features

Maximal data rate 9.6 Gbps 46 Gbps
Bands 2.4 and 5 GHz in Wi-Fi 6 & 6 GHz in 

Wi-Fi 6E
1–7.25 GHz including 

2.4, 5 and 6 GHz
Channel size 160 MHz 320 MHz
QAM modulation 1024-QAM 4096-QAM
MIMO order 8 SS 16 SS
Access point 1 Multiple
Release date 2019 (released) 2024 (expected)
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devices that use the same antennas, the number of MIMO streams available to Client 
Stations is frequently limited to two or three. The high number of spatial streams is 
a crucial component for higher spectrum efficiency with the implementation of MU-
MIMO, another feature provided by the IEEE 802.11be standard.

So, new PHY and MAC modes have been designed to support a transfer rate of at 
least 40 Gbps through various PHY enhancement technologies. However, it is essen-
tial to note that the IEEE 802.11be standard production process is still at an early 
stage. Several works need to be performed, such as coding and interleaving schemes 
for multiple Resource Units assigned to a single client, tone mapping for combina-
tion schemes, and multi-Resource Unit signaling projects.

5.2  Multi‑link Operation

Multi-AP collaboration is one of the key new features of the IEEE 802.11be can-
didate, which depends on direct AP communication to meet the required network 
output objectives. It will have advantages in terms of throughput and capacity and 
has the potential to solve some of the problems that have the most significant effect 
on latency and reliability. Multi-AP collaboration is required to solve the conflict 
caused by Overlapping Basic Service Sets, one of the critical causes of random 
latency variations.

Through exploiting several bands/channels, IEEE 802.11be will separate time-
sensitive traffic from network congestion, one of the main causes of significant 
latency variations. It should be possible to direct traffic to those bands/channels in a 
controlled network by isolating time-sensitive traffic from the others.

Multi-link operation enables link aggregation at the MAC layer, bringing many 
benefits in multiple dimensions. It also offers lower latency due to simultaneous 
connectivity to increased links, high reliability due to packet replication over mul-
tiple links, and assigns data streams to unique app-based links. In conclusion, it is 
beneficial to several applications, from Virtual Reality to industrial IoT devices.

Thus, we can conclude that channel assessment is designed for a single link in 
the current WLAN specifications, which means that Multi-link issues have to be 
carefully discussed in the EHT. Multi-link transmissions can be classified into fast 
connection switching for coexistence/load restrictions, data separation for efficient 
channel use, independent transmission, and simultaneous transmission.

Theoretically, when comparing the multi-link with the single-link techniques 
used in the previous standard, we can conclude that the multi-link transmissions 
can double the link’s capacity with the same time resource. However, multi-link 
transmissions’ performance gains can be hampered by legacy single-link devices in 
a practical context. Thus, the design of effective multi-link transmission schemes 
needs to be careful with the spectrum utilization. The complexity of the implemen-
tation project and the limitations of legacy devices operating on the same link(s) can 
cause some barriers. Besides, the simultaneous transmission and reception opera-
tion in the multi-link scheme can cause inter-link interference due to power leakage 
unless the links are configured with minimal separation or sufficiently far. Thus, if 
we use a large separation between adjacent links, we can reduce the spectrum’s use, 
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so it is necessary to explore some advanced analog/digital interference cancellation/
suppression schemes for multi-link transmissions [16].

5.3  HARQ

The Hybrid automatic repeat request technique is an improvement on the Automatic 
Repeat Request (ARQ) technique. In conventional Automatic Repeat Request, when 
we have a wrong packet, the system discards that packet and requests re-transmis-
sion. For this, a feedback message is sent to the transmitter. These messages indicate 
whether the reception was successful ACK or not Non-Acknowledgement (NACK). 
So, if these re-transmissions did not happen, we would have a much faster data flow. 
The HARQ technique appears precisely for this purpose, to improve the data flow 
and minimize the re-transmissions of the same packet. Packets with errors then 
cease to be re-transmitted and are stored in a “buffer” together with re-transmission 
attempts in succession. Thus, at each transmission attempt, the receiver stores infor-
mation in a buffer until it gathers the necessary information to packet decode with-
out requiring it to be successfully transmitted in a single transmission. When the 
re-transmissions are identical between them, the information kept in the buffer is 
redundant. This effect, known as Chase Combination, reduces the gain of the HARQ 
technique. To overcome this, the Incremental Redundancy technique was intro-
duced. This allows only the part that corresponds to the information not received 
by the sender to be re-transmitted. Thus, we forward less information, which means 
fewer bits, less energy, and more gain [16, 44] Fig. 4 represents the flow of a HARQ 
process.

Figure 4 depicts the HARQ technology operation, where it is possible to keep the 
buffer fulfilling until it is confirmed the message is thoroughly read and the ACK is 
sent to the transmitter. Hence, to guarantee that uplink users do not encounter ARQ 
blocking, the influence of retransmissions on the time-frequency problem segmenta-
tion is managed using a new block scheduling interval mainly intended for synchro-
nous HARQ. Using this framework, the optimal margin adaptive allocation issue 
may be formulated. Based on its structure, sub-optimal techniques to decrease the 
required resource allocation while striving to reduce complexity can be developed. 
As a result, resource allocation is an essential method for controlling the effect of 

Fig. 4  Flow of a HARQ process—Adapted from [46]
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re-transmissions on the time-frequency issue. Hence, in the next section, we will go 
through different resource allocation mechanisms that utilize techniques to increase 
networking facilities and opportunities.

6  Emerging Mechanisms for Wireless Networks

The next generation of wireless networks offers novel network features such as 
reduced latency, edge computing, and radio convergence, paving the way for a future 
that is always connected. In this context, and in order to provide the necessary high-
quality services and connections constantly and everywhere, even in poor network 
circumstances, potential network failures must be controlled quickly and efficiently. 
Network Virtualization and Slicing techniques are the most visible feature of beyond 
5G networks.

According to the 3rd Generation Partnership Project (3GPP), network slicing is 
a paradigm that takes advantage of virtualization techniques, in which logical net-
works/partitions are formed with suitable isolation, resources, and optimum topol-
ogy to serve a specific purpose, service category, or individual client. Technologies 
such as Network Functions Virtualization (NFV), Mobile Edge Computing (MEC), 
and Software Defined Network (SDN) will be used to enable the physical infrastruc-
ture to provide the aforementioned functionalities. These concepts will be explored 
in detail throughout this section.

6.1  Network Virtualization

Wireless network virtualization issues will be fundamental in the Wi-Fi, beyond 5G, 
and IoT evolution. Network virtualization refers to abstracting and separating physi-
cal network infrastructure from the services and applications that operate on top of 
it. It generates a virtual representation of a network, allowing several virtual net-
works or instances to coexist and function on the same physical network infrastruc-
ture. This technology has received attention and relevance in modern networking, 
and it is commonly utilized in data centers, cloud computing settings, and workplace 
networks due to its flexibility and scalability since virtual networks may be easily 
constructed, adjusted, or deleted without causing any disruption to the actual infra-
structure. This adaptability makes it easy to respond to changing network needs and 
scale resources up and down as needed.

Wireless virtualization involves abstraction and sharing physical resources of 
Wireless Resource Providers with different parties such as Mobile Virtual Network 
Operators (MVNOs) [47]. Wireless resource allocation represents an essential aspect 
in several fields today, such as spectrum efficiency, energy efficiency, Quality of Ser-
vice (QoS), and coverage [48, 49]. In the state of the art, several approaches have 
been proposed to allocate resources optimally [50–53], trying to achieve a panorama 
where Wireless Resource Providers can sub-allocate their wireless resources to dif-
ferent MVNOs according to service-level agreements, and the corresponding needs 
[54–58]. However, the methods used have some limitations. According to [47], the 
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use of a static pricing policy for spectrum use and monopoly in [55, 56], makes 
these methods unsuitable for dynamic changes in wireless environments, something 
unthinkable with technological densification. Moreover, according to [57], MVNOs 
dynamically adapt their price to use the spectrum by end-users, requesting radio fre-
quency bands from Wireless Resource Provider according to the network demand 
from users to maximize their functionalities.

Over the years, issues related to virtualization have been analyzed from different 
perspectives. Ho et  al. [59] have studied virtualization in terms of radio resource 
allocation. In order to dynamically assign resources for users affiliated with multi-
ple mobile virtual network operators, the infrastructure provider must adopt efficient 
and flexible resource allocation mechanisms. The authors showed that the strategies 
both for infrastructure provider and MVNOs were optimized via a two-stage Stack-
elberg game in an equilibrated way. Kokku et al. [60] have analyzed the single-cell 
virtualization regarding the Long Term Evolution. The authors demonstrated that 
network virtualization could run different flow schedulers in different slices, run dif-
ferent slices simultaneously with different types of reservations, and perform slice-
specific application optimizations for providing customized services using prototype 
implementation and detailed evaluation on a testbed for both downlink and uplink 
directions. Feng et al. [61] present a conclusion about multi-cell network virtualiza-
tion Long Term Evolution. The authors introduced the cell clustering approach in 
the presented study, which may greatly minimize the complexity of resource slic-
ing and make it practicable in wireless networks. Finally, the test results show that 
network performance has significantly improved. The efficiency of the spectrum is 
doubled, and the packet loss rate is reduced to 1/20.

Naveen Sapavath et al. [47] present an approach to virtualization that considers 
the use of three layers for dynamic power, bandwidth, and price adjustment in wire-
less networks. Thus, this development aims at the optimal interconnection between 
Wireless Resource Providers, MVNOs, and end-users. Wireless Resource Provid-
ers are competing with each other, allocating radio frequency slices and offering 
prices so that MVNOs can rent radio resources and meet their customers’ needs, 
making final customers improve their QoE. All in all, the benefits of virtualization 
technologies have meant that MVNOs have no doubts about using this technology in 
their services. Thus, in addition to technical advantages, network virtualization will 
also reduce the cost of equipment and the entire network’s management due to the 
abstraction in the wireless network infrastructure and radio resources. This allows 
creating a series of virtual resources that can be offered to different service providers 
[62, 63].

Due to the introduction of virtualization techniques, the Internet Service Pro-
vider function has been divided into two parts: infrastructure provider and service 
provider. The first is responsible for implementing and maintaining the physical 
infrastructure, while the second is responsible for providing a variety of services for 
users. Thus, there is an urgent need to achieve good resource allocation due to the 
advances of virtualization techniques [64]. As a result, resource allocation is consid-
ered one of the biggest challenges to wireless virtualization issues. Resource alloca-
tion decides the best way to dynamically allocate resources to MVNOs, to match 
registered users’ demand, energy efficiency, spectrum management, and to fulfil 



1 3

Journal of Network and Systems Management (2024) 32:12 Page 21 of 45 12

QoS requirements. Tai Ho et al. [64] propose a dynamic resource distribution sys-
tem that can be extended to the reseller and service provider MVNOs, who depend 
almost exclusively on Internet Service Providers facilities to support MVNOs cus-
tomers. As a result, the authors provide a multiple time-scale framework to tackle 
the infrastructure provider’s optimization problem, which decomposes the price 
decision, base station assignment, and resource allocation into separate time-scale 
algorithms to meet the design objectives. Finally, they suggest a branch and bound 
method for optimally solving the pricing decision problem. The simulation findings 
indicate the trade-off between energy efficiency, income for infrastructure providers, 
and isolation provided.

However, virtualization issues do not stop. One of the most common features in 
modern APs is the support for several Virtual Access Points (VAPs). This means 
that a single physical device can create multiple independent Basic Service Sets 
(BSSs) (a set of wireless clients connected with an AP), reaching up to 32 VAPs in 
some cases. We can take advantage of this when, for example, it is needed to sepa-
rate a guest Wi-Fi network from an internal network without installing an additional 
AP. One of the shortcomings of existing VAPs is that service information for all 
VAPs can be the same but transmitted separately by each one. Thus, it is neces-
sary to reduce this information redundancy. To reduce overhead, the IEEE 802.11ax 
amendment introduces multiple Basic Service Set Identifier (BSSID) support, which 
allows identifying information to be sent to all BSSs simultaneously, for example, 
through a common beacon. All BSSs in the multiple BSSID use the same Basic Ser-
vice Set (BSS) color, and the frames of the BSSs of a multiple BSSID set are con-
sidered intra-BSS frames [65, 66]. Many conventional techniques need more adapt-
ability to address changing demands. As a result, virtualization support is critical in 
orchestrating applications and services, enabling effective resource management and 
utilization from the core to the edge operations.

With the introduction of new social needs, such as autonomous driving, virtu-
alization has grown in capacity and is now being applied to the RAN via resource 
allocation. This change emphasizes the importance of a well-designed, robust 
resource allocation approach that is both energy and cost-efficient. The success-
ful implementation of such a resource allocation mechanism is crucial in ensuring 
high-quality services are delivered. Given the radio and power resources scarcity, 
good RAN scheduling becomes critical for achieving peak performance. The QoS of 
multiple services may be assured by carefully controlling and distributing resources 
fulfilling the varying demands of consumers. Network slicing also plays a significant 
part in this, as described in the next paragraph.

6.2  Network Slicing

Network slicing is a network architecture innovation in 5G that is also expected to 
be inherited in the next generation [2, 67]. Network slicing allows numerous isolated 
and independent virtual (logical) networks, or slices, to coexist on the same physical 
network infrastructure. Each network slice is designed to support certain use cases 
or applications, each with its own set of requirements and features. The benefits of 
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network slicing are multiple. First, network slicing enables multi-tenancy by virtual 
multiplexing networks, allowing many virtual network operators to share the same 
physical network infrastructure [68]. This lowers the capital cost of network imple-
mentation and operation. Second, network slicing enables customized slices for dis-
tinct service types with differing QoS requirements, allowing service differentiation 
as well as the guarantee of service level agreements for each service type. Third, 
because slices may be produced on-demand and updated or canceled as required, 
network slicing improves network management flexibility and adaptability [69, 70]. 
Moreover, network slicing enables end-to-end management of the whole network, 
from the core to the edge. This guarantees that the needed level of service is main-
tained consistently across the network.

An SDN controller is a centralized entity that abstractly represents multiple 
resources and control logic, allowing for the smooth generation and maintenance of 
network slices. In this perspective, a network slice may be viewed as a client of the 
SDN architecture, exploiting the SDN controller’s capabilities and operations. Net-
work operators and service providers can build pre-defined blueprints for network 
slices, outlining each slice’s intended attributes and needs, using the SDN control-
ler as a mediator. This allows for the fast and on-demand creation of network slices 
adapted to individual service requirements. By referring to a slice as an SDN cli-
ent, we accept that it communicates with the SDN controller to share its needs and 
expectations. In turn, the SDN controller orchestrates the resources and implements 
the appropriate control logic to fulfill these needs, resulting in a customized slice 
instance. SDN and network function virtualization are technologies that enable the 
implementation of NFV. SDN uses the cloud computing model in network admin-
istration, with a centralized controller to dynamically steer and regulate traffic flow 
and choreograph network resource allocation for performance improvement [71].

NFV implements network operations such as firewalls, load balancing, and 
address translation as software instances known as virtual network functions that 
operate on virtual machines on top of conventional servers (referred to as NFV 
nodes) without the need for specific hardware [72]. Thus, in NFV, a network ser-
vice is a component of a network slice, and a network slice comprises one or more 
virtual network functions. NFV complements SDN in network slicing implementa-
tion because SDN builds control plane activities that enable slicing, whereas NFV 
provisions services, controls the life cycle of network slices, and orchestrates slice 
resources by realizing virtual network functions [73]

Many sectors will benefit from the virtualization features provided by NFV 
in order to allow such logical network slices and support numerous 5G use cases 
(e.g., mission-critical applications, media personalization, and mobile broadband). 
Virtual Network Functions’ quick deployment and simple management, as well as 
their dynamicity and high availability, efficiently enable the provisioning of smart 
segmentation, customization, and programmability of the network to match the 
demands of each service. Indeed, the progression to 5G and beyond entails manag-
ing highly dynamic network slices made up of several virtual nodes. They can be 
generated or deleted in response to service demands or other goals set by mobile 
carriers, such as cost reduction and energy usage. The need for network slices, 
which will enable operators to provide networks “as a service,” demonstrates itself 
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to be a key concept for future use cases, such as putting both bandwidth and latency 
demands on the network, defining optimal personalized verticals to respond to the 
requirements of users, specific applications, and services dynamically and flexibly. 
The authors of [74] feel that network slicing is one of the essential technologies in 
5G mobile networks. The slicing technique enables virtual networks to offer indi-
vidualized services on demand. Slices can be manipulated through software-based 
solutions in [75]. Approaches using SDN were employed to enable software-enabled 
virtualization, allowing for the creating of several virtual or logic networks. These 
slices will be enabled on a single network, divided into different logical networks. 
This method is used in [76] since VPN is an example of a slice on conventional 
networks. However, slices will be mutually autonomous, and each slice’s control 
and administration system will be independent. In [77], the authors conducted a 
thorough analysis of network slicing with enabling technologies, standardization 
initiatives, industry programs that expedite network-slicing utilization, and future 
research objectives. In [78], the author discuss the current status of 3GPP stand-
ardization, strategies to lessen the complexity created by network slicing, and future 
research prospects. The next section will explain how we can integrate slicing con-
cepts in RAN.

7  Radio Access Network

A RAN is a significant component of a wireless telecommunications system that 
uses a radio connection to connect individual devices to other network portions. 
RANs are critical connection points for telecom network operators, representing 
major network expenditures, performing heavy and complicated processing, and 
currently facing fast-growing demand as more edge and 5G use cases arise for telco 
customers.

Virtualization and Slicing may be used in RAN to help telcos update their net-
works. This is especially essential given that the industry’s future is focused on the 
transition to 5G. In fact, the ongoing 5G network transformation frequently relies 
on RAN virtualization and increasingly assumes that it is container-based and 
cloud-native.

This section goes throughout RAN Slicing, its research challenges, and the 
importance of virtualization concepts on RAN.

7.1  RAN Slicing

It has been established in 3GPP that 5G RAN should be slice-aware in order to pro-
cess slice-specific traffic in accordance with customer needs.

RAN slicing is the most promising technology in 5G networks and beyond since 
it provides a flexible and scalable network architecture to accommodate a wide range 
of services with varying QoS demands. Given to this, it is possible to create distinct 
logical networks on a same physical network infrastructure. This means that the net-
work may be separated into several virtual slices, each with its own set of features 
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and service needs. Each network slice may be optimized to fit the demands of vari-
ous applications and services. One slice, for example, may be devoted to IoT ser-
vices, while another could be tailored to serve virtual reality or online gaming ser-
vices. RAN slicing allows for optimal resource allocation by ensuring that each slice 
has the capacity to provide appropriate performance for certain services. This tech-
nology is especially important beyond 5G since the network is designed to accom-
modate a variety of use cases with varying needs. RAN slicing may dynamically and 
elastically assign network resources to deliver customized services for isolated logi-
cal networks by slicing shared physical wireless networks into many remote logical 
networks. This advantage drive the research on RAN slicing for Next-Generation 
Wireless Networks. Extensive industry efforts have gone into ratifying the RAN 
slicing framework. The 3GPP has undertaken substantial research on the slicing-
based architecture for 5G networks [79]. Several proofs-of-concept RAN slicing sys-
tems have been created and assessed using real-world network traffic data [80, 81]. 
The next section will discuss the research challenges associated with RAN slicing.

7.2  RAN Slicing Research Challenges

While the radio characteristics discussed above make slicing implementation eas-
ier, there are still several issues regarding resource allocation and management. The 
coexistence of a high number of slices creates several issues in terms of resource 
allocation to slices and flows, taking into account not just radio resources but also 
processing resources (for MEC and virtual radio functions). Adapting current 
resource allocation systems, developing new ones, and integrating them into the 
new context of slicing in the RAN is one open research topic. These schemes must 
work together to maintain QoS for individual slices, equity among slices, and overall 
resource efficiency [82]. A number of studies offer an overview of fairness in the 
distribution of multiple resources. While many of these approaches may be relevant 
in the context of slicing, there are several related open questions according to [70]:

• Resource interplay—because a service might use numerous network resources, 
there is an inherent tradeoff between network resources. For example, in com-
puter offloading services, service latency is considered to be the amount of time 
it takes to task transmission and processing. If a user connects to a remote MEC 
server with plenty of computing capabilities for job processing, task transmis-
sion latency will be considerable. On the other hand, if a user connects to a 
nearby MEC server with insufficient computing capacity, task processing takes 
longer. In computing offloading services, the allocation of computing and com-
munication resources is connected. Similarly, numerous network resources are 
interconnected, which complicates RAN slicing.

• Strict QoS requirements—5G networks and beyond have demanding QoS stand-
ards, including greater throughput and lower latency, than typical 4G networks. 
The usual Ultra-Reliable and Low Latency Communications (URLLC) service 
in 5G, in particular, needs ultra-high dependability (e.g., 99.999%), which is sub-
stantially tighter than that of other services. Furthermore, data packet payloads in 
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URLLC services are often minimal, such as 32 bytes [83]. Because of the high 
transmission overhead, the standard Shannon theory, which is designed for long-
length packet transmission, cannot assess the transmission performance of short-
length packets. The finite block length channel coding theory should be used to 
quantify the feasible rate for short-length packets.

• User mobility—because of the high network density, users may often migrate 
beyond the scope of their associated network infrastructure, resulting in a 
dynamic network topology. High-mobility vehicle users, for example, can often 
prompt handover. The dynamic network topology alters the distribution of ser-
vice traffic, making previously ideal slice allocation poor over time, decreasing 
network performance, and potentially violating customers’ QoS requirements. 
When network performance falls below a certain threshold, modifying current 
slices or establishing new slices is triggered, incurring slice reconfiguration 
expense.

7.3  vRAN

Initially, mobile network deployment was based on a monolithic method, with base-
band processing units and radio modules located close to an antenna. These two 
major components make up what is often known as RAN, which is a key component 
of mobile networks together with the core network, terminals, and transport.

RAN was identified as one area that will help operators take advantage of virtual-
ization through independent combinations of hardware and software, allowing more 
competition in ecosystems and the ability to choose the best solutions for each user 
or service. RAN comprises three fundamental components: 

1. Antennas are devices that transform electrical impulses into radio waves.
2. Radios convert digital data into wireless signals and guarantee that transmissions 

occur in the frequency ranges and at the appropriate power levels.
3. Baseband units perform a variety of signal processing operations that enable 

wireless communication. Traditional baseband enables wireless communication 
by combining specialized hardware with many lines of code using licensed radiof-
requency. Baseband Unit processing identifies mistakes, protects wireless signals, 
and guarantees that wireless resources are used efficiently.

These needs arose with the current trends in network automation, virtualization, and 
orchestration. Due to the RAN functionalities, it is possible to distinguish between 
real-time and non-real-time processing functions, which helps prioritize critical ser-
vices. Following the evolution of the RAN techniques, Virtualized Radio Access 
Network (vRAN) architectures represent a promising solution for the densification 
needs of beyond 5G networks, as they decouple base stations functions from Radio 
Unit (RU), allowing processing power to be pooled at cost-effective Centralized Unit 
(CU). Compared to state-of-the-art RAN systems, vRAN provides flexible function 
relocation (split selection) and permits split with less stringent network require-
ments. This functional slitting is presented in Fig. 5, where the base station is split 
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into three logical nodes: CU, the Distributed Unit (DU) and the RU, each capable of 
hosting different functions of the vRAN.

Since the processing and time requirements for specific tasks in the lower sec-
tions of the RAN are high, RAN virtualization presents many important challenges. 
These functions are essential because they determine several elements of RAN 
capacity and coverage. Nonetheless, the potential benefits of virtualization might be 
considerable: 

1. A vRAN provides substantial harmonization benefits, such as a single consistent 
hardware platform throughout the core network, RAN, and Edge. This might 
simplify network administration while lowering operational and maintenance 
expenses.

2. Network operations will be isolated from the processing hardware in a complete 
vRAN. This means that RAN network services from various manufacturers might 
run on the same hardware, improving the service provider’s flexibility. In certain 
situations, hardware may even be shared among service providers.

3. vRAN provides a chance to adopt proven solutions for non-RAN-specific func-
tions already accessible in today’s public Cloud technologies. By agreeing to 
utilize industry-standard components for everyday activities, the need for costly 
vendor-specific modifications would be eliminated. If this is accomplished, the 
RAN ecosystem will be able to concentrate on mission-critical components.

4. vRAN promises greater flexibility since functionality and capacity may be more 
simply installed where and when needed. This sort of adaptability might be facili-
tated by Cloud technology.

5. A widely used open platform might decrease barriers to cross-domain innovation, 
allowing for new use cases and services.

These initiatives build on current SDN/NFV softwarization and cloudification of 
RAN. This allows operators to choose the amount of centralization (functional split) 
of the so-called vRAN services for each RU while considering available network 
resources and user demand.

The challenge of vRAN design is exacerbated by the introduction of MEC [85], a 
business model in which operators lease computer and network capabilities to verti-
cal industries such as autonomous driving. MEC services are designed for ultra-low 

Fig. 5  Functional split—Adapted from [84]
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latency and high-bandwidth applications. Thus they are often placed close to con-
sumers, implying a full-stack distributed implementation [86]. As a result, there is 
an inherent conflict between MEC and vRAN, due to their different architectural 
approaches and objectives, which strives for the greatest feasible centralization of 
RAN operations. Given the importance of MEC services (a new income stream 
for operators), it is critical to build them in collaboration with vRAN to alleviate 
stress and guarantee that their performance meets beyond 5G expectations. MEC 
is a business concept that attempts to provide vertical sectors with low-latency and 
high-bandwidth services by bringing computer and network resources closer to the 
end-users. This suggests a distributed approach with MEC servers deployed at the 
network edge. The objective is to increase QoS in applications that demand real-time 
processing and high-speed data transport, such as autonomous driving or augmented 
reality. vRAN, conversely, is a virtualized solution to the Radio Access Network that 
entails centralizing RAN functions in a cloud-based architecture. Baseband process-
ing operations are abstracted from physical base stations and relocated to a central-
ized data center with vRAN. This centralization enables more effective resource 
allocation and administration and greater network scalability and flexibility. The 
conflict between MEC and vRAN stems from their opposing architectural concepts. 
MEC seeks to deploy computing resources closer to the edge to achieve reduced 
latency, whereas vRAN seeks centralization to accomplish effective resource man-
agement. Placing MEC servers near customers suggests a dispersed deployment, 
whereas vRAN necessitates a centralized design.

vRAN increased the openness and intelligence of interfaces, allowing for multi-
vendor RAN implementation. Therefore, it this worth noting that the vRAN intends 
to expand the SDN idea of divorcing the control plane from the user plane and aug-
ment conventional Radio Resource Management functionalities with embedded 
intelligence through RAN Intelligent Controller near-RT.

Ayala-Romero et al. [87] describe a machine learning method to resource orches-
tration in energy-constrained vRANs to handle the challenge of estimating power 
consumption and software stack processing performance. The authors demonstrated 
that the provided methodologies are data-efficient—they converge an order of mag-
nitude quicker than existing machine learning methods—and have demonstrable 
performance, which is critical for carrier-grade vRANs. They showed the benefits 
of their ideas in a testbed and implemented them in Open-Radio Access Network 
(O-RAN)’s non-real-time RAN Intelligent Controller (RIC)

Garcia-Saavedra et al. [88] suggest two heuristics for a nearly-optimal backtrack-
ing technique and a low-complex greedy approach. Their challenge is to decide 
whether to place the functions on the RUs or on the CU. Their objective is to maxi-
mize the number of functions placed on the CU in order to minimize the cost of 
the system. Part of the problem is simplified, in addition to the use of non-optimal 
methods, because all RUs served by the same CU use the same functional split. The 
authors introduced FluidRAN, a modeling technique that reduces RAN expenses 
by choosing splits and RUs-CU routing pathways together. They demonstrated that 
pure RAN is rarely a viable upgrade solution for current infrastructure. FluidRAN 
ignores the potential of executing all RAN functions in an RU, which is quite typi-
cal in real-world networks, particularly during the transition to beyond 5G systems. 
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Because there is no direct traffic between RUs and the core, just between RUs and 
the CU, this reduces the routing problem. As a result, the authors only considered 
the CU when it was co-located with the core.

According to Singh et  al. [89], RAN energy consumption is one of the main 
sources of Operational Expenditure for telecom operators. Furthermore, beyond 5G 
is expected to change the paradigm in several fields, such as RAN architecture, dis-
aggregation virtualization, and cloudification. These changes require a more exhaus-
tive beyond 5G RAN orchestration, which requires greater energy efficiency. To 
respond to this need, the authors present a vRAN model aligned with the beyond 
5G specifications through realistic and dynamic models for computational load and 
energy consumption costs. The optimization of energy consumption and its costs 
was modeled through a distributed integer quadratic programming model with NP-
Hard nature. To evaluate the performance of the proposed solutions, the authors 
resorted to real data from a metropolitan area, having achieved an improvement in 
the energy efficiency of up to 42%, compared to traditional RAN techniques. How-
ever, the authors show that in a vRAN configuration, it is not always efficient to allo-
cate all processing in Telco zones or central clouds. The best strategy is to process 
most of the information at the far Edge whenever available. Among the various far-
Edge Cloud configurations presented and mid-haul capacities, the authors show that 
implementing a high-capacity mid-haul link along with high-capacity servers is not 
always the best option, as the two features serve opposite purposes.

8  Open‑Radio Access Network

O-RAN is based on RAN element interoperability and standardization, including a 
uniform interconnection standard for many suppliers’ white-box hardware and open-
source software elements. O-RAN design incorporates a modular base station soft-
ware stack on off-the-shelf hardware, allowing baseband and radio unit components 
from different vendors to work together smoothly. Through the shared features of 
efficiency, intelligence, and adaptability, O-RAN emphasizes simplified 5G RAN 
performance targets. O-RAN used at the network edge will assist 5G applications 
like autonomous vehicles and the Internet of Things, efficiently support network 
slicing use cases, and enable safe and quick over-the-air firmware upgrades.

This section will explain the O-RAN Architecture, the corresponding challenges, 
and the proposals and techniques that already take advantage of this new paradigm.

8.1  O‑RAN Architecture and Challenges

Current RAN technology is delivered as a hardware and software-integrated plat-
form. The number of mobile networks subscribers and the number of cells and sites 
is likely to increase in the future due to network densification and the introduction 
of additional frequency bands. In fact, it is expected that 8.8 billion mobile subscrip-
tions will be active in 2026, including 3.5 billion subscriptions of beyond 5G [90]. 
Thus we require more flexible and centralized deployed networks by design.
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The goal of O-RAN is to provide a multi-supplier RAN solution that allows for 
the separation—or disaggregation—of hardware and software through open inter-
faces and virtualization, hosting software that controls and maintains networks in 
the Cloud.

The variety of anticipated benefits include enhanced supply chain, solution flex-
ibility, and new capabilities, which will lead to more competition and additional 
innovation. The O-RAN Alliance is an organization that develops radio access net-
work specifications in line with the beyond 5G requirements. There is an urgent 
need to ensure that the RAN has the underlying capability to meet strict latency 
requirements and the ability to control multiple users simultaneously. Thus, follow-
ing a similar path to beyond 5G, where NFV have started a long time ago, O-RAN 
also began to introduce virtualization concepts in its architecture.

The virtualization process in RAN requires the coordination of RAN, with the 
vRAN that coordinates the functions of base stations from a data-center using NFV 
and SDN technologies. The CU/DU functions are thus virtualized, enabling OPEX 
reduction through energy savings, IT conversion of RAN, and accessible network 
extension by installing new resource units and their connection with the CU/DU 
pools. Due to this, CAPEX savings are expected, as less investment will be needed 
due to polling capacity and RAN resources optimization.

As a complement to virtualization and disaggregation inside RAN, O-RAN Alli-
ance was created to define the open and interoperable interfaces between RAN ele-
ments, which allows operators to work with different vendors flexibly.

Table  7 presents the main O-RAN challenges. From the table, it is possible to 
observe that even with the substantial efforts that have been made, O-RAN is still in 
its early stages and must handle the complexity associated with an expanded ecosys-
tem based on infrastructure disaggregation.

The upgraded 3GPP nodes, functions, layers, and interfaces serve as the founda-
tion for the O-RAN reference architecture [93]. Figure 6 represent the O-RAN archi-
tecture introduced by O-RAN Alliance.

From the figure, O-RAN architecture’s functional modules comprise the RIC 
non-Real-Time layer, which performs policy administration and analytics opera-
tions. The RIC near real-time layer performs time-sensitive activities such as load 
balancing and handover and interference detection. Layer integration enables the 
RIC near the Real-Time layer to benefit from the RIC non-Real-Time layer’s intel-
ligently trained models and real-time control features.

The multi-RAT CU protocol stack, which is implemented on a virtualization plat-
form, allows protocol processing for 4G or 5G while also creating security isolation 
and virtual resource allocation, among other things. The Open Radio Unit (O-RU) 
and Open Distributed Unit (O-DU) components are linked via an O-RAN fronthaul 
interface with a well-defined Lower Level Split (LLS) that enables Enhanced Com-
mon Public Radio Interface (eCPRI) and Radio over Ethernet (RoE). Further devel-
opment and standardization of these interfaces will promote interoperability, com-
petitiveness, and innovation throughout the O-RAN supply chain.

By decreasing the barrier to entry for new O-RAN 5G ecosystem members, the 
innovation required to satisfy ever-changing consumer expectations can be com-
pletely unlocked. Based on their particular network use case profile, operators will 



 Journal of Network and Systems Management (2024) 32:12

1 3

12 Page 30 of 45

Ta
bl

e 
7 

 O
-R

A
N

 c
ha

lle
ng

es
—

A
da

pt
ed

 fr
om

 [9
1,

 9
2]

C
ha

lle
ng

e
D

es
cr

ip
tio

n
Fe

at
ur

e 
ar

ea

D
ep

th
 o

f v
irt

ua
liz

at
io

n
To

 b
ui

ld
 a

n 
op

en
 a

nd
 fu

lly
 v

irt
ua

liz
ed

 R
A

N
 so

lu
tio

n,
 a

 su
ita

bl
e 

te
lc

o 
C

lo
ud

-b
as

ed
 in

fr
as

tru
ct

ur
e 

m
us

t fi
rs

t 
be

 e
st

ab
lis

he
d

D
ep

lo
ym

en
t

M
at

ur
ity

 o
n 

O
pe

n 
vR

A
N

 v
en

do
rs

O
pe

n 
vR

A
N

 d
ep

lo
ym

en
ts

 a
re

 fa
r f

ro
m

 w
id

es
pr

ea
d,

 a
nd

 th
ey

 a
re

 n
ot

 y
et

 c
ap

ab
le

 o
f m

an
ag

in
g 

th
e 

sa
m

e 
vo

lu
m

es
 o

f t
ra

ffi
c 

as
 tr

ad
iti

on
al

 sy
ste

m
s

vR
A

N

Pe
rfo

rm
an

ce
Tr

ad
iti

on
al

 5
G

 su
pp

lie
rs

 m
ay

 re
ly

 o
n 

th
ei

r k
no

w
le

dg
e 

to
 g

iv
e 

su
pe

rio
r p

er
fo

rm
an

ce
 to

 O
pe

n 
vR

A
N

, n
am

el
y 

in
 te

rm
s o

f l
at

en
cy

 p
er

fo
rm

an
ce

 n
ee

ds
 a

nd
 sc

al
ab

ili
ty

 to
 m

an
ag

e 
la

rg
e 

tra
ffi

c 
vo

lu
m

es
. A

lth
ou

gh
 fi

rs
t O

pe
n 

vR
A

N
 im

pl
em

en
ta

tio
ns

 d
em

on
str

at
ed

 g
oo

d 
ke

y 
pe

rfo
rm

an
ce

 in
di

ca
to

rs
 re

su
lts

, c
om

pa
ra

bl
e 

pe
rfo

rm
an

ce
 

un
de

r m
or

e 
ch

al
le

ng
in

g 
tra

ffi
c 

sc
en

ar
io

s m
us

t b
e 

co
nfi

rm
ed

Th
ro

ug
hp

ut

C
ap

ab
ili

tie
s

M
ob

ile
 o

pe
ra

to
rs

 w
ill

 n
ee

d 
to

 sw
ift

ly
 u

ps
ki

ll 
cu

rr
en

t I
T/

C
lo

ud
 p

er
so

nn
el

 w
hi

le
 a

ls
o 

re
cr

ui
tin

g 
fr

es
h 

pe
op

le
 

to
 h

an
dl

e 
ne

tw
or

k 
m

ai
nt

en
an

ce
 a

nd
 fa

ul
t m

an
ag

em
en

t
D

ep
lo

ym
en

t

Tr
an

sp
or

t n
et

w
or

k
M

ob
ile

 c
ar

rie
rs

 w
ill

 n
ee

d 
to

 d
ep

lo
y 

fib
er

 fr
on

th
au

l r
ol

lo
ut

 to
 m

ee
t t

he
 in

cr
ea

se
d 

ca
pa

ci
ty

 re
qu

ire
d 

an
d 

to
 

co
nn

ec
t c

en
tra

liz
ed

 n
et

w
or

k 
pa

rts
 to

 c
el

l s
ite

s. 
La

te
nc

y 
ne

ed
s w

ill
 a

ls
o 

be
 a

 si
gn

ifi
ca

nt
 is

su
e 

to
 o

ve
rc

om
e

D
ep

lo
ym

en
t 

&
 T

hr
ou

gh
-

pu
t

In
te

ro
pe

ra
bi

lit
y

W
he

n 
Te

lc
os

 c
ol

la
bo

ra
te

, a
n 

O
pe

n 
vR

A
N

 e
co

sy
ste

m
 m

us
t g

iv
e 

a 
cl

ea
r p

ic
tu

re
 o

f d
ut

ie
s a

nd
 a

cc
ou

nt
ab

ili
ty

. 
W

hi
le

 a
 c

ol
la

bo
ra

tiv
e 

ap
pr

oa
ch

 c
er

ta
in

ly
 h

as
 a

 lo
t o

f p
ro

m
is

e,
 a

nd
 a

do
pt

in
g 

op
en

 in
te

rfa
ce

s w
ou

ld
 e

as
e 

in
te

ra
ct

io
ns

, l
iv

e 
ne

tw
or

ks
 w

ill
 re

qu
ire

 c
on

vi
nc

in
g 

pr
oo

f t
ha

t a
 m

in
or

 c
al

l d
ro

p 
pr

ob
le

m
 w

ill
 b

e 
qu

ic
kl

y 
de

te
ct

ed
, e

xa
m

in
ed

, a
nd

 re
pa

ire
d

Se
cu

rit
y

H
an

dl
e 

co
m

pl
ex

 in
te

gr
at

io
n

O
-R

A
N

 e
nh

an
ce

s m
ul

ti-
ve

nd
or

 si
tu

at
io

ns
 th

at
 n

ec
es

si
ta

te
 th

e 
in

te
gr

at
io

n 
of

 m
ul

tip
le

 so
ftw

ar
e 

an
d 

ha
rd

w
ar

e 
so

lu
tio

ns
, t

he
re

fo
re

 in
cr

ea
si

ng
 th

e 
co

m
pl

ex
ity

 o
f s

ys
te

m
 in

te
gr

at
io

n
D

ep
lo

ym
en

t

En
ab

le
 E

2E
 se

rv
ic

e 
or

ch
es

tra
tio

n
Te

lc
os

 h
av

e 
be

en
 w

or
ki

ng
 fo

r y
ea

rs
 to

 a
llo

w
 E

nd
-to

-E
nd

 (E
2E

) s
er

vi
ce

 o
rc

he
str

at
io

n.
 T

he
 p

ro
bl

em
 a

pp
lie

s 
fo

r a
ll 

Te
lc

os
, b

ut
 b

ro
w

nfi
el

ds
 w

ill
 v

er
y 

ce
rta

in
ly

 n
ee

d 
to

 d
el

iv
er

 E
2E

 se
rv

ic
e 

or
ch

es
tra

tio
n 

ca
pa

bi
lit

ie
s t

o 
bo

th
 th

ei
r O

-R
A

N
 a

nd
 le

ga
cy

 in
fr

as
tru

ct
ur

es
, a

dd
in

g 
co

m
pl

ex
ity

D
ep

lo
ym

en
t

Se
cu

re
 c

on
si

ste
nt

 n
et

w
or

k 
pe

rfo
rm

an
ce

O
ne

 o
fte

n 
ra

is
ed

 w
or

ry
 p

er
ta

in
s t

o 
th

e 
te

ch
ni

ca
l m

at
ur

ity
 o

f O
-R

A
N

 so
lu

tio
ns

 a
s c

om
pa

re
d 

to
 c

on
ve

nt
io

na
l 

ar
ch

ite
ct

ur
es

 d
ep

lo
ye

d 
m

as
si

ve
ly

 o
ve

r h
ig

hl
y 

de
ns

ifi
ed

 a
nd

 d
em

an
di

ng
 n

et
w

or
ks

. I
t i

s c
rit

ic
al

 to
 p

ro
vi

de
 

fe
at

ur
e 

pa
rit

y,
 c

on
st

an
t n

et
w

or
k 

pe
rfo

rm
an

ce
, a

nd
 Q

oE

Th
ro

ug
hp

ut

O
pe

ra
tio

ns
 &

 m
ai

nt
en

an
ce

 c
ap

ab
ili

tie
s

Th
e 

in
cr

ea
si

ng
 n

um
be

r o
f s

up
pl

ie
rs

 n
ec

es
sa

ry
 to

 d
ep

lo
y 

a 
si

ng
le

 n
et

w
or

k 
m

ig
ht

 in
iti

al
ly

 m
ak

e 
m

ai
nt

en
an

ce
 

an
d 

ne
tw

or
k 

op
er

at
io

ns
 m

or
e 

co
m

pl
ic

at
ed

. F
ur

th
er

m
or

e,
 a

 n
ew

 te
ch

ni
ca

l t
ea

m
 p

ro
fil

e 
is

 e
ss

en
tia

l a
s t

he
 

en
vi

ro
nm

en
t s

hi
fts

 fr
om

 h
ar

dw
ar

e 
to

 so
ftw

ar
e-

fo
cu

se
d 

an
d 

vi
rtu

al
iz

ed

D
ep

lo
ym

en
t



1 3

Journal of Network and Systems Management (2024) 32:12 Page 31 of 45 12

Ta
bl

e 
7 

 (c
on

tin
ue

d)

C
ha

lle
ng

e
D

es
cr

ip
tio

n
Fe

at
ur

e 
ar

ea

N
et

w
or

k 
lif

ec
yc

le
 m

an
ag

em
en

t
B

ec
au

se
 O

-R
A

N
 n

et
w

or
ks

 a
re

 in
te

nd
ed

 to
 b

e 
m

ul
ti-

ve
nd

or
 e

nv
iro

nm
en

ts
, u

pd
at

es
 sh

ou
ld

 b
e 

ca
re

fu
lly

 
pl

an
ne

d 
an

d 
co

or
di

na
te

d 
ac

ro
ss

 n
et

w
or

k 
pr

ov
id

er
s t

o 
av

oi
d 

th
e 

po
ss

ib
ili

ty
 o

f i
nt

er
op

er
ab

ili
ty

 d
iffi

cu
lti

es
D

ep
lo

ym
en

t



 Journal of Network and Systems Management (2024) 32:12

1 3

12 Page 32 of 45

be able to use best-of-breed components. This opens up the potential to shorten 
development cycles by developing different network sections individually while 
jointly leveraging additional innovative horsepower.

The open radio access network architecture for cloudified RAN is interoperable 
and standard. It is projected to be a crucial technology in 5G networks, significantly 
improving RAN performance.

O-RAN, associated with vRAN techniques, virtualizes radio access network ele-
ments and defines suitable open interfaces for connecting these elements. One of 
the essential characteristics of O-RAN is its open interface, which allows mobile 
network operators to create their services. O-RAN enables distinct RAN levels to 
be separated and deployed as virtual functions, which can openly communicate with 
each other for service provisioning [95]. Thus, we can combine the advantages of 
both. vRAN provides the ability to deploy various industry-leading vRAN functions 
at the best locations to serve their functional purposes, creating beyond 5G networks 
with a much more flexible design than the traditional RAN. This increases perfor-
mance without linearly scaling the entire RAN. Furthermore, vRAN outperforms 

Fig. 6  O-RAN architecture—Source [94]
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traditional parameter-based and reactive security techniques regarding threat preven-
tion. vRAN also protects assets by allowing communication services providers to 
execute vRAN functions now and transition to O-RAN on the same infrastructure 
when O-RAN standards and technology mature. This enables dynamic reactions to 
variable demand and prevents wasteful usage of capacity. The multivendor ecosys-
tem fosters competition and innovation with solutions from many RAN suppliers. 
The separation of the management and control planes from the vRAN functions 
enables the O-RAN intelligence to be managed and controlled centrally by a new 
entity created in the O-RAN specifications, known as the RAN Intelligent Control-
ler, allowing the RAN to be programable.

Disaggregation is critical for 5G deployment and evolution because it allows 
mobile operators to expose the RAN network and use multi-vendor solutions. 
O-RAN opens up new opportunities for RAN customization and flexibility consist-
ent with the diversity of 5G use cases and needs.

8.2  O‑RAN Disaggregation Proposals

The O-RAN Alliance has evaluated the different RU/DU split options proposed by 
the 3GPP, with specific interest in alternatives for physical layer split across the RU 
and the DU [96].

Processor-based platforms that implement an open interface between components 
RU/CU/DU using hardware- and software-defined functions bring Cloud-scale eco-
nomics and agility to the radio access part of the network through modular softwari-
zation for capacity management, increasing reliability and availability. The use of 
O-RAN in the network results in the acceptance of new services and applications, 
the realization of network slicing, and the DevOps concept. Compared to traditional 
RAN, which had combined Remote Radio Unit and Baseband Unit with a high-cost 
transport network, O-RAN deployment and administration are flexible due to its 
agnostics front-haul [97].

Kazemifard et al. [97] model the containerized network function placement, and 
resource allocation of an O-RAN enabled 5G network while attempting to minimize 
the data plane’s End-to-End delay by offering flexibility and increasing the chance 
of selecting appropriate resources. Various layers of 5G RAN can run as Virtual 
Network Functions on different data centers in other locations in O-RAN. A chain 
of these Virtual Network Functions provides the basic telecom connectivity for a 5G 
network.

Yang et al. [98] proposed architecture for software-defined RAN via virtualiza-
tion for O-RAN. Vertically, it achieves total virtualization and programmability. 
Hence, horizontally helps heterogeneous network convergence by delivering open, 
programmable, adaptable, and reconfigurable wireless networks. Perveen et al. [99] 
proposed a dynamic traffic forecasting technique in federated O-RAN to estimate 
future traffic demand. They present a completely reconfigurable admission control 
framework based on user demand and network capacity. Thus, they conducted an 
extensive study on multiple metrics compared to benchmarks from other studies. 
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Furthermore, they have demonstrated that the proposed architecture can support a 
high number of devices linked in the federated O-RAN simultaneously.

Kumar et  al. [100] suggest an approach based on automated neighbor relations 
for avoiding changeover failures in an O-RAN with open interfaces to reduce the 
issues associated with network densification, which grows as the number of cells 
increases. The created strategy manages neighbor cell connections, optimizes the 
Neighbour Cell Relation Table, and enhances handover timing, call drop rates, and 
the total number of successful handovers. Ibrahim Tamim et al. [101], propose a net-
work outage-oriented paradigm of virtualized O-RAN nodes in an O-cloud deploy-
ment. They offer an optimal deployment approach for the virtualized O-RAN units 
in the cloud to reduce network outages while meeting performance and operational 
requirements. The objective is to autonomously solve the O-RAN performance and 
availability concerns while preserving service quality.

O-RAN is a technology that the industry has touted as a solution that benefits 
both the operator and end-user viewpoints. It is a RAN-specific architecture that 
improves commercially-proofed 3GPP solutions by providing new interfaces and 
nodes from the ground up. Finally, an O-RAN design combined with a broad radio 
access network decomposition may provide several benefits, which will be assessed 
after commercial deployment.

Overall, O-RAN is associated with disaggregation, which may be specified in at 
least four dimensions: (1) separation of control and user planes, which has already 
been done in 5G/new radio systems; (2) horizontal disaggregation related to opening 
interfaces; (3) vertical disaggregation related to decoupling hardware and software; 
and (4) disaggregation of software and data pipe, through the introduction of AI/
ML techniques and connectivity to external contextual data sinks, which can play an 
essential role in Radio Resource Management optimization and performance.

9  Future Opportunities

Despite the efforts made, wireless communications still require further investiga-
tion to confirm its promising status and help in society’s development. Therefore, 
it is essential to ensure that evolution will never stand still, continuously improving 
wireless technology in various fields such as performance, spectral efficiency, and 
implementation costs. Thus, according to [16] it is expected to debate the problems 
around 6 GHz coexistence, QoS with artificial intelligence integration, and energy 
management. Despite the efforts made, trying to raise the quality of Wi-Fi 7 when 
Wi-Fi 6 is still in a preliminary phase of implementation involves many technical 
issues that require further investigation, confirming Wi-Fi 7 promising status. There-
fore, it is expected to debate the problems around 6 GHz coexistence, integration of 
low and high-frequency bands, integration with artificial intelligence, and energy 
management. With beyond 5G powering it all, efforts to operate responsibly, ethi-
cally, and sustainably will be required, ensuring that our decisions promote equal-
ity, put people first, protect and increase digital data trust, and assure sustainability 
[102].
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9.1  Coexistence in the 6 GHz

Wi-Fi 7 intends to explore the spectrum from 1.2 to 6 GHz. However, to make this 
happen effectively, IEEE 802.11be standard must coexist with different technolo-
gies, which operate on the same spectrum frequencies, such as IEEE 802.11ax and 
beyond 5G communications. Thus, wireless communications’ coexistence is a con-
stant challenge since the rules of access to spectrum vary between networks, which 
can make it challenging to share the spectrum resources fairly, so it will be neces-
sary to evaluate two coexistence scenarios [103]. First, the networks would establish 
coexistence arrangements independently, without any coordination with the adjacent 
networks. In the second one, networks must interact to organize their coexistence 
and determine the laws together. In the latter scenario, a network management plan 
between heterogeneous technologies will be needed. Thus, artificial intelligence 
mechanisms are fundamental to achieve coexistence objectives, providing the neces-
sary intelligence for adaptation mechanisms. Given the possibility for new activities 
that these frequencies will enable, the recent modification in spectrum regulation 
for the 6 GHz frequency range has become a possible game-changer in terms of the 
future of beyond 5G.

9.2  Low and High Frequency

The mobile traffic on wireless networks growth means that sub-6 GHz frequencies 
start to raise doubts about its long-term future. Thus, it is necessary to develop a 
system that allows controlling the entire spectrum’s existence of frequencies. Hence, 
one possible solution will be to provide a trading channel between the different fre-
quency bands through Fast Session Transfer and on-channel tunneling for multi-
band operations [104]. Also, given that there are already some solutions for man-
aging network data migration to integrate the microwave spectrum [105–107], it is 
essential to explore integrated low and high-frequency bands, which will raise new 
problems, from the hardware to the dimension of the system. Another analysis direc-
tion is the study of cooperation between the different spectrum in use. Beyond 5G 
technologies will entail a variety of heterogeneous communication systems, includ-
ing various frequency bands, communication topologies, and service delivery mech-
anisms. Furthermore, the hardware configurations of access points and mobile ter-
minals will differ significantly. A more complicated architecture will be necessary to 
upgrade large beyond 5G MIMO. Hence, communication protocols and algorithms 
will get more complex, and AI and machine learning will also be integrated.

9.3  Slicing

A network operator can utilize dynamic network slicing to enable dedicated virtual 
networks to facilitate the efficient delivery of any service to a diverse set of cus-
tomers, cars, equipment, and industries. When numerous users are linked to a large 
number of heterogeneous networks in 5G and beyond communication systems, it is 
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one of the necessary factors for manage. Software-defined networking and network 
function virtualization are key enabling approaches for achieving dynamic network 
slicing. These impact the cloud computing paradigm in network administration, such 
that the network has a centralized controller to steer dynamically and regulate traffic 
flow, as well as choreograph network resource allocation for performance improve-
ment [70, 108]. As a result, the network slicing approach should examine how to 
grant partial access to each slice in order to configure and manage it without gener-
ating security concerns. Furthermore, network slice management must be automated 
in order to eliminate manual efforts and mistakes.

Static partition sharing or elastically dynamic sharing can be used to implement 
resource sharing. Because of the changing nature of network load, dynamic resource 
sharing across slice tenants improves network resource consumption. There are sev-
eral special difficulties that must be addressed in resource sharing. Radio resources, 
for example, can be shared among RAN slices. A suitable radio scheduling method 
is necessary to allocate radio resources among these slices. Furthermore, compu-
tational resource sharing and other resource sharing must be considered. While 
resource sharing benefits infrastructure providers, it challenges other concerns like 
slice isolation [76].

9.4  Guaranteed QoS

Management of wireless network resources will become increasingly important. 
Intelligently and appropriately recognizing the various QoS and QoE requirements 
for different types of users is an essential topic in the wireless evolution, which leads 
to the introduction of Artificial Intelligence and Machine Learning in some control 
systems. The emergence of home services like 4k/8k videos has created new chal-
lenges in the QoS requirements for different users, such as throughput and loss rate. 
Therefore, according to [16], this requires that the network operates in a manner 
adapted to the user’s requirement, allocating the necessary wireless resources to 
improve QoS.

Enhanced Distributed Channel Access techniques will contribute to the statistics 
and forecast of network usage. However, they may be unable to improve the worst 
use case because they have some limitations, such as the inability to distinguish dif-
ferent types of traffic only according to QoS fields and to understand sensitive appli-
cations’ latency requirements.

Thus, Machine Learning mechanisms that are aware of each usage situation and 
application requirements can be methods to satisfy users’ QoS requirements through 
a set of observations that reflect the state of the network and the user’s expectations. 
For example, in a multi-link communication, an Machine Learning mechanism can 
consider the history of a particular link (busy/idle) and predict the state that the 
link will be in the future. In an optimized way, this allows switching between links 
quickly, avoiding interference, and guaranteeing communications quality. Machine 
Learning is also necessary to develop PHY/MAC protocols by optimizing param-
eters such as selecting the best protocol to use in each case, multi-link aggregation, 
channel modeling, estimation of channel variation over time, allocation of Resource 
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Units, coordination of APs, among others. This is especially important in highly 
latency-sensitive use-cases like autonomous driving, where a campus-based auto-
mated vehicle network may rely on roadside sensors and edge computing to perform 
effectively and safely. The URLLC slicing capabilities of beyond 5G are a critical 
component of this service proposal.

9.5  Power Management

Improving battery designs is as fundamental as improving the power mechanisms of 
wireless networks. With new Wi-Fi 7 requirements and features being introduced, 
such as multi-link operation or the HARQ technique, the level of battery consump-
tion can increase substantially. This can be a problem for small devices, which can-
not have a high-capacity battery attached. Thus, new mechanisms for effective bat-
tery management should be studied, such as tunning on/off links flexibly, based on 
the current network conditions or based on the predictions made by Machine Learn-
ing mechanisms. These mechanisms can also be useful at this point, helping to 
achieve intelligent energy efficiency, taking into account the used network and hard-
ware characteristics [109, 110]. For example, in a Multi-AP network, APs participat-
ing in transmissions can intelligently increase or decrease transmission power based 
on the predicted motion path, considering the user’s QoS requirements and chan-
nel conditions. New energy-efficient designs, algorithms, and hardware will enable 
wireless networks to be fueled by small batteries, energy harvesting, or over-the-air 
power transmission.

10  Conclusion

With historical advances and emerging standards, many mechanisms have been pro-
posed to increase the efficiency of wireless communications to address the growing 
needs of people’s everyday lives. Therefore, the wireless standards continue to be 
modified to suit the society needs like gaming, streaming, or IoT. It is necessary to 
evaluate the technologies considering the densification of wireless deployments and 
analyzing the increase in QoS/QoE requirements. In this survey, many aspects of 
the wireless history and the main mechanisms that were innovative at the time of 
its launches are presented to the readers, such as the CSMA/CA, OFDM, or MIMO 
techniques. The evolution continues with Wi-Fi 7 and beyond 5G, which are in an 
early stage of their development process and continue to have some open issues.

A critical problem to address is the formulation of strategies, particularly those 
relating to QoS in a network with different services. Virtualization is critical for 
driving uptake and harvesting mobile network operators’ full beyond 5G potential 
and innovative edge applications. Network slicing significantly alters the overall net-
working perspective by abstracting, isolating, coordinating, and separating logical 
network components from underlying physical network resources. O-RAN develops 
a unified architecture through numerous improvements and delivers several benefits 
by disaggregating hardware and software, such as low latency and network slicing.
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This survey presented a critical view on the interconnection of Wi-Fi with beyond 
5G. This joint evolution may provide society with the best choice of these wireless 
technologies according to their needs, never detracting from the fast bandwidth and 
low latency’s. So, while Wi-Fi 6 can, for example, help with machine-to-machine 
communications in the industry, beyond 5G can help expand the industry with com-
munication between multiple buildings. Moreover, we presented the possible appli-
cations and the technologies to be deployed for wireless next-generation communi-
cation. We also described the possible challenges and research directions to reach 
the desired goals.
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