
Journal of Nondestructive Evaluation           (2024) 43:63 
https://doi.org/10.1007/s10921-024-01071-y

Practical Multi-Mesh Registration for Few-View Poly-Chromatic X-Ray
Inspection

Domenico Iuso1,2 · Pavel Paramonov1,2 · Jan De Beenhouwer1,2 · Jan Sijbers1,2

Accepted: 24 March 2024
© The Author(s) 2024

Abstract
Accurate 3D mesh registration is essential in many industrial applications of X-ray imaging, as it allows quality assessment
and inspection ofmanufactured objects. Conventionalmethods relymainly on time-consuming and expensiveX-ray computed
tomography (X-CT) or ancillary camera systems. Instead,we propose a novel approach for efficient 3Dmulti-mesh registration
in few-view industrial X-ray imaging scenarios. Our approach harnesses the capabilities of CAD-ASTRA, an X-ray mesh
projector, compatible with the ASTRA toolbox and popular GPU libraries such as CuPy and PyTorch, for the simulation of X-
ray projec tions from a known object surface mesh. As a differentiable program, CAD-ASTRA allows iterative improvement
of the objects’ position in space by back-propagation of a differentiable measure of the projection error. The potential of this
approach is demonstrated through tests on simultaneousmultiple object registration in a poly-chromatic imaging, even in cases
where the spectral characteristics of the imaging system are unknown. Results from a diverse set of real experiments highlight
the efficacy of mesh registration, achieving successful registrations even when only two projections at a 10◦ angle relative to
the scanning system center are available. Themesh projector facilitates resource-efficient registration in industrial applications
with few viewpoints, thereby reducing the demand for resources and eliminating the need for X-CT reconstruction.
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1 Introduction

X-ray imaging allows non-destructive analysis of industrial
manufactured objects, revealing their internal structure and
composition, through dedicated X-ray Computed Tomogra-
phy (X-CT) reconstruction. Despite the high interpretability
of X-CT data, its computational demands and operational
costs pose challenges to integration of conventional X-CT-
based inspection into streamlined manufacturing processes.
Conversely, X-ray radiograph analysis proves more opera-
tionally efficient in industrial setups [1].

A notablemethodology for defect detection involves com-
paring measured X-ray radiographs of the object under
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scrutiny with simulated radiographs derived from a digital
object, typically a computer-aided design (CAD) model [1,
2]. This, however, requires simulation of realistic X-ray pro-
jections of CAD models with a mesh projector, accounting
for the multi-chromatic behavior of both the scanning sys-
tem and the scanned objects. For effective projection-based
analysis, knowledge of the object properties and spectral
information of the scanning system are required. The object
properties entail the shape and pose of the mesh, as well as
its X-ray linear attenuation coefficient(s). Scanning system
spectral information pertains to the X-ray source spectrum as
well as the sensitivity of energy-integrating detectors. Unfor-
tunately, these pieces of information are often not readily
available to end-users, necessitating solving ill-posed estima-
tions of the spectral behavior of the scanning system [3–5]
or reliance on external optical systems [6], object-specific
deep learning methods [7–9] or prior X-CT for mesh pose
inference [10, 11].

Utilizing the recently developed CAD-ASTRA toolbox,
which was designed for efficient X-ray mesh projection [12],
we now demonstrate the its value in performing multi-object
pose estimation with a minimal number of radiographs. A
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key advantage of CAD-ASTRA is its ability to simulate
projections from complex arbitrary geometries. This capa-
bility is particularly useful in industrial environments where
constraints on the placement of X-ray sources and detec-
tors exist. Moreover, one of the projectors in CAD-ASTRA
is implemented as a differentiable program, allowing it to
be integrated into analytical gradient-based optimisers and
auto-grad routines [13, 14]. By selecting a cost function
that quantifies the dissimilarity between the measured data
and the simulated data, adjustments to the mesh vertices or
linear attenuation of the objects can be made to minimize
the cost function. In this work, we leverage CAD-ASTRA
and PyTorch to register multi object meshes using only a
fewX-ray projections, thereby determining their 3D position
and orientation while simultaneously estimating the spectral
characteristics of X-ray emission, transmission, and detec-
tion.

To show the versatility of the technique, we conducted the
following experiments:

• Registeringmulti object surfacemeshes with limited sys-
tem spectral information and rudimentary initial pose of
the individual meshes.

• Investigation of the performance of surface mesh pose
estimation by studying its dependency on the number of
X-ray projections and the angular range within which the
projections are acquired.

In this way, we show that a multi-object pose estimation can
be achieved without the need of an external optical system,
training deep learning models, or mesh extraction from prior
X-CT, allowing seamless integration with a static multi-view
radiographic setup.

2 RelatedWorks

The pose estimation of objects within industrial settings
traditionally relies on a comprehensive set of projections,
through X-CT reconstructions. This technique allows for the
inference of pose through the registration of CAD models
with point clouds [15] or extracted meshes [2, 11]. However,
the feasibility and desirability of 3D X-CT images may be
limited in certain scenarios. In recent developments, efforts
have been directed towards achieving pose estimation based
on a low number of X-ray projections. A notable industrial
approach utilizing deep learning was proposed by Presenti
et al. [9], demonstrating pose estimation efficacy with as few
as one projection. While such approaches exhibit promis-
ing performance in controlled environments, challenges arise
from the specialized training procedures and the inherent
black-box characteristics of many deep learning methods,
impeding widespread adoption. Another recent contribu-

tion explored pose estimation from X-ray projections by
employing a CAD model and matching 2D–3D image fea-
tures through mesh projections [1]. Our approach shares
similarities with this method, with the additional benefit
of overcoming challenges associated with complex geome-
tries and overlapping meshes, where image features might
be hardly discernible. In this study, we show a multi-mesh
registration from X-ray projections using a mesh projector
implemented as a differential program, elucidating the capa-
bilities of the proposed method.

3 Methods

CAD-ASTRA utilizes watertight triangular surface meshes1

to represent homogeneous volumes as enclosed entities.
These meshes incorporate information about the source and
detector positions and orientations to simulate X-ray acqui-
sition, considering object attenuation. The initial guess for
mesh position and orientation, represented by p, serves as
a starting point, with source and detector positions assumed
from scan metadata.

Each mesh m ∈ R
N×3 comprising N vertices undergoes

transformation via a roto-translation operator Tp : RN×3 →
R

N×3. Here, p = [α, β, γ, tx , ty, tz], defining the 3D mesh’s
position and orientation, in terms of Euler Z–Y–Z angles (α,
β, γ , respectively) and translation along the x , y, and z axis
(tx , ty , tz), respectively.

The projection operator Projd maps mesh vertices to W
projection images, each image consisting of M pixels:

Projd : RN×3 → R
M×W , (1)

with d representing metadata linked to the meshes.
Estimation of the pose pk , for the k-th of the K meshes

composing the scene, is achieved through linear program-
ming, aiming to minimize the sum of squared differences
in the projection space between measured projections P ∈
R

M×W (adjusted for dark and bright fields) and projections
simulated by Projd :

argmin
p1,··· ,pK

∥
∥
∥
∥
∥
P −

K
∑

k=1

Projd
[

Tpk (mk)
]

∥
∥
∥
∥
∥

2

2

. (2)

Any objective function, as the one denoted in Eq. (2),
can be conceptually decomposed as a concatenation of an
error function g on the simulated projection function Projd ,
depending on a roto-translation by T. This leads to a com-
pact formulation as fd(x) = g(Projd(T(x))). Optimising

1 A watertight surface mesh is a closed surface mesh free from self-
intersections and overlaps.
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the linear programming problem 2 through analytical gradi-
entmethods requires knowledge of all the Jacobians involved
in the Jacobian of the composed function fd . The analytical
gradient is then defined as:

∇ fd(m) = JacTT JacTProj ∇g
(

Projd(m)
)

, (3)

where direct access to the Jacobian-vector product of JacProj
is provided by CAD-ASTRA, whilst the other Jacobian-
vector products are computed through auto-grad patterns [13,
14]. Optimising Eq. (2) with analytical gradient-based meth-
ods, offers computational efficiency, particularly in scenarios
with detectors with high spatial-resolving capability.

As real X-ray projections in industrial scenarios are com-
monly employing a poly-chromatic X-ray source, accurate
polychromatic forward model is needed to reduce the like-
lihood of undesired local minima in Eq. (2). Therefore, the
Projd operator is substituted by the poly-chromatic operator
PolyProjd , where:

PolyProjd =
E

∑

e=1

seDeδe exp(−
K

∑

k=1

μe,klk). (4)

In the above formula, the X-ray attenuation of photons
is based on the energy-dependent intensity of photons se
emitted by the X-ray source, the detector response De and
the energy δe contained in the energy bin e. The product
�e = seDeδe defines the weight of each energy bin e, con-
tributing to the total spectral behavior � = [�1, . . . , �E ],
with E denoting the number of energy bins. For each mesh,
the attenuation is measured by its spectral linear attenua-
tion μe,k and the path-length lk crossed by a geometrical ray
pointing at a detector pixel.

If such a model is implemented in frameworks that lever-
age automatic differentiation patterns, such as PyTorch, it
is possible to optimise even the new linear programming
problem using Eq. (4) without expensive numerical approx-
imations. As the poly-chromatic characteristics of the X-ray
source and detector, as well as the spectral linear attenuation
of each scanned material, may be unknown, these param-
eters can be jointly optimized with a proper cost function.
For experiments with no prior knowledge on the exact scan-
ning system spectral characteristics, the linear programming
problem in Eq. (2) is enriched with regularization on the first
derivative of the system spectral behavior, under the assump-
tion of smooth spectral behavior:

argmin
p1,...,pK ,�

∥
∥
∥
∥
∥
P −

K
∑

k=1

PolyProjd
[

Tpk (mk)
]

∥
∥
∥
∥
∥

2

2

+ ‖∇e�‖22 . (5)

Pose refinement through re-iteration: To mitigate cases
where local minima occur due to symmetry in the object with

respects to the vertical axis, an additional step of re-iteration
may be introduced (with results presented separately). After
the initial registration, the algorithm systematically rotates
the objects around their symmetry axis and re-executes the
registration procedure. This process helps in overcoming
challenges posed by symmetry, enhancing the robustness of
the pose estimation, especially in scenarios with highly sym-
metric objects.

4 Experiments

In this section, we present the experiments conducted on
three distinct scanned objects using one or more supporting
scanning elements. The scannedobjects include an aluminum
step-wedge, and two additive manufacturing (AM) printed
samples,which are a stainless steel 316L (SS316L) cantilever
and a SS316L cylinder-like object. The supporting elements,
constructed frompolyamide (PA12), consist of cylinderswith
a height of 1cm and diameters ranging from 3 to 5cm, as
well as a hollow shaft with a 0.5 cm diameter. The FleXCT
scanning system [16] was utilised, with different source-to-
object and source-to-detector distances, kVpandpre-filtering
settings for each scan.

The objective of these experiments was to showcase
two different applications of the registration technique, one
involving limited information about the scanning system and
the other utilizing limited projection information.

4.1 Registration with Limited Scanning System
Information

In this experiment, limited scanning system information
refers to uncertainty regarding the spectral behavior of the
scanning system and the objects’ poses. The registration
process addresses a challenging scenario by iteratively esti-
mating the spectral behavior and poses through the solution
of the linear programming problem in Eq. (5). The initial
pose of the objects and supporting elements is set as a shifted
and rotated configuration from a vertically aligned state. The
registration is performed using 100 projections acquired in a
circular trajectory around the object.

4.2 Pose Estimation Performance by Reducing the
Number of Projections

In this experiment, the linear programmingproblem fromEq. (2)
based solely on projection error is employed. The initial
pose of the scene’s objects is realistically estimated with the
assumption that the objects and supporting elements are ver-
tically aligned. The registration is conducted by reducing
the number of projections from 100 to 10 (100, 50, 10), all
acquired in a circular trajectory around the isocentre.
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Fig. 1 Graphical rendering of
the X-ray setup of one
projection, showing the initial
(left) and final (right) pose of the
cantilever and its supporting
element

Fig. 2 Graphical rendering of
the X-ray setup of one
projection, showing the initial
(left) and final (right) pose of the
cylinder and its supporting
element

4.3 Pose Estimation Performance by Reducing the
Angular Range

Similar to the preceding experiment, we employ the linear
programming problem presented in Eq. (2), assuming that
the objects are vertically aligned. In this experiment, only
two projections are utilized, chosen from a complete circular
scan around the isocenter. The angle between these two pro-
jections is systematically decreased (90◦, 50◦, 10◦) to assess
its influence on pose estimation stability.

To ensure the accuracy and repeatability of this experi-
ment, the mesh registration is iterated five times, initiating
from different projections for each scene and for each angu-
lar case. This repetition aids in investigating the consistency
and reliability of the obtained results.

Fig. 3 Graphical rendering of the X-ray setup of one projection, show-
ing the initial (left) and final (right) pose of the stepwedge and its
supporting elements

5 Results and Discussions

In this section, the outcomes of the experiments described in
Sect. 4 are shown through 3D rendering of the scene of the
initial and final objects spatial configuration (throughMayavi
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Fig. 4 An X-ray projection
residual showing the initial pose
(top row) of the cantilever (left),
the cylinder (center) and
stepwedge (right) with their
supporting element, and the final
pose (bottom row) of the objects
after the registration procedure

Initial state 20 projections 10 projections 5 projections

Fig. 5 A X-ray projection residual showing the initial pose of the cantilever and its supporting element aligned along the vertical axis, and the final
pose of the objects after registration using 20 projections, 10 and 5

libraries [17]) and figures of the residual errors (i.e. differ-
ence between projections and simulated projections). For the
latter, the projection-wise RMSE (root mean squared error)
is computed and shown to ease the comparisons. Animations
showing the evolution of the residual errors throughout the
optimisation steps are available online as supporting media
(https://osf.io/da6p3/).

5.1 Registration with Limited Scanning System
Information

A scaled 3D rendering, showing both the initial and final
poses of the objects from Experiment 4.1, is presented in
Figs. 1, 2, and 3. These figures include the X-ray source and
detector, forming a digital twin of the actual scanning setup.

To assess the accuracy of the registration results, attention
is directed to the residual images (Fig. 4). These images dis-
play the residuals for oneof the 100projections utilized in this
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Fig. 6 A X-ray projection
residual showing the initial pose
of the cylinder and its
supporting element aligned
along the vertical axis, and the
final pose of the objects after
registration using 20 projections
(a), 10 (b) and 5 (c). Systematic
rotation of the objects’ poses
around their vertical axes allows
for mitigating the risk of local
minima, resulting in more
favorable registration outcomes
with 20 projections (d), 10 (e),
and 5 (f) compared to the
configurations in (a–c)

Initial state

a) 20 proj. b) 10 proj. c) 5 proj.

d) 20 proj. e) 10 proj. f) 5 proj.

Table 1 Pose estimation
timings for each scene, varying
the number of projections

Scene Cantilever Cylinder Stepwedge

# of projections 20 10 5 20 10 5 20 10 5

Time (s) 326 185 113 263 157 138 312 225 216

Table 2 Pose estimation results
for the scene with the
stepwedge, presented as the
rotation angle of the stepwedge
relative to an estimated rotation
axis

20 projections 10 projections 5 projections

Rot. angle (deg) 179.96 ± 0.01 179.94 ± 0.72 177.13 ± 1.28

The results are provided as the average and standard error across 5 repetitions, starting from different sets of
projections

experiment. During the registration procedure, the position
of each mesh in space is adjusted to minimize the residual.
Discrepancies that persist between the real and simulated
projections may stem from object deformations, especially
noticeable in the case ofAMprinted samples, uncertainties in
the actual chemical composition of samples, and additional
physical effects not simulated, such as X-ray scattering.

5.2 Pose Estimation Performance by Reducing the
Number of Projections

The results of the registrations are depicted in Figs. 5, 6, and
7, showcasing initial residual errors and final errors (a–c)
for three scanning scenarios with 20, 10, and 5 projections.
Timings for these registrations are presented in Table 1.
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Fig. 7 A X-ray projection
residual showing the initial pose
of the stepwedge and its
supporting elements aligned
along the vertical axis, and the
final pose of the objects after
registration using 20
projections, 10 and 5

Initial state 20 projections 10 projections 5 projections

Table 3 Pose estimation timings for each scene, by using 2 projections

Scene Cantilever Cylinder Stepwedge

Time (s) 258.0 ± 4.6 382.7 ± 3.2 445.3 ± 6.5

Results are given as average and standard error of the mean, across all
the 5 repetitions

For the cantilever, reducing the number of projections does
not seem to limit the quality of the registration. However, for
the cylinder scene, a mismatch in the identification of teeth
in the bottom part of the cylinder indicates convergence to
a minimum different from the one identified in the previous
experiment (Fig. 4). To address this, a few more iterations of
the registration algorithm, incorporating a starting rotational
offset against the vertical axis, successfully mitigate issues
arising from the high symmetry of the cylinder. This refine-
ment leads to more accurate results, as depicted in Fig. 6d–f.

In contrast, the registration of the stepwedge exhibits sta-
ble behavior, except for themost challenging casewith only 5
projections. In this instance, the supporting straw-like object
demonstrates a different pose convergence. This behavior is
attributed to the near transparency of the thin plastic straw to
the majority of X-ray photons produced by a 230 kVp X-ray
source. The attenuation values are comparable to flat-field
fluctuations observed during the scans, contributing to the
pose convergence variation.

To inspect the stability of the estimated pose as a function
of the number of projections, a further analysis is conducted
by repeating this last scenario of the stepwedge 5 times,
starting from different sets of projections. The results are
summarized in Table 2, which shows the angle of rotation
against the estimated rotational axis in relation to the number
of projections. The results consistently indicate that lowering
the number of projections increases the likelihood of ending
up in undesired minima for the estimated pose parameters.

5.3 Pose Estimation Performance by Reducing the
Angular Range

Similar to the preceding experiments, the results, presented
as projection residuals, are depicted in Figs. 8, 9, and 10. Tim-
ings for these registrations are presented in Table 3. Given
the significant limitation of projective information in this
scenario, results are showcased for both the conventional
application of the algorithm and a re-iteration of the reg-
istration procedure.

In the scanning scenarios involving the cylinder and
stepwedge, the results exhibit consistent behavior with the
findings of previous experiments. However, in the case of the
cantilever, the more challenging registration scenario results
in an unrealistic positioning of the main object, noticeable
for the case with a angular distance of 50 deg. The difficulty
arises from a more impervious solution space, making it eas-
ier to fall into local minima, as demonstrated in the more
challenging case with 10◦ in Fig. 8c. Again, re-iteration of
the registration algorithm leads to more accurate pose esti-
mation, as graphically shown in the bottom row of Fig. 8.

The accuracy and stability of the registration procedure,
including the re-iteration procedure, for all scenes in this
experiment are extensively reported in the supplementary
material, in terms of the average and standard error of the
estimated pose parameters for each object. In this analysis,
the registration runs 5 timeswith different pairs of angles. The
results indicate that the estimated position is relatively stable
throughout the repetitions, and the error of the pose parame-
ters is relatively low. The maximum deviations are recorded
for the stepwedge, as its distance from the source (500mm)
is significantly higher than in the other two cases (cantilever
86.68mm, cylinder 43.33mm). The rotational angle shows a
standard error of 1.76◦ across the repetitions, while its trans-
lation is determined with an error of 2.41mm. Exceptions
are observed for supporting elements, as they appear in their
CAD model as perfectly symmetrical around their vertical
axis. As also the surface mesh of the cantilever is perfectly
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Fig. 8 A X-ray projection
residual showing the initial pose
of the cantilever and its
supporting element aligned
along the vertical axis (left side).
The final poses of the objects are
presented after executing the
registration procedure using 2
projections with angular ranges
of 90deg (a), 50deg (b), and
10deg (c). Systematic rotation
of the objects’ poses around
their vertical axes allows for
mitigating the risk of local
minima, resulting in more
favorable registration outcomes
with different angular ranges
90deg (d), 50deg (e), and
10deg (f) compared to the
configurations in (a–c)

Initial state

a) 90 deg b) 50 deg c) 10 deg

d) 90 deg e) 50 deg f) 10 deg

Fig. 9 A X-ray projection
residual showing the initial pose
of the cylinder and its
supporting element aligned
along the vertical axis (left side).
The final poses of the objects are
presented after re-executing the
registration procedure using 2
projections with angular ranges
of 90deg (a), 50deg (b), and
10deg (c). Systematic rotation
of the objects’ poses around
their vertical axes allows for
mitigating the risk of local
minima, which resulted in
different outcomes for the
angular ranges 90deg (d),
50deg (e) and 10deg (f)

Initial state

a) 90 deg b) 50 deg c) 10 deg

d) 90 deg e) 50 deg f) 10 deg
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Fig. 10 A X-ray projection
residual showing the initial pose
of the stepwedge and its
supporting elements aligned
along the vertical axis (a). The
final poses of the objects are
presented after re-executing the
registration procedure using 2
projections with angular ranges
of 90deg (b), 50deg (c), and
10deg (d). Systematic rotation
of the objects’ poses around
their vertical axes allows for
mitigating the risk of local
minima, resulting in more
favorable registration outcomes
with different angular ranges
90deg (e), 50deg (f), and 10deg
(g) compared to the
configurations in (b–d)

Initial state

a) 90 deg b) 50 deg c) 10 deg

d) 90 deg e) 50 deg f) 10 deg

symmetric to one of its intersecting planes, the rotation-
related parameters have higher error due to the ambiguity
arising from of its symmetry.

6 Conclusion

In conclusion, our novel approach to 3D mesh registration
in few-view industrial X-ray imaging, utilizing an X-ray
mesh projector with compatibility for the ASTRA toolbox
and auto-differentiation libraries like PyTorch, emerges as a
resource-efficient alternative. The method, leveraging a dif-
ferentiable X-ray mesh projector, has demonstrated efficacy
in achieving 3D multi-mesh registration in multiple X-ray
scanning scenarios.

The experiments revealed the robustness of our approach
in simultaneous multiple object registration, even under
poly-chromatic conditions with limited knowledge about the
scanning system’s spectral characteristics or sparsity in pro-
jection domain. When using 2 projections, the highest error
on the rotational angle was up to 1.76◦ and 2.41mm on the
translation, for the case of the stepwedge with source-to-
object distance of 500mm. However, challenges surfaced,
particularly when objects had a high degree of symmetry or
in case projective model inaccuracies were present. Address-

ing these challenges is crucial for enhancing the applicability
and accuracy of our proposed methodology.

Despite identified challenges, our method highlights
resource efficiency, eliminating theneed for resource-intensive
X-CT reconstruction allowing registration even in a fixed
multi-head X-ray radiography scanning system. This study
marks a significant advancement, showcasing the practical-
ity and efficiency of our proposed methodology. As a future
prospect, the method’s adaptability opens possibility to pro-
ceed inmesh deformation estimation fromX-ray projections.
This potential extends the utility of our approach, making it a
valuable candidate for enhancing industrial inspection work-
flows.

Supplementary Information The online version contains supplemen-
tary material available at https://doi.org/10.1007/s10921-024-01071-
y.

Acknowledgements This study was financially supported by the
VLAIO/imec-ICON project Multiplicity (HBC.2022.0094).

Author Contributions Domenico Iuso devised the main conceptual
ideas and worked on the technical details. Pavel Paramonov contributed
to the development of technical details. Jan De Beenhouwer and Jan
Sijbers supervised the project. All authors discussed the results, com-
mented on the manuscript and approved the final manuscript.

123

https://doi.org/10.1007/s10921-024-01071-y
https://doi.org/10.1007/s10921-024-01071-y


   63 Page 10 of 10 Journal of Nondestructive Evaluation            (2024) 43:63 

Data Availability Statement The data presented in this study are avail-
able upon reasonable request from the corresponding author.

Declarations

Conflict of interest The authors have no conflict of interest to declare
that are relevant to the content of this article.

Compliance with Ethical Standards Not applicable.

Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing, adap-
tation, distribution and reproduction in any medium or format, as
long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons licence, and indi-
cate if changes were made. The images or other third party material
in this article are included in the article’s Creative Commons licence,
unless indicated otherwise in a credit line to the material. If material
is not included in the article’s Creative Commons licence and your
intended use is not permitted by statutory regulation or exceeds the
permitted use, youwill need to obtain permission directly from the copy-
right holder. To view a copy of this licence, visit http://creativecomm
ons.org/licenses/by/4.0/.

References

1. Tan, Y., Ohtake, Y., Yatagawa, T., Suzuki, H.: Matching of cad
model projections and x-ray projection images for shape inspection
of metal assemblies. In: 11th Conference on Industrial Computed
Tomography (iCT) 2022, 8–11 Feb, Wels, vol. 27 (2022). https://
doi.org/10.58286/26647

2. Sukowski, F., Suth, D., Waldyra, A., Grulich, T., Jung, A.: Auto-
mated 3d defect detection based on simulated reference (2022).
https://doi.org/10.58286/27727

3. Endrizzi, M., Delogu, P., Oliva, P.: Application of an expectation
maximization method to the reconstruction of x-ray-tube spec-
tra from transmission data. Spectrochim. Acta Part B 102, 42–47
(2014). https://doi.org/10.1016/j.sab.2014.10.009

4. Li, R., Li, L., Chen, Z.: Spectrum reconstruction method based
on the detector response model calibrated by x-ray fluorescence.
Phys. Med. Biol. 62(3), 1032 (2017). https://doi.org/10.1088/
1361-6560/62/3/1032

5. Nazemi, E., Six, N., Iuso, D., De Samber, B., Sijbers, J., De Been-
houwer, J.: Monte-Carlo-based estimation of the X-ray energy
spectrum for CT artifact reduction. Appl. Sci. 11(7), 3145 (2021).
https://doi.org/10.3390/app11073145

6. Jørgensen, T.B., Iversen, T.M., Lindvig, A.P., Schlette, C., Kraft,
D., Savarimuthu, T.R., Rossmann, J., Krüger, N.: Simulation-based
optimization of camera placement in the context of industrial pose
estimation. In: VISIGRAPP (5: VISAPP), pp. 524–533 (2018).
https://doi.org/10.5220/0006553005240533

7. Dong, X., Taylor, C.J., Cootes, T.F.: Automatic inspection of
aerospace welds using x-ray images. In: 2018 24th International
Conference on Pattern Recognition (ICPR), IEEE, pp. 2002–2007
(2018). https://doi.org/10.1109/ICPR.2018.8545738

8. Bui, M., Albarqouni, S., Schrapp, M., Navab, N., Ilic, S.: X-ray
posenet: 6 dof pose estimation for mobile x-ray devices. In: 2017
IEEE Winter Conference on Applications of Computer Vision
(WACV), IEEE, pp. 1036–1044 (2017). https://doi.org/10.1109/
WACV.2017.120

9. Presenti, A., Liang, Z., Pereira, L.F.A., Sijbers, J., De Beenhouwer,
J.: Fast and accurate pose estimation of additive manufactured
objects from fewX-ray projections. Expert Syst.Appl. 213, 118866
(2023). https://doi.org/10.1016/j.eswa.2022.118866

10. Yao, G., Zou, Y., Wang, J., Yu, H., Chen, T.: Fully automated
registration of 3D CT data to CAD model for surface deviation
measurement. J. X-Ray Sci. Technol. 27(6), 1101–1119 (2019).
https://doi.org/10.3233/XST-190561

11. Iuso, D., Nazemi, E., Six, N., De Samber, B., De Beenhouwer,
J., Sijbers, J.: CAD-based scatter compensation for polychro-
matic reconstruction of additive manufactured parts. In: 2021
IEEE International Conference on Image Processing (ICIP), IEEE,
pp. 2948–2952 (2021). https://doi.org/10.1109/ICIP42928.2021.
9506536

12. Paramonov, P., Francken, N., Renders, J., Iuso, D., Elberfeld, T., De
Beenhouwer, J., Sijbers, J.: Cad-astra: a versatile and efficientmesh
projector for x-ray tomographywith the astra-toolbox.Opt. Express
32(3), 3425–3439 (2024). https://doi.org/10.1364/OE.498194

13. Bradbury, J., Frostig, R., Hawkins, P., Johnson, M.J., Leary, C.,
Maclaurin, D., Necula, G., Paszke, A., VanderPlas, J.,Wanderman-
Milne, S., Zhang, Q.: JAX: composable transformations of
Python+NumPy programs (2018). http://github.com/google/jax

14. Paszke, A., Gross, S., Massa, F., Lerer, A., Bradbury, J., Chanan,
G., Killeen, T., Lin, Z., Gimelshein, N., Antiga, L., et al.: Pytorch:
An Imperative Style, High-performance Deep Learning Library,
Advances in Neural Information Processing Systems, vol. 32
(2019). https://doi.org/10.48550/arXiv.1912.01703

15. Kim, Y., Cha, M., He, F., Mun, D.: Robust generation of the
delta volume for the damaged area of a part using the march-
ing cubes algorithm to support additive manufacturing-based part
maintenance. Int. J. Adv. Manuf. Technol. 117(5–6), 1473–1489
(2021). https://doi.org/10.1007/s00170-021-07828-3 https://doi.
org/0.1007/s00170-021-07828-3

16. De Samber, B., Renders, J., Elberfeld, T., Maris, Y., Sanctorum, J.,
Six,N., Liang,Z.,DeBeenhouwer, J., Sijbers, J.: FleXCT: aflexible
X-ray CT scanner with 10 degrees of freedom. Opt. Express 29(3),
3438–3457 (2021). https://doi.org/10.1364/OE.409982

17. Ramachandran, P., Varoquaux, G.: Mayavi: 3D visualization of
scientific data. Comput. Sci. Eng. 13(2), 40–51 (2011). https://doi.
org/10.1109/MCSE.2011.35

Publisher’s Note Springer Nature remains neutral with regard to juris-
dictional claims in published maps and institutional affiliations.

123

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.58286/26647
https://doi.org/10.58286/26647
https://doi.org/10.58286/27727
https://doi.org/10.1016/j.sab.2014.10.009
https://doi.org/10.1088/1361-6560/62/3/1032
https://doi.org/10.1088/1361-6560/62/3/1032
https://doi.org/10.3390/app11073145
https://doi.org/10.5220/0006553005240533
https://doi.org/10.1109/ICPR.2018.8545738
https://doi.org/10.1109/WACV.2017.120
https://doi.org/10.1109/WACV.2017.120
https://doi.org/10.1016/j.eswa.2022.118866
https://doi.org/10.3233/XST-190561
https://doi.org/10.1109/ICIP42928.2021.9506536
https://doi.org/10.1109/ICIP42928.2021.9506536
https://doi.org/10.1364/OE.498194
http://github.com/google/jax
https://doi.org/10.48550/arXiv.1912.01703
https://doi.org/10.1007/s00170-021-07828-3
https://doi.org/0.1007/s00170-021-07828-3
https://doi.org/0.1007/s00170-021-07828-3
https://doi.org/10.1364/OE.409982
https://doi.org/10.1109/MCSE.2011.35
https://doi.org/10.1109/MCSE.2011.35

	Practical Multi-Mesh Registration for Few-View Poly-Chromatic X-Ray Inspection
	Abstract
	1 Introduction
	2 Related Works
	3 Methods
	4 Experiments
	4.1 Registration with Limited Scanning System Information
	4.2 Pose Estimation Performance by Reducing the Number of Projections
	4.3 Pose Estimation Performance by Reducing the Angular Range

	5 Results and Discussions
	5.1 Registration with Limited Scanning System Information
	5.2 Pose Estimation Performance by Reducing the Number of Projections
	5.3 Pose Estimation Performance by Reducing the Angular Range

	6 Conclusion
	Acknowledgements
	References


