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Abstract
In this work, we present a system architecture that is especially designed for remote ultrasound testing inspections (UT). The
system itself is realized using a real-time session service and aweb service based on aRESTAPI (REST:Representational State
Transfer; API: application programming interface). This web service is used to store data persistently, e.g., sample geometries,
raw nondestructive testing (NDT) data and derived inspection results in a shared dataspace. In the current development state,
the results consist of textures mapped onto the sample geometry. This approach allows us to display the UT results directly on
the real sample using mixed reality technologies. We also implemented a feature to assist the inspector remotely by making
use of the availability of this digital representation. Hence, it is necessary to share additional data like the current UT-signal,
temporary position marks, user and device positions, etc. between the different participants. A real-time distribution of this
highly dynamic data is required to create an effective assistance environment. Therefore, a separate session service is used.
The inspection data generated in this temporary session can also be transferred to the afore mentioned dataspace to be saved
persistently. The system features mixed reality visualization for the inspector and optionally a virtual reality or a 3D Desktop
environment for one or more remote assistants.

Keywords Non-destructive testing (NDT) · NDE 4.0 · Ultrasonic testing (UT) · Augmented/virtual/mixed reality · Real-time
visualization · Digital twin · Remote assistance

1 Introduction

Ultrasound testing is a common method to ensure safety
and reliability in aeronautics. Many research projects aim
to develop new concepts and processes for NDT by inte-
grating new technologies [1–5]. In our previous publication
[6], we presented a technology demonstrator that can create
a link between UT data and the digital representation of an
inspected object. Using this connection, we achieved a real-
time visualization of the NDT data directly on the sample
with mixed reality systems.

A time-consuming part of NDT processes is creating nec-
essary documentation of the inspection results. A classical
documentation (e.g., drawing on the aircraft structure, scan-
ning to PDF) will become obsolete, if all the recorded data
is permanently saved in a digital form. The data generated
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by our technology demonstrator is suitable to be saved in
a cloud-like environment. The overall goal is to implement
digital twin concepts into a system, capable to store all the
generated NDT data.

Another problem is the requirement of experienced
inspection staff. To be able to concentrate human resources
and therefore to reduce time consuming travels and finan-
cial expenses, we are presenting a concept for a location-
independent UT remote assistance system.

This approach requires the system to be extendedwith two
main capabilities: Firstly, the system must be able to perma-
nently store inspection raw data and results in a cloud-like
environment. Secondly, the system must be able to distribute
the whole inspection in real-time over the internet to distant
locations.

All these approaches including digital twins, digital pro-
cess transformation and integration of new technologies are
part of fourth revolution of nondestructive evaluation [7, 8].
With the presented work we show how a shared dataspace
may be created and contribute to a more efficient workflow.
As the creation of a digital data ecosystem is a proposed goal
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of the concept would we like to see our approach as a step
towards NDE 4.0.

2 Related Research

The technical background and results presented in this work
are based on our previous publication on 3D-Visualization of
Ultrasonic NDTData UsingMixed Reality [6]. In this paper,
we described a technological demonstrator that is capable to
visualize ultrasonic NDT data in real-time in a mixed reality
environment [9]. The UT signal is processed and color coded
in a first step. In a second step, the UT data is transmitted
to a game engine, where the signal is drawn into the texture
of a virtual 3D model of the inspected object. In order to
track the spatial position and rotation of the UT sensor, we
used an optical tracking system [10]. Since the recorded UT
data is permanently linked to its correct three-dimensional
position on the 3D model, this procedure may be suitable
for digital twin applications. From our experience, it is also
extremely useful, as it provides immediate feedback to the
inspector and reduces the amount of manual documentation
of the inspection.

Current assistance systems for NDT applications can be
divided into two different approaches helping the inspector.
The first method consists of technical systems that provide
additional information (e.g. visual, acoustic) with the user
in a direct feedback loop. The content is usually made of
data coming from sensors, spatial positions, device settings,
etc. The presented demonstrator in our previous publication
can be categorized as such a system. Another example for
a system that keeps the inspector in a feedback loop is the
SmartInspect systemdevelopedbyFraunhofer IZFP [11–13].

The secondmethod, that can be used to provide assistance
for the inspector are remote systems, that allow a distant
human expert to remotely join the inspection session. This
work focuses on the second method. At the same time, it is
built on visual technology developed for the first method.

Meyendorf et al. proposed a first approach for a remote
assisted NDE inspection in 2017 [14]. They use common
video conferencing technologies like Skype for transferring
the desktop from the inspector’s location to the remote assis-
tant’s location.

Another approach is presented by Westerkamp et al. [15].
They developed an online maintenance assistance system
(OMA), that can be used for various applications includ-
ing UT. They extended traditional video conference systems
with features that are needed for remote maintenance sys-
tems like screenshot creation that can be saved in a shared
workspace. From our understanding, the NDT systems are
also integrated making use of video streams to provide com-
patibility to various NDT systems.

What known systems currently do not provide is an indi-
vidually tailored remote assistance system for each NDT
technique. All the UT system data is currently transferred
using video streams. Three-dimensional information is not
shared at all. Thus, the reference to a virtual representation
of the real object does not exist.

The UK National Aerospace NDT Board has released
guidelines and recommendations for assisted remote inspec-
tion systems [16]. They generally distinguish between syn-
chronous and asynchronous inspections. In asynchronous
inspections, the final evaluation of the NDT data and con-
textualization does not happen at the same time, the data
is created. In contrast, synchronous evaluation takes place
immediately. They propose three user roles: the operator, the
verifier and the inspector, where the two last ones can work
asynchronously. They recommend well trained staff for the
remote NDT process, as well as written work instructions
for remote NDT processes including an adequate risk assess-
ment.

3 System Architecture

The presented work in this paper describes the architectural
extensions and developed features for the existing system.
The extensions can be split up in two interacting parts:

As proposed in the outlook of our previous paper, the first
part describes how NDT data recorded by the system can be
stored permanently in a database. This database is accessible
from a network, so that it can bemade ubiquitously available.
Previously, it was only possible to save the recorded data
locally.

The second part describes how real-time data of an
ongoing inspection is distributed over the internet. This is
necessary to realize the new real-time assistance function of
the technology demonstrator.

3.1 Shared Dataspace

In order to save meta data of 3D geometries, NDT raw data
and the NDT results, a SQL database has been created. The
actual binary data is saved outside of the database on the hard
drive of the server. The meta data of each file type have 1:n
relations as described: NDT measurements are referenced to
a 3D geometry file and as a NDT result is derived from a
measurement. Each entry it is also referenced to the specific
file. Additional information is saved to the data, e.g., the type
of the NDT result. This information indicates how to process
the linked binary file – similar to a file extension. These data
fields also allow us to implement further NDT modalities or
result types in the future.

Although we are aware of DICONDE [17, 18], and the
efforts of the community to establish it as a common database
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Fig. 1 Database structure
field name type field name type field name type

id varchar(128) id varchar(128) id varchar(128)
name varchar(128) digital_twin_id varchar(128) ndt_measurement_id varchar(128)
3d_model_filename varchar(128) name varchar(128) name varchar(128)
3d_model_filetype enum('ONJ') date�me date�me date date�me

type enum('UT','EC') type enum('UNWRAPPED_TEXTURE')
filename varchar(16) filename varchar(16)

digital_twins ndt_measurements ndt_results

Table 1 Example endpoints of
the REST API to manage the 3D
models and the corresponding
meta data

HTTP
Method

API Endpoint Function

GET digitaltwins/ Get a list of all data sets

GET /digitaltwins/{id} Provide standard CRUD functionalities

POST /digitaltwins

PUT /digitaltwins/{id}

DELETE /digitaltwins/{id}

POST /digitaltwins/{id}/3d_model/obj Provide functionalities to upload 3D model data;
Currently only OBJ files are supportedDELETE /digitaltwins/{id}/3d_model

GET /digitaltwins/{id}/3d_model

The endpoints for NDT measurements and NDT results are created similarly

standard, we have chosen a simpler but more adaptable solu-
tion for our project. For a real inspection much more meta
information (e.g., calibration data, qualification of the inspec-
tor, device types) needs to be stored in order to ensure the
quality and reliability of the results. For our testing envi-
ronment, we decided to omit this additional information.
Figure 1 shows the information that is stored in the database.

In the current implementation, the 3D geometry of the
specimen is saved as OBJ file. The OBJ file format was
chosen as it can store necessary UV data for our texture
mapping method [6]. The NDT measurements are saved in
a custom file format. In this binary format, all A-scans are
stored together with their corresponding spatial coordinates
(position and orientation for each measurement point). The
’filename’ database fields refer to the binary files. Thesemea-
surement points are referenced to the origin of the 3D model
of the investigated object. As the testing setup is only used for
verification, equipment information is not stored. For NDT
results, we are currently using one method so save the mea-
surement: In case of the UNWRAPPED_TEXTURE type for
NDT results, the saved file is a PNG image. A file format
providing a transparency channel is required, as the tex-
ture would also occlude not inspected areas on the inspected
object.

The database can be accessed through a HTTP REST-API
[19]. Those APIs are often used to access databases or other
resources in the internet. Our API implementation provides
creating, reading, changing/updating and deleting (CRUD)
functionalities for each of the three file types. Additionally
for each file entry, the binary data on the file system (OBJ,

raw measurement data and PNG) can be stored and accessed
through the web API.

In order to access the database, a client library has been
created. This library allows any C# application to interact
with the remote database, including the game engine running
the virtual and augmented reality (AR/VR) applications. We
choseC#as it is themain scripting language for the usedgame
engine. In the current state, the game engine is able to load
the 3D geometry from the server that corresponds to the real-
world object to be investigated. The NDTmeasurements and
NDTresults are created as described in [6].After successfully
completing the NDT inspection and creating the files locally,
the game engine is able to send the data to the web service
to store it permanently. An excerpt of all API endpoints can
be found in Table 1.

We designed this API in order to show an example of how
our generated NDT data could be integrated in a Digital Twin
environment. Thus, the endpoints are all including the key
“digitaltwin”, althoughwe did not implement awholeDigital
Twin infrastructure.

RESTful APIs are very common in today’s internet appli-
cations. Even Microsoft’s Azure platform does provide a
REST API to connect to their Digital Twin environment
[20]. Thus, our implementation is also based on this approach
to show the general feasibility and compatibility with latest
standards.
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3.2 Real-Time Sessions for Remote Assistance

Mixed reality technologies improve the inspection process in
various ways. In the current demonstrator augmented reality
is part of the real-time feedback loop for the inspector. For
the remote assistant, virtual reality can be used to provide
a better impression of the distant scene. In order to connect
these two technologies to a distributed system, it is necessary
to implements a real-time service.

Although the 3D geometry data and the gathered NDT
data can be distributed using the technology described in
the previous section, this architecture is not suitable to share
real-time data during an inspection. As this is a necessary
functionality for real-time assistance, a separate service has
been created.

The real-time service is based on a standard TCP/IP con-
nection. When a client program connects to the server, it
firstly tells the server its role and what data it expects to
receive. Roles that can be chosen are: inspector, assistant and
device. There can only be one inspector in a single session,
but as many assistants as necessary. The device role is used
for equipment that does not share appropriate position infor-
mation, e.g., cameras or the UT frontend software. Available
transmission data to be selected is:

3.2.1 Participant Positions

This setting defines if the server should send participant posi-
tion updates to the client. These updates also include the view
direction. This may not be suitable for clients with the user
role ‘device’. An updated user list that is shared on connec-
tion or disconnection events, is always being shared among
the clients.

3.2.2 Spatially Tracked UT Stream Packet

The client program that is running on the inspector’s pc
concurrently merges real-time UT sensor data with its spa-
tial position. The spatial information is drawn from the
used tracking system. The whole corresponding UT signal
(A-scan) is added. This also includes defined time gates,
activated triggers, coupling detection information, assigned
colors and the UT device settings that were used to create
the UT signal (for further information, see [6]). This packet
data can only be sent to the server from the client having the
inspector role.

3.2.3 List of Position Marks

In order to facilitate communication between the inspector
and the remote assistants, we implemented a rudimentary
feature to share positionmarks that can be placed in 3D space.
Every client can addpositionmarks and to clear the shared list

of position marks. Position marks are currently represented
by three-dimensional arrows.

3.2.4 UT Settings

A set of settings for the UT hardware is shared over the ser-
vice as well. Every client application has the permission to
update the settings and thus change values. This provides the
possibility for the assistants to remotely adjust the UT set-
tings for the on-site inspector and increases their capability of
control. If changed, theUT settings are automatically applied
by the UT hardware. They include signal recording rate, the
signal offset, hard- and software preamplification, the sig-
nal transformation and the time gates. The set of settings is
copied to every recorded UT signal (see 3.2.2).

3.2.5 Recorded UT spots

Generating the C- or D-scan images works as follows: The
signal processing procedure assigns a false color to the signal.
The position of the UT sensor is mapped into UV texture
coordinates. This information is used to draw a colored spot
into the texture of the 3D model.

This information containing the generatedC/D-scan needs
to be shared across the clients. In order to reduce the required
bandwidth, not the whole texture or UT signal is sent to the
server. A reduced subset of information is sent to allow the
reconstruction of the texture on the remote assistant clients.
The sent information comprises of UV texture coordinates
and the signal color and a unique identifier. This information
is sufficient to accomplish complete client-side false color
image reconstruction.

3.2.6 Inspector View and Overview Camera Stream

In complex cases a complete virtual representation of the
NDT inspectionmay not be sufficient for a successful remote
assistance. Therefore, to further facilitate the remote assis-
tance intend, we added the functionality to distribute two
independent video streams from the inspector to the clients.
The first is meant to be the inspector view and the second
one can be used by an individually placed overview cam-
era. This camera may record the whole scene, consisting of
the area to be inspected and the inspector him or herself.
As AR and MR headsets usually have an integrated camera
available, we intend to use this built-in device for the inspec-
tor view camera. Often, this camera’s video stream includes
the virtual objects displayed on the AR/MR displays mak-
ing it suitable for us to be streamed over our NDT service.
Initially we implemented an MJPEG-stream, but in order
to reduce the required bandwidth, we are currently using a
H.264-like video encoding technology, however, almost any
video streaming encoding that can be split up into chunks can
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Fig. 2 Location information is always shared relatively to the
3D model coordinate system. Because of that, the purple
marking always remains at the correct position on the 3D

object, independent of its position relative to the corresponding
world origin. The object coordinate system can be freely moved within
the working space

be used in the future to reduce required bandwidth.We do not
transfer a separate video stream for the A-scan as mentioned
in [14], as we share the original UT signal in a digital form.

3.2.7 Further Information About the Real-Time Service

There is additional information that is always being shared
disregarding the role of the client program or the selected
data. As mentioned above, a list of all connected clients is
always shared between the clients. Additionally, die iden-
tifiers (IDs) of the investigated part (3D model), NDT
measurement and NDT result are always shared over the
network. These identifiers refer to the IDs of the shared
dataspace web service. This gives every client application
the ability to download data from the web service individu-
ally and reduces the load on the real-time service. Multiple
servers providing the mirrored persistent data as common for
cloud services may be used as well [21].

All clients may use different tracking systems - or in case
of a desktop application - do not even have one. Therefore,
they have different coordinate systems and thus, differ-
ent world origins. This makes it difficult to individually
share correct position information. To address this prob-
lem, all shared spatial information is shared relatively to the
investigated object’s origin Fig. 2 illustrates how location
information is shared among the participants.

The server caches information sent to it. This saves band-
width and reduces the need to wait for the next update from
the other clients. This includes all current positional infor-
mation, relevant identifiers, recorded UT spots and positions
marks. This data is automatically sent to a new connected
client application.

When the real-time assisted UT inspection has success-
fully been completed, the inspector can upload the raw
measurement data and the result data to persistently store
it on the web service. This result data can later be examined
- also in an AR/VR multi user session for further evaluation.

In summary, every client device is able to download persis-
tent data as well as participate in the real-time data exchange
process.

Figure 3 shows the principal system architecture.
We did not implement an audio connection as this is ser-

vice can act relatively independent of our system and does not
have a direct influence on the shared data. We are currently
using common VoIP services. Nevertheless, the occurring
data traffic will be considered for bandwidth measurements.

4 Security

Concerning security, we prepared the system formodern data
protection methods. For the shared dataspace web service
infrastructure, all the data traffic is running over a HTTP con-
nection. This means it can easily be extended using HTTPS
providing data encryption functionality. We did not include
authentication as we are only running this service in a local
network.Upgrading it with security functionalitieswould not
have had any benefits for the project. Real-world implemen-
tations may also make use of blockchain technologies with
the aim to prevent tampering of the stored data.

The real-time service is based on a TLSv1.2 (Trans-
port Layer Security) transport stream. Thus, all exchanged
data is automatically encrypted by default. Additionally, the
protocol provides a data field for authentication to prevent
unwanted access: “authKey”. For every data packet the server
or client receives, the authKey is checked. The packet will
be discarded if the authKey does not match the predefined
one. As the system is designed as a cooperative system, all
participants share the same rights. Thus, all clients share the
same authKey. This data field may later also be used for a
security token to provide individual authentication and per-
mission management.
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Fig. 3 Principal system
architecture: The link between
both services is created by
providing a shared list of relevant
IDs of the Web Service. Every
Client may individually
download necessary data from
the Web Service

Fig. 4 Proposed workflows for the described system

5 AnticipatedWorkflow

The system basically provides a range of possible levels
of assistance integration. These are schematically shown in
Fig. 4. All proposed assistance levels are based on the same
workflow. It beginswith the traditionalNDTprocess inwhich
the raw data is being generated. This raw measurement data
is processed and displayed on the 3Dmodel. In our approach,
the data processing happens simultaneously to the recording
(For further information on that process, see [6]). The final
report may later be derived from the NDT result. Each result-
ing set of NDT data can be uploaded, as well as downloaded
from the shared dataspace.

In the first assistance level, there is only one inspector
active, having sufficient knowledge to perform the whole
NDE inspection independently. He operates the system on

his own and creates NDT measurement raw data as well
as the NDT result. This is the basic workflow as described
in [6] without the need of further assistance for the inspec-
tor. The NDT measurement raw data and the NDT result is
finally transferred to the persistent web service. Therefore,
it is also possible to time-independently review the collected
NDT data.

The second assistance level lets the local inspector with
basic knowledge still record all the NDT data without assis-
tance. The second experienced distant inspector becomes
active when all required data has already been collected. He
is able to interpret the automatically generated NDT result. If
necessary, he would also be able to derive a new NDT result
from the raw data in the NDT measurement with changed
settings, e.g. time gates. As described, this procedure con-
sists of two sequential working steps of the two inspectors.
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Table 2 Developed client
applications Location Client application role Application type Used hardware

Inspection site Inspector 3D mixed reality Optical tracking
system

MR glasses

Tracked UT
sensor

Pointing device

UT sample

Inspector UT frontend 2D desktop UT-USB
interface

Camera client 2D desktop Webcam

Remote assistant site Remote assistant with desktop client 3D desktop –

Remote assistant with VR headset 3D virtual reality VR headset

This assistance level would be an option if the local inspec-
tor lacks knowledge mainly in details of the inspected object.
The shaded area in assistance level 2 indicates shows the flex-
ible point of time for the handover.

The third assistance level allows both, the local inspector
and the remote assistance inspector, to work simultaneously
on the NDE data acquisition. In this setting, the remote assis-
tant can actively vary parameters and directly change the data
recording settings. The following steps in the workflow can
also be taken together. The third level provides a full remote
assistance service. It is suitable for situations, where the local
inspector additionally to the second level also lacks in knowl-
edge about the NDT process itself.

To achieve the desired functionalities, we developed sev-
eral client applications, which are described in Table 2.

The inspector application and theUT frontend are running
the necessary software parts to perform the mixed reality
NDT inspection. In order to allow the remote assistant to

change parameters, the UT frontend has a separate connec-
tion to the real-time service. The inspector himself can do
this via directly adjusting parameters in the frontend soft-
ware or in the game engine. Optionally, there can be added
two camera clients on the inspection site to provide the video
streaming functionality. Typically, these are two independent
applications. The network architecture for the real-time ser-
vice is shown in Fig. 5.

The remote assistant may either use the 3DDesktop client
to analyze the geometrical model or the virtual reality client
to view it in XR mode.

The only current limitation of the system is, that due to
development capacities, we were not able to implement the
display of encoded video streams in the game engine. We
assume, a company with sufficient development staff will be
able to get this implemented. For our future test environment
including the potential user group, we will fall back to a
MJPEG-like video transfer.

Fig. 5 Implementation of the
feedback channel for the UT
parameters; left: inspector
applications; right: remote
assistant application
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Fig. 6 Pointing device that is currently used to place marks in the work-
ing space. It is connected to the game engine using a WIFI network
connection

6 Results

We have extended our system demonstrator in a way that
allows us to assist a UT inspection remotely. All necessary
data is being shared using a two-server architecture. The first
server holds static data and the second one distributes dynam-
ical information.

At the time of writing this publication we have imple-
mented three types of applications. The first implementation
uses a mixed reality headset [9] and an optical tracking sys-
tem [10]. This application is meant to run on the inspector’s
pc to record NDT data. Additional input hardware to place
marks has been designed (see Fig. 6). The first remote assis-
tant application is created for remote assistance using virtual
reality. We successfully tested this client application with an
HTC VIVE headset [22]. We did also implement a standard
Desktop application, showing the whole scene from a first-
person view. In both remote assistant applications, theA-scan
is currently displayed on an individually placeable user inter-
face (UI) canvas. Audio communication is currently realized
using a third-party voice-over-IP (VoIP) application.

Figure 7 shows two screenshots of an ongoing inspection.
On the left-hand side (inspector), the figure shows the colored
AR overlay. Additionally, an A-scan is shown. On the right-
hand side (remote assistant), the whole scene is rendered in
a VR headset, including the virtual test object and the same
A-scan that is shown on the inspector’s side. The current
positions of the session participants are indicated by a yellow
avatar. In both screenshots, amarking arrow is shown that has
been placed by the remote assistant. The inspected test object

is the same helicopter tail structure as shown in our precedent
publication [6].

As all spatial information is transmitted relative to the 3D
model’s origin, every client can locally place it regarding their
needs. This may be necessary, e.g., if the remote assistance
needs to be given from a confined space. The inspector can
regardlessly align the 3D model to the real-world object. All
marks, participant locations etc. stay relative to the 3Dmodel.

Every participant can adjust the UT settings as they are
distributed over the network.

For the technology demonstrator we used the mentioned
hardware (HMDs and tracking system). Generally, it is
possible to replace any of these components with minor
adjustments of the system.

6.1 Bandwidth Analysis for the Remote Assistance
Functionality

In order to get an impression of the required bandwidth of
the system and to identify the high data consuming parts of
the network protocol, a detailed analysis was performed. For
a simple test scene, all transferred data has been recorded
including the corresponding time stamp and saved to disk
on the server. This provides the possibility to analyze the
data later. It would additionally be possible to re-feed it
into the system. Figure 8 gives an overview of the recorded
scene. In this experiment, a carbon fiber reinforced plastics
(CFRP) plate was inspected. The plate is prepared with par-
allel teflon stripes to simulate delaminations. It is mounted in
a trackable frame. Figure 9 shows the 3Dmodel used for this
scene, including the projected texture (see [6] for detailed
information). The texture is colored in blue where the teflon
stripes are located.

The required Bandwidth has been analyzed in two steps.
At first, the occurrences of each message type were counted
(Fig. 10) and plotted over time (Fig. 11). In a second step, the
actual used bandwidth for each message type has been calcu-
lated (Fig. 12) and plotted over time (Fig. 13). The following
charts and graphs show the results of the procedure.

Fig. 7 Screenshots of an ongoing
remote assisted inspection
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Fig. 8 Overview of the recorded Scene on remote assistant site (desktop mode) – The Main Window is showing the transmitted A-scan. The two
bottom windows are showing the overview camera (left) and the inspector view camera (right)

Fig. 9 Underlying 3D model and projected texture

The video encoder settings for both video streamswere set
to the following configuration: resolution: 1920× 1080 pix-
els; codec: ×264 (ultrafast, zerolatency); keyframe interval:
100; bitrate 3 Mbit.

Although more message types are existing, for the anal-
ysis, just a set of five message types has been consid-
ered. These are UserPositionUpdate, CompleteBrushEnti-
tiesSnapshot, CurrentSpatiallyTrackedUSStreamPacketUp-
date, InspectorViewCameraFrameData, OverviewCamer-
aFrameData. All other existing messages were not taken into
account, as they are only sent on very specific events and
have no significant data size. These are e.g.: Client/Server
Hello/Goodbye messages, ReceiveOptionsUpdate, Userlis-
tUpdate, MarkingListUpdate, ID updates, UTSettingsUp-
date.

The prefix in the message type stands for the transmission
direction of the message. C2S means client to server and
S2C server to client respectively. X2X means, this message
type is used for both directions. Typically, the message is just
forwarded to the other clients based on their receive option
settings. For this analysis, the prefix has no relevance, as all
recorded messages result of incoming traffic.

The traffic analysis clearly shows, that the video streams
are taking the largest part of the transferred data (see Fig. 13).
Both video streams take about two thirds of the used band-
width. Replacing them byAR/VR technologies may lead to a
significant improvement in terms of required bandwidth. The
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Fig. 10 Bandwidth analysis -
Message occurrences

Fig. 11 Bandwidth analysis -
Message occurrences over time

required bandwidth for the video streams also depends on
the image complexity. Because of this, the overview camera
consumes slightly more bandwidth than the inspector view
camera, which is constantly missing out a grey bar on the
right-hand side, because of the aspect ratio not being 16:9.

The user position updates do often occur, but they do not
have a significant influence on the bandwidth and the sys-
tem performance. About 11% of all received messages are
position updates, but the total amount of all data is just about
0.08% overall.

Figure 11 displaying message occurrences over time
shows, that the messages are sent at relatively constant
rates, except for two message types: The first exception is
caused by the key frames produced by the video encoders.

This can be seen as peaks in the graph. The other excep-
tion is the BrushEntitiesSnapshot message type, containing
all necessary information to enable the receiving client the
reconstruction of the texture information. Currently, the com-
plete information is bundled into one message and sent to the
server. Thus, the message size is constantly growing. At the
end of the experiment, in contained more than 3254 colored
spots representing the texture information. In a future step,
the server will be enabled to cache texture information, that
has already been transmitted.

The used bandwidth never exceeded 700 KB/s (5.600
kbps), which should be low enough to be handled by most
internet connections. We do not expect it to significantly
increase depending on the number of users in a session. The
only part in the network that is required to have a greater
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Fig. 12 Bandwidth analysis -
Transferred data

Fig. 13 Bandwidth analysis -
Traffic over time

bandwidth is the server as it distributes all the data to the
remote assistants. We have successfully tested the system
with two remote assistants over an internet connection with-
out noticeable limitations compared to local tests. The server
was located close to Berlin, whereas the inspector and remote
assistants were in Erding, close to Munich. Additionally,
it should be mentioned, that all analyzed data is net data,
meaning that the originated traffic may be a bit higher due
to encryption overhead. We do currently not compress the
transmitted UT data. For a first step towards compression,
were able to reduce the transmitted UT stream size by 8%
making use of the deflate algorithm [23].

7 Discussion

The described system architecture allows the realization
of NDT remote assistance across distant locations. Current
remote assistance technologies are based on video streams
[14, 15]. Our implementationmakes use of AR/VR technolo-
gies and the integration into a shared dataspace. This offers
a lot of flexibility in terms of the type of application that is
running on the assistant’s pc and the evaluation process.

The remote assistant can choose what type of application
fits the best to the particular inspection task. He can stay with
the current state by just using video streams. If hewants to get
a better imagination of the whole scene, he may use a virtual
reality headset. If the assistant needs to do adjustments to the
UT hardware, all basic settings can be accessed remotely.
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As the real-time service has a direct reference to the 3D
model, all gathered data is implicitly suitable to be saved
in the web service. Additional flexibility is arising, as data
analysis does not need to be done at the same location, con-
secutively or even by the same person. The data may be
recorded by a level 1 inspector and saved to the web ser-
vice as raw data. This raw data can later be downloaded and
reviewed by an experienced inspector. He then creates the
final NDT result file and uploads it to the shared dataspace.
It may also be possible to completely outsource the final task
of evaluation to further reduce costs of having company inter-
nal level 3 inspectors. Those external experts may also assist
during the actual inspection process.

8 Outlook and FutureWork

Currently there is no user interface optimized for adjust-
ing NDT settings from within a virtual or mixed reality
application. Functionalities likemode switching, starting and
stopping of the data recording is currently realized using
keyboard shortcuts. Basic UT settings can be made using a
standard 2D GUI (graphical user interface). One of the next
work packages will include realizing a suitable user interface
for each application type: the inspector, the desktop remote
assistant and the VR-based remote assistant clients.

The system is currently also limited to ultrasound testing,
but regarding the database structure it should be simple to add
further modalities do the web service. The real-time service
instead, has specialized functionalities that make it more dif-
ficult to implement other NDT modalities according to their
requirements. The system presumably needs to be changed
to add further NDT modalities.

The next work packagewewill address is to test the differ-
ent application types with experienced NDT inspection staff
of the German armed forces. The purpose will be to inves-
tigate the potential benefits of the remote assistance system.
We plan to compare the state of the art, video stream based
remote assistance with our 3D remote assistance system.

The network analysis revealed a possible bottleneck
for large scale measurements: As currently the complete
texture information is transferred, the used bandwidth is
concurrently growing. In order to only having to send new
recordings, this will be fixed with implementing server-side
caching.
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